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Abstract

Inclusive charm and beauty cross sections are measuredpirand e p neutral current
collisions at HERA in the kinematic region of photon virtiyals < @2 < 2000 GeV? and
Bjorken scaling variabl®.0002 < x < 0.05. The data were collected with the H1 detector
in the years 2006 and 2007 corresponding to an integrateshdwity of 189pb~—!. The
numbers of charm and beauty events are determined usirabiesireconstructed by the
H1 vertex detector including the impact parameter of traokthe primary vertex and the
position of the secondary vertex. The measurements areigethiwith previous data and
compared to QCD predictions.
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1 Introduction

The measurement of the inclusive charm and beauty quark semsions and the derived struc-
ture functionsFs° and £ in DIS at HERA is an important test of the theory of the strong
interaction, quantum chromodynamics (QCD), within thenStad Model. These measure-
ments uniquely constrain the parton density functions (§@F the proton, in particular its
andc content. Precise knowledge of the PDFs is for example dasamtthe Large Hadron
Collider (LHC). The predictions of the ‘standard candle’ Q@rocesses at the LHC, such as
the inclusive production ofi” andZ bosons, are sensitive to the theoretical treatment of heavy
quarks [1-8]. Theé quark density is important in Higgs production at the LHC wttbthe
Standard Model and in extensions to the Standard Model ssiGuersymmetric models at
high values of the mixing parametem (5 [9].

This paper reports on measurements made in neutral cueeptidelastic scattering (DIS)
at HERA of the charmd) and beauty#) contributions to the inclusive proton structure function
F, in the range of virtuality of the exchanged photor< Q> < 2000 GeV? and Bjorkenz
0.0002 < = < 0.05. The analysis uses the precise spatial information fromHherertex
detector to separate events containirandb flavoured hadrons from light quark events. The
analysis extends to lower and high@f than previous H1 measurements [10, 11] which used a
similar technique to the one used in this paper.

The analysis is based on a dataset with an integrated luitirdd89 pb~*, which is about
three times greater than in the previous measurements.athevas recorded in the years 2006
and 2007 withb4 pb~* taken ine~p mode andl35 pb~' in e*p mode. The:p centre of mass
energy is\/s = 319 GeV, with a proton beam energy 620 GeV and electron beam energy
of 27.6 GeV. This dataset is referred to here as HERA II. Many detailshef dnalysis are
similar to the previous measurements [10, 11], referredete las HERA |. The HERA | and
HERA Il measurements are combined to produce a complete HiERR#set. Measurements of
the charm contribution to the proton structure functionehalso been made at HERA usihy
or D* meson production [12,13]. There are also measurementsapinchnd beauty in DIS
using semi-leptonic decays [14].

Events containing heavy quarks are distinguished frometlvasitaining only light quarks
using variables that are sensitive to the longer lifetimeBeavy flavour hadrons. The most
important of these variables are the transverse displateofi¢racks from the primary vertex
and the reconstructed position of a secondary vertex inrdresverse plane. For events with
three or more tracks in the vertex detector the reconstiuceables are used as input to an
artificial neural network. This method has better discriation between: and b compared
to previous methods [10, 11], which used only the transvdisglacement of tracks from the
primary vertex. Lifetime based methods have the advantage more exclusive methods,
such asD* or muon tagging, in that a higher fraction of heavy flavourrg@gemay be used,
although the background from light quark events is largdre €harm structure functiofiy®
and the beauty structure functidr§® are obtained from the measuredndb cross sections
after applying small corrections for the longitudinal sture functionsFs® and 2.



2 MonteCarlo Simulation

Monte Carlo simulations are used to correct for the effettthe finite detector resolution,
acceptance and efficiency. The Monte Carlo program RAPGAPiflused to generate DIS
events for the processes — ebbX, ep — eceX andep — eqX whereq is a light quark of
flavouru, d or s. RAPGAP combine®)(a,) matrix elements with higher order QCD effects
modelled by parton showers. The heavy flavour event sampéegemerated according to the
‘massive’ photon gluon fusion (PGF) matrix element [16]wilhe mass of the andb quarks
settom,. = 1.5 GeV andm,;, = 4.75 GeV, respectively. The DIS cross section is calculated us-
ing the leading order (LO) 3-flavour PDFs from MRST (MRST2BBHO [17]). The partonic
system for the generated events is fragmented accordirigetbund string model [18] imple-
mented within the PYTHIA program [19]. Theandb quarks are hadronised according to the
Bowler fragmentation function [20]. The HERACLES progra#i] interfaced to RAPGAP
calculates single photon radiative emissions off the lefitee, virtual and electroweak correc-
tions. The Monte Carlo program PHOJET [22] is used to sineula¢ background contribution
from photoproductionp — X.

The samples of generated events are passed through a disiail@ation of the detector
response based on the GEANT3 program [23], and through the ssconstruction software as
is used for the data.

3 H1 Detector

Only a short description of the H1 detector is given here; aencomplete description may be
found in [24]. A right handed coordinate system is employeth whe origin at the position
of the nominal interaction point that has itsaxis pointing in the proton beam, or forward,
direction andr (y) pointing in the horizontal (vertical) direction. The pseuapidity is related
to the polar anglé by n = — In tan(0/2).

Charged particles are measured in the central trackingtbet@CTD). This device consists
of two cylindrical drift chambers interspersed withchambers to improve the-coordinate
reconstruction and multi-wire proportional chambers ryaursed for triggering. The CTD is
operated in a uniform solenoidall6 T magnetic field, enabling the momentum measurement
of charged particles over the polar angular raRgfe< 6 < 160°.

The CTD tracks are linked to hits in the vertex detector, #r@ml silicon tracker CST [25],
to provide precise spatial track reconstruction. The CSTsists of two layers of double-sided
silicon strip detectors surrounding the beam pipe, cogaimangular range 6f° < 6 < 150°
for tracks passing through both layers. The informatiorh@xtcoordinate of the CST tracks is
not used in the analysis presented in this paper. For CTRgnaith CST hits in both layers the
transverse distance of closest approach (DCA) to the ndwéngex inz—y, averaged over the
azimuthal angle, is measured to have aresolutial3 fin®51 um/(Pr[GeV]) wherePr is the
transverse momentum of the particle. The first term reptegbka intrinsic resolution (including
alignment uncertainty) and the second term is the contabdtom multiple scattering in the
beam pipe and the CST.



The track detectors are surrounded in the forward and deftegtions (° < 0 < 155°)
by a fine-grained liquid argon calorimeter (LAr) and in thekaard region {53° < 6 < 178°)
by a lead-scintillating fibre calorimeter (SPACAL) [26] Wielectromagnetic and hadronic sec-
tions. These calorimeters are used in this analysis to measd identify the scattered electton
and also provide energy and angular reconstruction for fitede particles from the hadronic
system.

Electromagnetic calorimeters situated downstream inlgtren beam direction allow de-
tection of photons and electrons scattered at very@w The luminosity is measured with
these calorimeters from the rate of photons produced in dteeBHeitler processpy — epy.

4 Experimental Method

41 DISEvent Selection

The events are triggered by requiring a compact, isolatectreimagnetic cluster in either the
LAr or SPACAL calorimeters with an overall trigger efficignof almost100%. The electro-
magnetic cluster with the highest transverse energy, wdigt passes stricter offline criteria is
taken as the scattered electron. Thposition of the interaction vertex, reconstructed by one
or more charged tracks in the tracking detectors, must b&mwit20 cm to match the accep-
tance of the CST. The interaction vertex approximatelyofe#i a Gaussian distribution with a
standard deviation af3 cm.

Photoproduction events and DIS events with a hard photaateatifrom the initial state
electron are suppressed by requirlng(£; — p.;) > 35 GeV. Here, E; andp,; denote the
energy and longitudinal momentum components of a partindetihe sum is over all final state
particles including the scattered electron and the hadromal state (HFS). The HFS patrticles
are reconstructed using a combination of tracks and cagwendeposits in an energy flow al-
gorithm that avoids double counting [27]. The event kineasaincluding the photon virtuality
()?, the Bjorken scaling variable and the inelasticity variable, are reconstructed with the
‘>’ method [28], which uses the scattered electron and the HR& variables obey the rela-
tion z = Q?/sy. In order to have good acceptance in the SPACAL and to enkatehte HFS
has a significant transverse momentum, events are selectéd £~ 4.5 GeV2. The analysis is
restricted toy > 0.07 in order to ensure that the direction of the quark which isciby the
photon is mostly in the CST angular range. An uppeut is applied that varies from 0.5 at
low 2 to 0.85 at highQ)? in order to suppress photoproduction background. The memsunt
is made differentially by dividing the data into discrete)? intervals. This binning scheme is
preferable to one using-Q? boundaries as it avoids event losses near the cugs on

The position of the beam interaction regiom#y (beam spot) is calculated from informa-
tion of tracks with CST hits and updated regularly to accdondrifts during beam storage.
The beam interaction region has an elliptical shape wita@ai around0 xm in x and around
22 pm in y.

LIn this paper we use ‘electron’ to also denote ‘positroneasslexplicitly stated.



4.2 Track Selection

The impact parameter of a track, which is the transverse DCA of the track to the priyn
vertex point (see figur#), is only determined for those tracks which are measureldarGTD
and have at least two CST hits linked (referred to as CST $)ackhe beam spot is used as
the position of the primary vertex. CST tracks are requietidve a transverse momentum
Pirack > (0.3 GeV.

The direction of the struck quark is used in the determimadiithe sign ofy. The quantity
dquark 1S reconstructed as the azimuthal angle of the highestveass momentum jet in the
event or, if there is no jet reconstructed in the event88s — ¢ .., Whereg,.. is the azimuthal
angle of the electron in degrees. Jets are reconstructed tng inclusive longitudinally invari-
ant &y algorithm with massles®, recombination scheme and distance param@ter 1 in
then — ¢ plane [29]. The algorithm is run in the laboratory frame gsatl reconstructed HFS
particles and the resultant jets are required to have teasssymomentum greater thas GeV
and to be in the angular rangg° < 6 < 155°. Approximately95% (99%) of ¢ (b) events have
dquark reconstructed from a jet, as determined from the Monte Ganfwilation. Tracks with
azimuthal anglep,.q. outside+90° of ¢....x are assumed not to be associated to the struck
quark and rejected.

If the anglea betweeny ..,x and the line joining the primary vertex to the point of DCA
is less thard0°, § is defined as positive. It is defined as negative otherwisgurEil shows
an example of a track with positiveand one with negativé. The ¢ distribution, shown in
figure2, is seen to be asymmetric with positive values in excessgdtne values indicating the
presence of long-lived particles. It is found to be well dised by the Monte Carlo simulation.
CST tracks witho| > 0.1 cm are rejected to suppress light quark events containinglioad
strange particles.

The number of reconstructed CST tracks... associated to the struck quark is an important
quantity since for higher track multiplicities more infoation can be used. In the kinematic
range of this measureme2t% of the events havé/,.... = 1, 23% have N.ac = 2 and29%
have N, > 3.

4.3 Secondary Vertex Reconstruction

The complete set of reconstructed tracks in the event is tssonultaneously reconstruct a
secondary and primary vertex in the transverse plane. Eack is assigned a weight for each
vertex, which is a measure of the probability that the tratoginated at that vertex [30]. In this

approach tracks are not assigned unambiguously to one\atiee other. A simultaneous fit to

the primary and secondary vertex is made, with the weighddl tfacks of the event considered
for the primary vertex, but only the weights of CST trackssidered for the secondary vertex.
The beam spot together with its spread is used as an additiomstraint to the primary vertex.

The vertex configuration that minimises the gloRalis found iteratively using deterministic

annealing [31].

The transverse distance between the secondary and priradexvs defined a$,,. The
secondary vertex significanég, is L., /o (L., ), wheres(L,,) is the uncertainty od.,,,. If the

7



absolute difference between the azimuthal angle of thenslzey vertex (taking the primary
vertex as the origin) and...x is less thar®0°, Sy, is signed positive and negative otherwise. A
measure of the decay multiplicity>, is made by counting the number of tracks with weight

greater thar).8 to the secondary vertex. This method was shown in [10] talyeeinsistent
results with the default method that used track significance

4.4 Quark Flavour Separation

The track significance is defined @57 (5), wheres (0) is the uncertainty on. The significances
S1, 9 and S, are defined as the significance of the CST track with the Istgsecond highest
and third highest absolute significance, respectively. digrificances take the sign 6f(see
section4.?). Tracks with a negative sign for significance are likely toarise from particles
with a large lifetime and are used in this analysis to esentia¢ light quark contribution.

Tracks that do not have the same significance sigh,aare ignored. The; distribution
is used for events with one remaining CST track after thisctgn and the5; distribution is
used if there are two remaining CST tracks. For events witeettor more remaining CST
tracks, where more information is available, informatisncombined from the significance
distributions and the reconstructed secondary vertexgusmartificial neural network (NN)
that takes into account correlations of the input varialpd}. In this way each event with
at leastl CST track appears in exactly one distribution and the thstions are statistically
independent. Thé&; andS; distributions are shown in figui@

The NN has inputs 0}, S, S3, S, Niraae, Novy, and P2k of the CST tracks with the
highest and second highest transverse momentum. The NNhkdsdden layer witld nodes.
It was trained using a sample of aroubigD0 Monte Carlob events as ‘signal’ and a similar
number of Monte Carle events as ‘background’. No attempt is made to discrimingéerest
the light quark events since their impact is minimized by ghbtraction procedure described
below. The same NN is used for giQ? bins. The distributions of the NN inputs are shown
in figures4 and5. These distributions are dominated by light quark eventcah be seen
that the Monte Carlo simulation gives a reasonable desunijotf these distributions. It is also
apparent that these distributions have good separatioemostween light; andb events. The
decrease in events around zero for fieand S, distributions is due to the requirement that
|S1] > |S2] > |S3]. In order to see how well the Monte Carlo simulation desaitie heavy
flavour contribution of the NN input distributions, the dibution for those events with, > 3
is taken and the distribution for those events with< —3 is subtracted from it. This has the
effect of greatly reducing the light quark distribution whiis almost symmetric it%;. This
subtraction method can be used for any distribution. Theraated distributions of the NN
inputs are shown in figure&and7. The Monte Carlo simulation gives a good description of
these distributions. It can be seen thavents tend to have a higher track multiplicity and more
tracks at higher.

The output of the NN is shown in figui@& It gives output values in the range from about
0.2 t0 0.95. The NN output is signed according to the signsef It can be seen that: the light
quark distribution is approximately symmetric and peakgials low absolute values; thend
b distributions are asymmetric with more positive than negagntries; thé events are peaked

8



towardsl, whereas the events are peaked towar@sThe Monte Carlo simulation gives a good
description of the distribution.

Since the light quarks;, S; and NN distributions are nearly symmetric around zero the
sensitivity to the modelling of the light quarks can be restlby subtracting the contents of the
negative bins from the contents of the corresponding peditins. The subtracted distributions
are shown in figur®. The resulting distributions are dominated byuark events, with &
quark fraction increasing towards the upper end of theilligions. The light quarks contribute
only a small fraction.

The fractions of, b and light quarks of the data are extracted in eaef)? interval using
a least squares simultaneous fit to the subtrasted; and NN distributions (as in figurg)
and the total number of inclusive events before any CST tsatéction. Only those bins in
the significance distributions which have at lezisevents before subtraction are considered in
the fit, since Gaussian errors are assumed. The last fitteaf tine significance distributions,
which usually has the lowest statistics, is madenes as wide as the other bins (see fige
If any of the bins before subtraction within the NN outputgartontain less thakb events the
bin size is doubled, which ensures all bins contain at [2asivents.

The light,c andb Monte Carlo simulation samples are used as templates. TmeeV@arlo
light, c andb contributions in each—Q? interval are scaled by factops, p. andp,, respectively,
to give the best fit to the observed subtraciedS, and NN distributions and the total number of
inclusive events in each— Q? interval. Only the statistical errors of the data and Mondel©
simulation are considered in the fit. The fit to the subtrasigdificance and NN distributions
mainly constraing. andp,, whereas the overall normalisation constrains

Since the error op, is much smaller than that @f thec cross section is measured in more
y—(Q? intervals than thé cross section. Therefore two sets of fits are performed, dtieav
fine binning of29 bins and the other with a coarse binningl@fbins. The two sets of fits are
performed in an identical manner. The results of the two @klits are listed in tables and2.
Also included in the tables are thé /n.d.f. evaluated using statistical errors only. Accemabl
values are obtained for all bins. The fit is also performetiéccomplete data sample and shown
in figure 9. The stability of the method is checked by repeating the fiheocomplete data in
a variety of ways: fitting the™p ande™p data separately; using; instead of the NN; using
Sy, instead of the NN; using the NN alone withatit and.S,; using.S; and.S; without the NN;
using the NN alone without negative subtraction. All giveasistent results within statistical
and systematic errors.

The results of the fit in each—Q? interval are converted to a measurement of the ‘reduced
c cross section’ defined from the differential cross sect®n a
dQO.CE xQ4

7%, Q) = dr dQ? 2ra?(1 + (1 —y)?)’ @)

using:
plNg\/[Cgon

plNlMCgcn + pCNé\/ICgon + pré\ICgcn

5(x, Q%) = &(x, Q) dBcC, 2)



where o is the fine structure constant evaluated with sa@fe and N,"“&", NMCeen  and
N;“Cge“ are the number of light;, andb quark events generated from the Monte Carlo simula-
tion in each bin. The inclusive reduced cross sectipn Q?) is taken from H1 measurements:
Tables 17 and 19 from [33], Tables 10 and 11 from [34] and Takléom [35]. A bin centre
correctiondpcc is applied using a NLO QCD expectation @t ands to convert the bin av-
eraged measurement into a measurement at a givei point. This NLO QCD expectation

is calculated from the results of a fit similar to that perfedrin [36] but using the massive
scheme to generate heavy flavours.

The cross section is corrected using the Monte Carlo simoaldor pure QED radiative
effects. The photoproduction background is not subtractédch, due to the method used
to calculate the cross sections, means the fraction arid b events in the photoproduction
background is assumed to be the same as in the DIS data. Irofiibsty range the background
from photoproduction events is negligible and does notead& in anyy—Q? interval used in
this analysis. Events that contairhadrons via the decay éfhadrons are not included in the
definition of thec cross section. The differentiatross section is evaluated in the same manner.

5 Systematic Uncertainties

The following uncertainties are taken into account in otdezvaluate the systematic error.

e An uncertainty in the) resolution of the tracks is estimated by varying the resmfuby
an amount that encompasses any difference between therdhtnaulation evaluated
from figure2. This was achieved by applying an additional Gaussian sngear the
Monte Carlo simulation 0200 xm to 5% of randomly selected tracks and um to the
rest.

e A track efficiency uncertainty is assigned Bf due to the CTD and o2% due to the
CST.

e The uncertainties on the variollsand B meson lifetimes, decay branching fractions and
mean charge multiplicities are estimated by varying theliryalues of the Monte Carlo
simulation by the errors on the world average measuremgatghe branching fractions
of b quarks to hadrons and the lifetimes of theand B mesons the central values and
errors on the world averages are taken from [37]. For thedbriag fractions of: quarks
to hadrons the values and uncertainties are taken from y@88Eh are consistent with
measurements made in DIS at HERA [39]. For the mean chargeld tnultiplicities the
values and uncertainties foandb quarks are taken from Marklll [40] and LEP/SLD [41]
measurements, respectively.

e The uncertainty on the fragmentation function of the heawsrks is estimated by re-
weighting the events according to the longitudinal strirgmentum fractionx carried by
the heavy hadron in the Lund model using weight§lof 0.7) - (1 — 2) 4+ 2z - (1 £0.7) for
charm quarks and dft =0.5) - (1 — 2z) + 2z - (1 £ 0.5) for beauty quarks. The variations
for the charm fragmentation are motivated by comparisoh@Monte Carlo simulation
with H1 data [42].
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e An uncertainty on the QCD model of heavy quark productiorstingated by reweight-
ing the jet transverse momentum and pseudorapidityR§/ /(10 GeV))*°2 and (1 +
7ie) 015 for charm jets and P /(10 GeV))*03 and(1 £ 7/°t)*0-3 for bottom jets. These
values are obtained by comparing these variations with th&sored cross section for
andc jets [43].

e The uncertainty on the asymmetry of the light quarHtlistribution is estimated by re-
peating the fits with the subtracted light quark distribngi¢figure9) changed byt30%.
The light quark asymmetry was checked to be within this uagsly by comparing the
asymmetry of Monte Carlo simulation events to that of thedat X° candidates, in the
region0.1 < || < 0.5 cm, where the light quark asymmetry is enhanced.

e AN error oN ¢quark IS estimated by shifting .., by 2°(5°) for events with (without)
a reconstructed jet. These shifts were estimated by congpé#ne difference between
dquark aNd the track azimuthal angle in data and Monte Carlo sinoulat

e The uncertainty on the hadronic energy scale is estimatethgging the hadronic en-
ergy by+2%.

e The uncertainty in the photoproduction background is tea®t00% of the fraction of
photoproduction events in each bin, for events with,.. > 1.

e Uncertainties on the acceptance and bin centre correctieriaithe input structure func-
tions used are estimated by reweighting the inpfit distribution by z=%! and 1 +
0.2In[Q?/(10 GeV?)] and 5" by z*°3 and 1 + 0.4In[Q?/(10 GeV?)]. The range of
variation of the input structure functions was estimatedctbgparing to the measured
values obtained in this analysis.

The above systematic uncertainties are evaluated by mékénghanges described above to
the Monte Carlo simulation and repeating the procedure atuate the: andb cross sections,
including the fits. The uncertainties are evaluated seplgrédr eachr—(Q? measurement.

Additional contributions to the systematic error due toiti@usive cross section are taken
from the corresponding—Q? bin in [33—35], since the measurements are normalised to the
inclusive cross section measurements (see equadjiorThe error due to the inclusive DIS
selection includes &1-1.5% uncertainty on the luminosity measurement; an uncertaintye
scattered electron polar angle(o?—3.0 mrad and energy of.2-2.0% depending on the energy
and angle; typically< 1% combined error due to trigger and scattered electron ifiestion
efficiency; and &.5-1.0% uncertainty on the cross section evaluation due to QED tigdia
corrections.

A detailed list of the systematic effect on each cross sectieasurement is given in tabl@és
and4. The errors ob resolution and track efficiency are considered uncorrélatgween the
HERA | and HERA Il datasets. All other errors are assur@ifs correlated.
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6 Results

6.1 Comparison and Combination of Data

The measurements 6f¢ and4% are shown as a function of for fixed values ofQ? in fig-
ures10 and11 respectively. Also shown in these figures are the HERA | datiaaeted using
measurements based on the displacement of tracks [10, hi].HERA | measurements for
@Q* < 60 GeV? are normalised to the H1 inclusive cross sections measuntsnfi®m [33]
and [34]. The5*® ands® data from HERA | and HERA Il show good agreement for all mea-
suredz and@? values. In figurel0 the 5°° data are also compared with those extracted from
D* meson measurements by H1 [13], which were obtained using@bgram [44] based on
DGLAP evolution to extrapolate the measurements outsideigible D* range. TheD* data
agree well with the measurements from the present analysis.

The HERA | and HERA Il datasets are combined for eael)? point where there are two
measurements. The combination is performed using the atdrstiatistical method using the
statistical errors and those systematic errors consideredrrelated between the two data sets:

Ocomb = W01 + W[OT11, (3)
il of

and w; = 5——,

of + 0f; e+

whereo .1, IS the combined measurement andandoy; are the HERA | and HERA Il mea-
surements respectively, with their respective error§ @indé;;. The statistical error and each
source; of uncorrelated error between the two data sets is combisied u

(Oeomn)” = (wr67)* + (wrs6f;). %)

(4)

with wr =

For those systematics considered correlated between thddtsets the systematic error
as evaluated from HERA 1l is taken. All data that is subsetjyesmown is from the combined
dataset. Table8 and4 list the combined results farandb. The results listed in these tables
supersede the HERA | measurements published in [10] and [M1§ combined:® data are
also shown with the HERA | and HERA Il measurements in figlite

6.2 Comparison with QCD

The leading contribution to heavy flavour production in tegionQ?<A/? is given by the mas-
sive boson-gluon fusion matrix element [16,45] convolwigtth the gluon density of the proton.

In the region wher€)? is much larger thai/? the massive approach may be a poor approxima-
tion due to the large logarithnisg Q* /M2 which are not resummed [1]. Here, the heavy quarks
can be treated as massless partons with the leading ordetbadion coming from the quark
parton model and the heavy quark parton densities. In QCIofiggobal hard-scattering data
the parton density functions are usually extracted usiagymeral mass variable flavour num-
ber scheme (GM VFNS) [1-8] for heavy quarks which interpggdtom the massive approach
at low scales to the massless approach at high scales.
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The data are compared with recent QCD predictions basedeo@MhVFNS from MSTW
[5,46] (at NLO and NNLO), CTEQ [3] (at NLO) and from H1 [34] (&LO). The MSTW
predictions use the MSTWO08 PDFs which hang = 1.4 GeV andm,;, = 4.75 GeV, and the
renormalization and factorization scales are sgt,te= 11, = (). The CTEQ predictions use
the CTEQ6.6 PDFs whene, = 1.3 GeV, m, = 4.5 GeV andp, = py = /Q? + M?. The
predictions from H1 use the H1PDF 2009 PDFs and the same flasoyr treatment, including
the quark masses and perturbative scales, as for the MSTWO&kedictions [5,46]. The data
are also compared with predictions based on CCFM [47] patotution and massive heavy
flavour production. The CCFM predictions use the AO PDF s8f {ith m. = 1.4 GeV,
my, = 4.75 GeV andp, = py = /$ + Q%, wheres is the square of the partonic centre of mass
energy and) is the transverse momentum of the heavy quark pair.

Thes<¢ data as a function of for fixed values of)? are compared in figurg2 with the QCD
predictions from CCFM, CTEQ and MSTW at NNLO, and in figuréwith the predictions
from H1 and MSTW at NLO. In figurd2the GM VFNS predictions from CTEQ and MSTW
at NNLO are observed to be similar with the size of the largkfs¢rences between the two
being at the level of the total experimental errors on tha.délhe CTEQ and MSTW predictions
provide a reasonable description of the rise of the datadétiieasing: across the whole of the
measured kinematic range thus supporting the validity df$&xtracted using the GM VFNS.
The predictions based on CCFM evolution tend to undersh@otiata at the lowest values of
(? andz but also provide a reasonable description for the rest ofitbasured phase space. In
figure 13the GM VFNS predictions from H1 and MSTW at NLO, which implemhéhe same
heavy flavour treatment [5, 46], are similar and also prodadeasonable description of the
data. The H1 predictions are shown with uncertainty banpiesenting the experimental and
theoretical uncertainties. The inner error band describesxperimental fit uncertainty, the
middle error band represents the experimental and modeftamaties added in quadrature and
the outer error band represents the fit parameterisatiogrtaicty added in quadrature with all
the other uncertainties. The largest contribution to theeuainty comes from the model which
is dominated by the variation of the charm quark mass. Tla twicertainties on the H1IPDF
2009 charm cross section predictions are generally sniab@rthose on the data.

The & data as a function of for fixed values ofQ? are compared with the QCD predic-
tions in figuresl4 and15. In figure 14 the CTEQ and CCFM predictions are seen to be very
similar across the whole range of the measurements. The MSNAO predictions are around
35% higher than CTEQ and CCFM at low values @t, with the difference decreasing with
increasing values af)?. The differences between the theory predictions forithess section
at low(Q? are much reduced compared with the theoretical status &inteef the HERA | pub-
lication where there was a factdrifference at)? = 12 GeV? [11]. In figure 15the MSTW
and H1 NLO QCD predictions fo#** are observed, as for the casessf, to be very similar.
The uncertainty on the H1 predictions is again dominatechkymodel uncertainty due to the
variation of the quark mass. At lower values@f the uncertainties on the H1 PDF predictions
are larger than those on the data. Theross section data, including the points in the newly
measured regions, are well described by all the present Q€digbions.

The structure functiori’s“ is evaluated from the reduced cross section
_ _ ’y2 _
a’_CC — FCC . F’CC7 6
2 1+ (1 _ y)g L ( )
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where the longitudinal structure functid@i® is estimated from the same NLO QCD expectation
as used for the bin centre correction. The correction du€tas negligible for most bins but
contributes up t®.7% of the cross section at the highest valug.oThe structure functiod?’

is evaluated in the same manner.

The measurements 6&° and F?* are presented in tabRand shown as a function ¢j? in
figure 16 and figurel7 respectively. The data are compared with the GM VFNS QCDipred
tions from CTEQ [3] at NLO and from MSTW at NLO [46] and NNLO P&]. The description
of the charm data by the MSTW QCD calculations is reasonabth,the NNLO being some-
what better than NLO. The CTEQ NLO prediction also gives aoeable description of the
data.

The measurements are presented in fig@ the form of the fractional contribution to the
total ep cross section

_ d%e¢ | d%c
e — . 7
1" = i @wao? (7)

The b fraction fbf_’ is defined in the same manner. In the present kinematic rdrggealue
of fis around17% on average and increases slightly with increasifigand decreasing.
The value off® increases rapidly witl)? from about.2% at Q? = 5 GeV? to aroundl % for
(Q?260 GeV2. The NNLO QCD predictions of MSTW shown in figut® are found to describe
the data well.

7 Conclusion

The differential charm and beauty cross sections in dedpstie scattering are measured for
a wide range of)? and Bjorkenz using the HERA Il data. The analysis was performed using
several variables including the significance (the impacapeter divided by its error) and the
position of the secondary vertex as reconstructed from énex detector. For selected track
multiplicities of 1 or 2 the highest and second highest significance distributioesised to
evaluate the charm and beauty content of the data. For edlzecck multiplicities> 3 several
variables are combined using an artificial neural network.

The cross sections agree with previous measurements usinglar technique, but have
reduced errors and cover an extendgdrange. HERA | and HERA |l data are combined
resulting in more precise cross section and structure iiomeheasurements. The charm and
beauty fractional contributions to the total cross section are also measured. In this kinematic
range the charm cross section contributes on averageand the beauty fraction increases
from about0.2% at Q? = 5 GeV? to 1.0% for Q?260 GeV?2. The measurements are described
by predictions using perturbative QCD in the general masabig flavour number scheme at
NLO and NNLO.
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bin Q? @ y Pl Pe Pb x%/n.d.f. Ciec Cip Cue
1 5.0 | 0.00020 | 0.246 | 1.2740.02 | 1.39 £0.13 | 1.72 4 0.58 19.9/24 —0.99 | 0.56 | —0.61
2 8.5 | 0.00050 | 0.167 | 1.15+0.01 | 1.27+0.08 | 0.58 + 0.56 26.4/24 —0.99 | 0.57 | —0.64
3 8.5 | 0.00032 | 0.262 | 1.1540.01 | 1.07 £0.07 | 0.86 4 0.22 35.9/39 —0.99 | 0.52 | —0.57
4 12.0 | 0.00130 | 0.091 | 1.114+0.01 | 1.1340.08 | 0.94 4+ 0.92 25.6/24 —0.98 | 0.62 | —0.73
5 12.0 | 0.00080 | 0.148 | 1.14£0.01 | 0.99 +£0.06 | 1.29 +0.41 67.3/40 —0.98 | 0.59 | —0.67
6 12.0 | 0.00050 | 0.236 | 1.09+0.01 | 1.1740.06 | 0.48 +0.24 34.9/38 —0.99 | 0.52 | —0.59
7 12.0 | 0.00032 | 0.369 | 1.15+£0.02 | 1.11 +0.07 | 0.88 £ 0.21 64.3/39 —0.99 | 0.55 | —0.60
8 20.0 | 0.00200 | 0.098 | 1.1240.01 | 1.10 £0.06 | 1.77 4+ 0.72 23.3/26 —0.97 | 0.62 | —0.77
9 20.0 | 0.00130 | 0.151 | 1.1440.01 | 1.10 £0.05 | 0.97 & 0.30 52.3/39 —0.98 | 0.57 | —0.67
10 20.0 | 0.00080 | 0.246 | 1.1540.01 | 1.14 £0.05 | 0.60 & 0.21 36.5/38 —0.98 | 0.52 | —0.61
11 20.0 | 0.00050 | 0.394 | 1.2540.02 | 0.98 +0.06 | 1.00 4 0.15 33.2/40 —0.99 | 0.56 | —0.61
12 35.0 | 0.00320 | 0.108 | 1.1240.02 | 1.09 £0.07 | 0.93 4 0.72 27.2/26 —0.96 | 0.62 | —0.78
13 35.0 | 0.00200 | 0.172 | 1.1840.02 | 0.97 £0.06 | 1.52 4 0.35 43.5/39 —0.97 | 0.58 | —0.70
14 35.0 0.00130 0.265 1.19 £+ 0.02 1.08 £+ 0.06 0.67 + 0.22 58.2/39 —0.98 0.54 —0.63
15 35.0 | 0.00080 | 0.431 | 1.2540.02 | 1.04 £0.06 | 1.0240.17 46.5/39 —0.99 | 0.57 | —0.64
16 60.0 | 0.00500 | 0.118 | 1.1540.02 | 0.99 £0.06 | 2.17 4 0.49 50.6/40 —0.95 | 0.59 | —0.76
17 60.0 0.00320 0.185 1.16 £ 0.02 1.10 £+ 0.06 0.66 + 0.25 61.6/37 —0.96 0.52 —0.66
18 60.0 | 0.00200 | 0.295 | 1.1540.02 | 1.00 £0.06 | 0.90 =+ 0.20 38.6/39 —0.97 | 0.52 | —0.64
19 60.0 0.00130 0.454 1.32 £+ 0.02 0.80 + 0.07 1.06 +0.18 76.8/38 —0.98 0.57 —0.66
20 120.0 | 0.00200 | 0.591 | 1.1340.02 | 0.91 +0.09 | 1.37 4 0.46 32.4/23 —0.95 | 0.61 | —0.77
21 120.0 0.00500 0.236 1.20 £ 0.02 0.88 + 0.06 1.27 +0.20 37.0/38 —0.96 0.55 —0.69
22 120.0 | 0.01300 | 0.091 | 1.25+0.03 | 0.9240.08 | 0.94 +0.17 42.5/37 —0.97 | 0.54 | —0.65
23 200.0 | 0.01300 | 0.151 | 1.14+0.02 | 1.03 +0.08 | 0.65 + 0.21 40.7/36 —0.95 | 0.53 | —0.67
24 200.0 0.00500 0.394 1.19 £+ 0.03 0.83 + 0.08 0.75 + 0.16 41.1/36 —0.97 0.53 —0.65
25 300.0 | 0.02000 | 0.148 | 1.08+0.03 | 0.8340.12 | 1.16 + 0.27 32.7/33 —0.95 | 0.52 | —0.67
26 300.0 0.00800 0.369 1.12 £+ 0.03 0.99 + 0.09 0.54 +0.17 35.8/34 —0.96 0.51 —0.64
27 650.0 0.03200 0.200 1.08 £+ 0.03 0.72 +0.15 0.75 + 0.29 28.2/32 —0.96 0.52 —0.65
28 650.0 | 0.01300 | 0.492 | 1.09+0.03 | 0.8540.10 | 0.82+0.16 37.0/35 —0.96 | 0.54 | —0.66
29 2000.0 0.05000 0.394 1.07 £ 0.04 0.73 + 0.20 0.67 + 0.37 25.5/25 —0.96 0.55 —0.67

Table 1: The fit parameteys, p.

andp,, along with their errors, thg? per degree of freedom
and the correlation coefficients of the fit parameters fohesg in ? andz. The parameters
are shown for the fine binning scheme used to evaluate ¢hess section.

bin Q32 @ Yy Pl pe Pb x?/n.d.f. Cle Cw Che
1 5.0 0.00020 0.246 1.27 +0.02 1.39 +£0.13 1.72 + 0.58 19.9/24 —0.99 0.56 —0.61
2 12.0 0.00032 0.369 1.17 +0.01 1.08 + 0.06 1.06 + 0.17 49.4/40 —0.99 0.55 —0.60
3 12.0 0.00080 0.148 1.12 +£0.01 1.12 £ 0.03 0.75 = 0.15 61.0/46 —0.99 0.54 —0.61
4 25.0 0.00050 0.492 1.29 4+ 0.02 0.95 + 0.05 1.15 +0.13 56.3/42 —0.99 0.57 —0.63
5 25.0 0.00130 0.189 1.15 £+ 0.01 1.08 £+ 0.02 0.93 +0.13 67.3/45 —0.98 0.55 —0.65
6 60.0 0.00130 0.454 1.20 4+ 0.01 0.91 + 0.03 1.00 + 0.10 61.1/43 —0.97 0.54 —0.65
7 60.0 0.00500 0.118 1.13 £ 0.01 1.01 £ 0.04 1.16 +0.20 51.3/44 —0.96 0.55 —0.71
8 200.0 0.00500 0.394 1.14 £+ 0.02 0.83 + 0.04 0.88 +0.09 35.6/40 —0.97 0.55 —0.67
9 200.0 0.01300 0.151 1.19 4+ 0.02 1.06 £+ 0.07 1.01 +0.24 35.3/39 —0.95 0.53 —0.68
10 650.0 0.01300 0.492 1.07 £ 0.03 0.91 + 0.09 0.50 +0.13 42.9/36 —0.97 0.55 —0.66
11 650.0 0.03200 0.200 1.08 4+ 0.02 0.74 + 0.09 1.12 +0.19 48.8/37 —0.96 0.52 —0.65
12 2000.0 0.05000 0.394 1.07 £ 0.04 0.73 £+ 0.20 0.67 +0.37 25.5/25 —0.96 0.55 —0.67

Table 2: The fit parameteys, p.

andp,, along with their errors, thg? per degree of freedom
and the correlation coefficients of the fit parameters foheso in Q? andz. The parameters

are shown for the coarse binning scheme used to evaluakectbss section.
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bin Q? x y 599 FJ4 Sstat | Osys | Otot | Ounc Sres | Settcic | OettcST | OfragC | OfragB Suds 3¢ | Ohade | Ogp | Oy

(GeV?) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) %) | (%) | (%)
c1 5.0 0.00020 | 0.246 0.148 0.149 9.8 | 14.6 | 17.6 3.3 1.9 ~1.9 —2.8 —35 0.3 —7.7 1.6 ~1.2 | 3.1 1.0
c2 85 0.00050 | 0.167 0.176 0.176 6.5 | 13.3 | 14.8 2.0 1.9 —1.3 —2.0 —2.8 0.0 | —10.0 1.8 —1.2 | 0.4 1.0
c3 8.5 0.00032 | 0.262 0.186 0.187 6.4 | 14.1 | 15.5 3.8 1.1 —1.0 —1.5 —5.8 0.0 —7.2 2.1 —0.2 | 3.6 1.0
c4 12.0 0.00130 | 0.091 0.150 0.150 7.3 | 17.2 | 18.7 1.2 1.5 —0.6 —0.9 —2.5 0.1 | —15.7 1.7 1.7 | 0.0 1.0
c5 12.0 0.00080 | 0.148 0.177 0.177 52 | 15.0 | 15.9 1.3 1.0 —0.8 —1.3 —2.5 0.0 | —13.5 1.2 —0.7 | 0.2 1.1
c6 12.0 0.00050 | 0.236 0.240 0.242 4.9 | 101 | 11.2 1.3 2.0 —1.0 —1.4 —3.0 0.0 —5.6 1.7 —1.7 | 0.6 1.0
c7 12.0 0.00032 | 0.369 0.273 0.277 5.6 | 12.6 | 13.8 1.4 2.1 —0.8 —1.3 —5.6 0.1 —5.8 1.6 —0.3 | 3.1 1.1
c8 20.0 0.00200 | 0.098 0.187 0.188 4.0 | 12,0 | 127 1.6 1.4 —0.4 —0.8 —2.2 0.2 —9.9 1.2 2.2 | 0.0 1.1
c9 20.0 0.00130 | 0.151 0.219 0.219 4.6 | 11.0 | 11.9 1.2 1.2 —0.9 —1.4 —2.2 0.0 —8.7 1.6 0.7 | 0.2 1.1
c10 20.0 0.00080 | 0.246 0.274 0.276 4.5 9.2 | 10.2 1.2 1.5 —1.0 —1.4 —2.6 0.0 —5.8 1.4 —0.8 | 05 1.0
c11 20.0 0.00050 | 0.394 0.281 0.287 4.9 | 12,9 | 13.8 1.5 1.6 —0.5 —0.7 —5.9 0.2 —6.7 1.7 —1.3 | 3.2 1.1
c12 35.0 0.00320 | 0.108 0.200 0.200 6.9 | 10.7 | 12.7 1.9 2.4 —0.6 —0.8 —1.8 0.3 —8.8 1.2 3.0 | 0.1 1.1
c13 35.0 0.00200 | 0.172 0.220 0.220 6.1 | 10.1 | 11.8 1.5 1.9 —0.7 —1.0 —1.9 0.0 —7.9 2.5 —0.3 | 0.2 1.0
c14 35.0 0.00130 | 0.265 0.295 0.297 5.4 8.1 9.7 1.2 2.2 —0.7 —1.0 —2.0 0.0 —5.4 1.4 —0.4 | 0.3 1.0
c15 35.0 0.00080 | 0.431 0.349 0.360 6.1 | 11.1 | 12.7 1.3 0.6 —0.5 —0.8 —4.6 0.1 —6.4 2.0 —1.0 | 1.8 1.1
c16 60.0 0.00500 | 0.118 0.198 0.199 5.1 9.5 | 10.8 1.8 1.9 —0.5 —0.8 —1.7 0.7 —6.8 2.3 1.2 | 0.1 1.1
c17 60.0 0.00320 | 0.185 0.263 0.264 5.5 6.3 8.4 1.1 1.5 —0.7 —1.1 —1.5 0.0 —3.3 2.6 1.3 | 0.0 1.0
c18 60.0 0.00200 | 0.295 0.335 0.339 4.3 7.7 8.8 1.1 1.8 —0.5 —0.8 —1.5 0.1 —5.8 1.7 —0.3 | 0.1 1.0
c19 60.0 0.00130 | 0.454 0.296 0.307 8.3 | 12.6 | 15.1 1.2 1.6 —0.1 —0.2 —3.7 0.2 —9.6 1.5 —-1.3 | 1.0 1.0
c20 120.0 0.00200 | 0.591 0.294 0.314 9.7 | 19.3 | 21.6 | 16.7 2.6 —0.7 —1.0 —2.2 0.9 —7.7 3.2 1.2 | 0.0 2.9
c21 120.0 0.00500 | 0.236 0.218 0.220 6.8 8.8 | 11.1 1.6 2.5 —0.3 —0.5 —1.2 0.1 —6.6 3.1 0.7 | 0.0 1.1
c22 120.0 0.01300 | 0.091 0.160 0.160 8.6 | 19.5 | 21.3 | 17.3 3.3 —0.3 —0.4 —2.7 0.2 —5.1 1.9 0.0 | 0.9 1.2
c23 200.0 0.01300 | 0.151 0.160 0.160 7.1 9.5 | 11.9 2.8 2.1 —1.0 —1.5 —1.8 0.2 —6.5 3.1 1.7 | 0.0 2.7
c24 200.0 0.00500 | 0.394 0.238 0.244 8.8 | 10.2 | 13.4 3.2 3.3 —0.1 —0.2 —2.0 0.0 —6.2 3.7 0.3 | 0.5 2.9
c25 300.0 0.02000 | 0.148 0.117 0.117 14.1 | 12.0 | 18.5 3.3 2.6 —0.4 —0.6 —1.3 0.4 —9.3 3.8 1.9 | 0.0 2.9
c26 300.0 0.00800 | 0.369 0.275 0.280 9.5 8.3 | 12.6 3.1 3.6 —0.2 —0.3 —1.1 0.0 —3.4 4.8 —0.1 | 0.5 2.9
c27 650.0 0.03200 | 0.200 0.084 0.085 16.7 | 26.0 | 30.9 3.8 5.2 —2.2 —3.3 —3.4 0.2 | —20.8 10.7 4.5 | 0.0 3.4
c28 650.0 0.01300 | 0.492 0.201 0.208 10.8 | 12.0 | 16.2 3.5 3.1 —0.1 —0.2 —1.0 0.2 —6.9 6.9 —0.2 | 0.4 3.3
c29 | 2000.0 0.05000 | 0.394 0.066 0.067 28.3 | 22.7 | 36.3 5.8 4.0 —1.7 —2.6 —1.2 0.1 | —14.1 15.6 0.0 | 0.2 4.3
b1 5.0 0.00020 | 0.246 | 0.00244 | 0.00244 33.8 | 31.3 | 46.1 81 | —2.4 —2.8 ~5.6 —3.7 ~6.6 6.0 | —3.7 3.1 | 3.1 1.0
b2 12.0 0.00032 | 0.369 | 0.00487 | 0.00490 16.0 | 27.4 | 31.8 8.4 | —3.4 —4.1 —8.2 —1.1 —4.5 5.1 2.2 —0.8 | 4.1 1.1
b3 12.0 0.00080 | 0.148 | 0.00247 | 0.00248 16.7 | 40.2 | 43.5 9.6 | —8.1 —7.4 —14.8 —1.6 —5.3 17.8 2.2 6.6 | 0.6 1.1
b4 25.0 0.00050 | 0.492 | 0.01248 | 0.01267 10.1 | 24.8 | 26.8 5.0 | —4.1 —3.8 —7.4 0.3 —6.5 3.5 0.7 0.3 | 3.1 1.3
b5 25.0 0.00130 | 0.189 | 0.00586 | 0.00587 12.1 | 31.9 | 34.1 7.8 | —8.7 —5.6 —11.2 —0.8 —4.9 10.5 0.9 3.5 | 0.2 1.0
b6 60.0 0.00130 | 0.454 | 0.02013 | 0.02056 9.5 | 25.1 | 26.8 | 109 | —4.8 —4.0 —8.0 0.0 —4.2 4.2 1.3 0.7 | 0.8 1.0
b7 60.0 0.00500 | 0.118 | 0.00964 | 0.00965 14.6 | 29.1 | 32.6 43 | —7.0 —5.2 —10.4 —0.5 —7.9 2.3 | —2.8 8.6 | 0.0 1.1
b8 200.0 0.00500 | 0.394 | 0.02434 | 0.02492 9.4 | 20.2 | 22.3 146 | —4.6 —4.2 —8.5 0.2 —2.7 1.1 1.0 0.5 | 1.9 2.9
b9 200.0 0.01300 | 0.151 | 0.01139 | 0.01142 19.5 | 28.4 | 34.4 4.6 | —4.4 —4.5 —8.9 02 | —10.3 5.7 0.0 10.4 | 0.0 2.7
b10 650.0 0.01300 | 0.492 | 0.01373 | 0.01437 23.5 | 23.6 | 33.3 9.6 | —4.7 —5.0 —~10.0 —1.1 —2.2 5.8 4.5 1.5 | 0.8 3.3
b11 650.0 0.03200 | 0.200 | 0.01018 | 0.01024 16.0 | 25.5 | 30.1 | 10.8 | —3.3 —3.3 —6.5 —0.2 —9.0 3.6 2.1 3.1 | 0.0 3.4
b12 | 2000.0 0.05000 | 0.394 | 0.00561 | 0.00575 55.7 | 22.8 | 60.2 | 10.8 | —2.0 —4.4 —8.7 1.7 —2.7 9.4 | —3.0 1.7 | 0.2 4.3

Table 3: The measured values and relative errors for theceetlDIS cross sectiors{?) and structure functiody? for charm ¢) and
beauty §) quarks for the combined datasets. The valueg#rare obtained from the measured cross sections using the NLD fipto
correct for the contributions frorﬁg‘f. The table shows the statistical erréy.(;), the systematic errob), the total error ¢;,;) and the
uncorrelated systematic errax,(.) on the cross section. The next ten columns show the effext-dfs shift for the correlated systematic
error contributions to the cross section from: track imgesemeter resolution, CJC track efficiency, CST track eificy,c fragmentation,

b fragmentation, light quark contribution, struck quark kng,,..x, hadronic energy scale, photoproduction background am®t8 event
selection. The-10 errors are taken as the negative of thier errors. The correlated systematic errors are continueabile4.
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bin 0m0d@2¢ | Smod@2p | Omodze | Smodzb | SmodPrc | SmodPrb | Smodne | Omodnb | Sppp+ S5F PO Sntuie D+ O\ tule DO SMultDg OMult B
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
cl -0.1 0.0 2.3 -0.4 -7.8 0.9 2.8 0.4 -0.6 0.2 -2.0 -14 -1.7 -0.7
c2 -0.7 0.0 1.4 -0.1 -5.1 0.3 3.6 -0.1 -0.6 0.1 -1.6 -1.6 -1.4 -0.5
c3 -0.5 0.0 -0.1 0.0 -8.3 0.8 0.6 0.4 -0.6 0.3 -1.8 -1.4 -1.4 -0.9
c4 -0.3 0.0 1.3 0.0 -3.5 -0.1 3.5 0.0 -0.6 0.0 -1.7 -1.3 -1.7 0.4
ch -0.2 0.0 0.8 0.0 -4.5 0.4 0.0 0.2 -0.6 0.2 -1.7 -1.3 -1.6 -1.0
c6 -0.2 0.0 0.4 0.0 -5.9 0.3 1.5 0.1 -0.5 0.2 -1.7 -14 -1.6 -0.3
c7 -0.2 0.0 -0.3 0.0 -7.8 1.0 0.3 0.4 -0.5 0.3 -1.7 -1.4 -1.7 -0.7
c8 -0.1 0.0 1.5 -0.1 -2.6 0.3 3.6 0.0 -0.3 -0.2 -1.2 -1.6 -1.7 -0.6
c9 -0.1 0.0 0.9 0.0 -3.7 0.3 3.1 0.1 -0.5 0.1 -1.6 -14 -1.7 -0.5
cl0 -0.1 0.0 0.3 0.0 -4.8 0.3 1.6 0.1 -0.5 0.2 -1.7 -1.4 -1.8 -0.5
cll -0.2 0.0 -0.8 -0.1 -7.2 1.3 0.6 0.6 -0.4 0.2 -1.5 -15 -1.5 -1.5
cl2 0.1 0.0 1.6 0.0 -1.6 0.4 0.0 -0.1 -0.1 -0.2 -1.0 -1.4 -1.8 -1.1
cl3 0.0 0.0 0.9 0.0 -2.3 0.6 2.9 0.2 -0.5 0.2 -1.2 -14 -1.4 -1.0
cl4d -0.1 0.0 0.3 0.0 -34 0.5 1.8 0.2 -0.5 0.2 -1.4 -15 -1.4 -0.6
clb -0.2 0.0 -1.0 0.0 -6.3 1.0 0.5 0.5 -0.5 0.3 -1.8 -1.3 -1.7 -1.1
cl6 0.0 -0.1 1.4 -0.3 -1.1 0.7 3.5 -0.4 -0.3 0.0 -1.1 -1.1 -1.8 -1.7
cl7 -0.1 0.0 0.6 0.0 -1.6 0.3 2.4 0.0 -0.4 0.1 -1.2 -1.4 -1.2 -0.6
cl8 -0.2 0.0 -0.4 -0.1 -2.4 0.6 1.0 0.1 -0.4 0.1 -1.4 -1.2 -1.5 -1.1
cl9 -0.6 0.0 -1.8 0.0 -5.3 1.3 0.0 0.5 -0.3 0.2 -1.5 -1.3 -1.6 -1.8
c20 0.3 0.1 1.5 -0.2 -0.1 0.5 0.0 -0.6 -0.2 -0.2 -1.1 -0.9 -1.3 -2.2
c21 0.3 0.0 -0.2 -0.3 -0.9 0.7 0.9 -0.2 -0.3 0.1 -1.2 -1.0 -1.2 -2.4
c22 -0.9 0.1 -1.9 0.2 -4.3 0.8 0.2 0.4 -0.4 0.3 -1.4 -1.2 -1.1 -1.6
c23 -0.4 0.0 1.6 -0.2 -0.7 0.2 0.0 -0.1 -0.4 0.0 -1.3 -1.1 -1.3 -1.1
c24 -0.1 0.1 -0.8 0.1 -2.3 0.7 0.3 0.3 -0.3 0.1 -1.2 -1.2 -1.5 -2.2
c25 -0.1 0.1 0.9 -0.2 -0.4 0.6 0.0 -0.4 -0.5 0.1 -1.5 -1.0 -2.0 -3.2
c26 0.0 0.0 -0.5 0.1 -14 0.3 0.8 0.1 -0.3 0.3 -1.1 -0.8 -1.6 -1.6
27 0.1 0.1 1.7 -0.2 0.1 0.2 35 -0.1 -0.6 0.0 -1.3 -1.4 -2.3 -2.5
c28 0.1 0.3 -0.7 0.3 -2.0 0.4 -0.1 0.1 -0.3 0.2 -0.7 -0.6 -1.1 -2.9
c29 0.6 0.6 0.3 0.1 -0.9 0.5 0.0 0.2 -0.5 0.3 -1.6 -1.0 0.9 -2.1
bl 0.0 -0.4 0.6 14.0 -7.2 -17.8 -2.2 9.0 -2.2 0.6 -3.0 -0.8 -1.8 9.2
b2 -0.2 -1.1 -0.4 -1.3 -7.3 -17.3 -3.8 -1.0 -1.2 0.9 -3.4 -0.3 -1.1 114
b3 -0.3 -2.6 0.8 4.7 -13.7 -14.5 0.0 8.2 -3.9 2.6 -10.5 -1.3 -3.0 12.9
b4 -0.2 -0.6 0.0 -6.0 -3.7 -15.7 -1.8 -4.3 -0.9 0.5 -2.2 -0.5 -0.5 10.7
b5 -0.6 -0.3 0.3 7.1 -8.1 -11.9 0.0 7.7 -3.4 2.0 -8.6 -1.2 -2.8 13.3
b6 -0.3 -1.1 -0.3 -7.9 -2.6 -11.0 -1.3 -3.7 -1.3 0.9 -3.3 -1.1 -1.5 12.1
b7 -0.4 -0.5 0.3 7.2 -3.0 -7.4 0.0 10.1 -2.9 1.3 -6.8 -14 -2.8 14.8
b8 -0.4 -1.8 -0.6 -2.1 -1.3 -8.7 0.0 0.8 -0.9 0.3 -2.5 -1.0 -1.2 12.6
b9 -0.3 -2.4 0.4 4.7 -14 -5.1 0.0 10.3 -2.0 0.5 -4.5 -1.3 -1.0 15.1
b10 -0.8 -1.5 -1.0 -2.7 -1.0 -5.4 -1.9 0.3 -1.1 0.3 -4.0 -2.2 -2.8 13.0
b1l -0.2 -0.6 0.1 7.9 -0.3 -1.8 0.0 10.6 -0.6 -0.5 -1.3 -0.9 -0.1 13.0
b12 -0.9 -0.2 0.2 0.8 0.5 -2.2 2.4 2.3 -0.5 -0.2 -1.8 -1.2 -6.0 11.8

Table 4: The correlated errors continued from takleThe first eight errors representfalo shift for the correlated systematic error
contributions from: reweighting th@? distribution, reweighting the distribution, reweighting the jet transverse momentuntritistion
P}et, and reweighting the jet pseudorapidify® distribution forc andb events. The remaining six columns show the contributioomfrc
hadron branching fractions and multiplicities, and lggiark multiplicity. Only those uncertainties where theram effect of> 1% for any
r—(Q)? point are listed; the remaining uncertainties are includetie uncorrelated error.
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Figure 1: Diagrams of a track in the-y plane. If the anglev is less thard0°, § is defined as
positive otherwise is defined as negative.
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Figure 2: The distribution of the signed impact parametef a track to the primary vertex in
the x—y plane. Included in the figure is the expectation from the Mddarlo simulation for
light, c andb quarks. The contributions from the various quark flavourths Monte Carlo
are shown after applying the scale factprsp. and p, obtained from the fit to the complete
data sample (see sectidr¥)). The arrows indicate the range over which tracks are ssldor
analysis.
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Figure 3: The significanc&/o(9) distribution (a) of the highest absolute significance trgR
and (b) of the track with the second highest absolute sigmie ;). Included in the figure
is the expectation from the Monte Carlo simulation for lighandb quarks. The contributions
from the various quark flavours in the Monte Carlo are showerapplying the scale factors
o1, pe @andp, obtained from the fit to the complete data sample.
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Figure 4: Inputs to the NN for events with at least 3 CST tra¢Kg, |S:|, |:S3| andSy. Included
in the figure is the expectation from the Monte Carlo simolafior light, c andb quarks. The
contributions from the various quark flavours in the Montel@are shown after applying the
scale factorg,, p. andp, obtained from the fit to the complete data sample.
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Figure 5: Inputs to the NN for events with at least 3 CST track&** of the highest and
second highest transverse momentum traék, . and N2V, . Included in the figure is the
expectation from the Monte Carlo simulation for lightandb quarks. The contributions from
the various quark flavours in the Monte Carlo are shown aftptyéng the scale factorg;, p.
andp, obtained from the fit to the complete data sample.
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Figure 6: The subtracted distributions {6k |, |52/, |S3| andS,.. Each plot shows the difference
between the distributions for those events with> 3 and the corresponding distribution with
S, < —3. Included in the figure is the expectation from the Monte €anmulation for lightc
andb quarks. The contributions from the various quark flavourth@éMonte Carlo are shown
after applying the scale factops, p. andp, obtained from the fit to the complete data sample.
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Figure 7: The subtracted distributions fBf** of the highest and second highest transverse
momentum track)N;,.... and N5, . Each plot shows the difference between the distributions
for those events witlb; > 3 and the corresponding distribution wiffy < —3. Included in

the figure is the expectation from the Monte Carlo simulafmmlight, ¢ andb quarks. The
contributions from the various quark flavours in the Montel@are shown after applying the
scale factorg,, p. andp, obtained from the fit to the complete data sample.
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H1 CHARM CROSS SECTION IN DIS
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Figure 10: The measured reduced cross secibishown as a function of for different Q?
values. The inner error bars show the statistical errogther error bars represent the statistical
and systematic errors added in quadrature. The HERA Il mmeasnts are compared with
those from HERA |. The measurements obtained fldinmesons by H1 [13] using HERA |
data are also shown. Thevalues of the HERA | data are shifted for visual clarity.
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H1 BEAUTY CROSS SECTION IN DIS
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Figure 11: The measured reduced cross secttdrshown as a function of for different Q?
values. The inner error bars show the statistical errogther error bars represent the statistical
and systematic errors added in quadrature. The HERA Il nmeasants are compared with
those from HERA I. The combined H1 data are also shown. dfialues of the HERA | and
HERA Il data are shifted for visual clarity.
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H1 CHARM CROSS SECTION IN DIS

[&] AL L DL L I L DL L I B L AL DL B
o [ T T _
1o Q=5GeV? T Q*=85GeV’ T Q=12GeV? -
0.4F T T .
0 - —+ -+ -
T - Q’=60GeV’
0.4F T T .
ool | T T -
O - —+ -+ -
T Q°=200GeV® T Q%=300GeV’ |
0.4F + T -
0.2 \ T T -
I 1 _IIIIIII 1 IIIIIIII 1 IIIIIIII 1 IIIIIIII |
0 - + . -4 -2
Q=650 GeV? | Q%= 2000 Gev? | 10 0
0.4F + -
I e HlData
I CTEQ6.6
0.2F — ] — MsTwos NNLO
I H 1 1 \\: ---- CCFM
0 Lol s Ll sl sl
10 10 10 10

X

X

Figure 12: The combined reduced cross seciitsrshown as a function of for different Q>
values. The inner error bars show the statistical errogther error bars represent the statistical
and systematic errors added in quadrature. The prediafd@€D calculations are also shown.
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H1 CHARM CROSS SECTION IN DIS
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Figure 13: The combined reduced cross sectitin(as in figurel2). The predictions of the
H1PDF 2009 and MSTWO08 NLO QCD fits are also shown. For the H1 @Cbe inner error
bands show the experimental uncertainty, the middle eandb include the theoretical model
uncertainties of the fit assumptions, and the outer errod lbapresents the total uncertainty
including the parameterisation uncertainty 34



H1 BEAUTY CROSS SECTION IN DIS
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Figure 14: The combined reduced cross secéihrshown as a function of for different 2
values. The inner error bars show the statistical errogtier error bars represent the statistical
and systematic errors added in quadrature. The prediafd@€D calculations are also shown.
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H1 BEAUTY CROSS SECTION IN DIS
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Figure 15: The combined reduced cross sectin(as in figurel4). The predictions of the
H1PDF 2009 and MSTWO08 NLO QCD fits are also shown. For the H1 @Cbe inner error
bands show the experimental uncertainty, the middle eandb include the theoretical model
uncertainties of the fit assumptions, and the outer errod bapresents the total uncertainty
including the parameterisation uncertainty.
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Figure 16: The combineds® shown as a function af)? for variousz values. The inner error
bars show the statistical error, the outer error bars reptebe statistical and systematic errors
added in quadrature. The predictions of QCD calculatioasaiso shown.
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Figure 17: The combined?® shown as a function af)? for variousz values. The inner error
bars show the statistical error, the outer error bars reptebe statistical and systematic errors
added in quadrature. The predictions of QCD calculatioesagso shown. Note that some
points have been interpolatedarfor visual clarity.
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H1 CHARM AND BEAUTY CROSS SECTION FRACTION
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Figure 18: The charm and beauty contributions to the towssectionf* and f**, shown as
a function of()? for differentz values. The inner error bars show the statistical errorpther
error bars represent the statistical and systematic eadifed in quadrature. A prediction of
NNLO QCD is also shown. The charm data point:at 0.005 and@? = 300 GeV? has been
interpolated fromz = 0.008. 39
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