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Abstract

A search for dark matter particles produced in association with a Higgs boson de-
caying to a bottom quark-antiquark pair in proton-proton collisions at

√
s = 13 TeV

is presented. The data, collected with the CMS detector at the LHC, correspond to

an integrated luminosity of 101 fb−1. The analysis is performed in exclusive cate-
gories targeting both Lorentz-boosted (merged) and resolved b jet pair topologies,
covering a wide range of Higgs boson transverse momentum. A statistical combina-
tion is made with a previous search using data collected in 2016 and corresponding

to an integrated luminosity of 35.9 fb−1. The observed data agree with the standard
model background predictions. Constraints are placed on models predicting new par-
ticles or interactions, such as those in the simplified frameworks of baryonic-Z′ and
2HDM+a, where the latter is a type-II two-Higgs-doublet model featuring a heavy
pseudoscalar with an additional light pseudoscalar. Upper limits at 95% confidence
level are set on the production cross section for these models. For the baryonic-Z′

model, Z′ boson masses below 2.25 TeV are excluded for a dark matter particle candi-
date mass of 1 GeV. In the 2HDM+a model, heavy pseudoscalar masses between 850
and 1300 GeV are excluded for a light pseudoscalar mass of 350 GeV.
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1 Introduction

Strong astrophysical evidence supports the existence of dark matter (DM), providing com-
pelling motivation for physics beyond the standard model (SM). Cosmological observations
indicate that DM constitutes approximately 85% of the matter content in the universe [1]. Since
the existing evidence is based only on its gravitational interaction, whether DM interacts with
the SM particles remains an open question. Many beyond the SM theories suggest a particle
nature of DM [2], proposing several particle candidates that are compatible with the observed
relic density of DM in the universe [3]. The hypothesis that DM consists of stable or long-
lived, weakly interacting massive particles [4, 5] drives many of the experimental searches at
the CERN LHC.

A DM particle, if produced in high-energy proton-proton (pp) collisions at the LHC, can exit
the detector undetected, becoming a source of large missing transverse momentum (pmiss

T ). The
presence of such a weakly interacting particle can be inferred if it is produced in association
with a visible SM particle X (quark, gluon, photon, or heavy boson). Such an interaction may
result in a “mono-X” signature with an SM particle or jet recoiling against pmiss

T . The SM particle
X could be emitted directly from a parton as initial-state radiation or from a DM particle via a
new coupling to SM particles.

The discovery of the SM Higgs (h) boson [6–8] allows the additional possibility of probing DM
in the mono-Higgs channel [9, 10], complementing other mono-X searches. The production of a
Higgs boson from initial-state radiation is highly suppressed because of the mass dependence
of its coupling strength to fermions and its loop-suppressed coupling to gluons [9–11]. The as-
sociated production of DM with a Higgs boson could therefore directly probe the structure of
the effective DM-SM coupling [9]. In addition, there exist models where the coupling between
the new physics sector and the Higgs boson is enhanced [12, 13] or where the DM particles in-
teract with the SM particles exclusively through the Higgs sector [14]. Owing to these features,
the mono-Higgs channel offers a promising signature for the search for DM.

This analysis considers two simplified benchmark models for DM+Higgs boson production [15,
16]. Figure 1 shows representative Feynman diagrams corresponding to these models.
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Figure 1: Feynman diagrams for simplified benchmark models considered in this analysis: the
baryonic-Z′ model (left) and 2HDM+a model (right) [15, 16].

In the baryonic-Z′ model [9], the Z′ particle is a vector boson mediator corresponding to a new
baryon number symmetry, U(1)B. It radiates an h boson before decaying to a pair of Dirac
fermions, χχ , which serve as DM candidates. The strength of the coupling between the h
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and Z′ bosons is assumed to be directly proportional to the mediator mass mZ′ . The coupling

strengths of the Z′ boson are chosen following Refs. [15, 16], with the coupling between the
Z′ boson and DM particles, gχ = 1, and between the Z′ boson and quarks, gq = 0.25. The

shape of the pmiss
T distribution depends mainly on two parameters, mZ′ and the mass of the

DM candidate, mχ , which are free parameters in the model and are varied in this search. This
paper considers mZ′ between 100 and 3500 GeV, and mχ between 1 and 800 GeV.

The 2HDM+a model [17] is an extension of the type-II two-Higgs-doublet model (2HDM) [18],
introducing an additional light pseudoscalar boson, a. The model predicts six mass eigenstates:
the light scalar Higgs boson (h, mass mh), the heavy scalar Higgs boson (H, mass mH), the
light pseudoscalar (a, mass ma), the heavy pseudoscalar (A, mass mA), and two heavy charged

scalars (H±, mass mH± ). The states h and H are linear combinations of the CP-even weak
eigenstates with mixing angle α, while the a and A states are linear combinations of the CP-
odd weak eigenstates with mixing angle θ. The ratio of the vacuum expectation values of the
two Higgs doublets is tan β. The a boson decays to a pair of Dirac fermions, χχ . The model also
includes three quartic couplings: λ3, λP1

, and λP2
. Constraints from perturbativity and unitarity

restrict their magnitude and sign, and benchmark values are chosen as λ3 = λP1
= λP2

= 3 [15–
17]. The parameter scans and fixed values are described in Section 7.2. An important advantage
of the 2HDM+a framework over simpler models is its rich phenomenology, which can yield
complementary exclusion limits from different experimental searches.

This paper presents a search for DM produced in association with a Higgs boson decaying to
a bottom quark-antiquark pair (bb). This bb decay mode has the largest branching fraction
and provides the highest signal yield among possible decay channels. A previous search in the
same final state by the CMS experiment [19] was based on data collected in 2016 at a center-of-

mass energy
√

s = 13 TeV with an integrated luminosity of 35.9 fb−1. A similar search has been
published by the ATLAS experiment at

√
s = 13 TeV corresponding to an integrated luminosity

of 139 fb−1 [20]. No significant excess of events over the SM prediction was observed in either
study.

The final state for this analysis, mono-h(bb), is characterized by the presence of high pmiss
T and

a Higgs boson decaying to a bb pair. The analysis is broadly categorized into merged and re-
solved categories, based on the transverse momentum of the reconstructed h boson candidate,
ph

T. Events with large ph
T are assigned to the merged category, while those with relatively low

to moderate ph
T are included in the resolved category.

Compared to Ref. [19], we have nearly tripled the amount of data analyzed and enhanced the
analysis sensitivity by means of improved identification of h → bb decays. While such decays
were previously selected using N-subjettiness [21], we now use criteria based on a deep neural
network (DNN), resulting in increased sensitivity to the merged signals. We have further ex-
tended the sensitivity by combining the new results with the 2016 results, yielding a total data

set of 138 fb−1, equivalent in size to that of Ref. [20].

This paper is organized as follows. Section 2 provides a brief introduction to the CMS detector.
Section 3 describes the data and simulation samples used. Section 4 discusses the event recon-
struction and various object definitions used in the search. The event selection, background
estimation, and signal extraction procedures are detailed in Section 5. Systematic uncertain-
ties, both experimental and theoretical, are discussed in Section 6. The results are presented in
Section 7, and a summary is given in Section 8. Tabulated results are provided in the HEPData
record for this analysis [22].
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2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid with internal diame-
ter of 6 m, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections.
Forward calorimeters extend the pseudorapidity (η) coverage provided by the barrel and end-
cap detectors. Muons are reconstructed in gas-ionization detectors embedded in the steel flux-
return yoke outside the solenoid. More detailed descriptions of the CMS detector, together
with a definition of the coordinate system used and the relevant kinematic variables, can be
found in Refs. [23, 24].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of 4 µs [25]. The second level,
known as the high-level trigger (HLT), consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage [26].

3 Data and simulated samples

The data analyzed in this search are from pp collisions at
√

s = 13 TeV collected by the CMS

experiment in 2017 and 2018, corresponding to an integrated luminosity of 101 fb−1. Signal
and background contributions are modeled using Monte Carlo (MC) simulations. All samples
use NNPDF3.1 parton distribution functions (PDFs) at next-to-next-to-leading order (NNLO)
accuracy [27, 28]. The parton shower, hadronization, and the underlying event simulation are
provided by PYTHIA [29] version 8.202 or later with the underlying event tune CP5 [30]. The
response of the CMS detector is simulated with the GEANT4 package [31]. Simulated events are
reconstructed with the same software as used for data events. All samples include the effects
of additional pp interactions within the same or nearby bunch crossings (pileup). Minimum
bias interactions simulated with PYTHIA are overlaid on the hard scattering interaction with a
multiplicity distribution matching that observed in the collider data.

For both the simplified DM models considered, baryonic-Z′ and 2HDM+a, the signal sam-
ples are generated at leading order (LO) using MADGRAPH5 aMC@NLO [32] version 2.6.5. The
dominant background arises from the production of Z(νν)+jets and tt pairs. The Z(νν)+jets
process is generated using MADGRAPH5 aMC@NLO at next-to-LO (NLO) precision in pertur-
bative quantum chromodynamics (pQCD). The lepton+jets decay of the tt pair constitutes the
leading background contribution compared to dileptonic or hadronic decays. All three tt de-
cay modes are simulated at NLO in pQCD using the POWHEGv2.0 generator [33–35]. The pT

spectra of top quarks in tt data have been observed to be significantly softer compared to MC
simulations at LO or NLO, attributed to missing higher-order calculations. To mitigate this
discrepancy, tt events in simulation are reweighted using a parametric function [36].

Subleading contributions arise from W+jets, single top quark, and diboson (WW, WZ, and
ZZ) processes. The W+jets background contributes to this analysis when the lepton is not
reconstructed or identified, or falls outside the detector acceptance. Events from W+jets and
Z(ℓℓ)+jets processes are simulated using the MADGRAPH5 aMC@NLO generator at LO, and
the cross section is scaled to NLO accuracy in pQCD and electroweak (EW) corrections. Event
generation for the production of a single top quark in the t channel [37] and in association with
a W boson [38] is performed at NLO with the POWHEG generator. Diboson background events
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are simulated at NLO in pQCD with the POWHEG or MADGRAPH5 aMC@NLO generator.

The SM backgrounds with genuine Higgs bosons are produced via different processes: gluon-
gluon fusion, vector boson fusion, in association with a vector boson, or in association with a
pair of top quarks. These SM Higgs boson samples are all generated with POWHEG at NLO
in pQCD. The background from SM events composed uniquely of jets produced through the
strong interaction, referred to as QCD multijet events, is also considered. These are generated
at LO using MADGRAPH5 aMC@NLO.

The merging schemes employed for the MADGRAPH5 aMC@NLO LO and NLO samples with
the parton shower model are MLM [39] and FxFx [40], respectively.

4 Event reconstruction

The CMS particle-flow (PF) algorithm [41] aims to reconstruct and identify each individual
particle in an event, with an optimized combination of information from the various elements
of the CMS detector. The energy of photons is obtained from the ECAL measurement. The
energy of electrons is determined from a combination of the electron momentum at the primary
interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster,
and the energy sum of all bremsstrahlung photons spatially compatible with originating from
the electron track. The energy of muons is obtained from the curvature of the corresponding
track. The energy of charged hadrons is determined from a combination of their momentum
measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for
the response function of the calorimeters to hadronic showers. Finally, the energy of neutral
hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

The primary vertex (PV) is taken to be the vertex corresponding to the hardest scattering in the
event, evaluated using tracking information alone, as described in Section 9.4.1 of Ref. [42].

The electron momentum is estimated by combining the energy measurement in the ECAL with
the momentum measurement in the tracker [43, 44]. The momentum resolution for electrons
with pT ≈ 45 GeV from Z → ee decays ranges from 1.6 to 5%. A multivariate approach is
used to identify prompt electrons arising from the decays of W or Z bosons. Two identification
criteria, corresponding to the expected electron identification efficiency of either 90% (loose
working point, WP) or 80% (tight WP), are used in this analysis. The loose WP is used for
rejecting events for the 0-lepton signal region (SR), as well as for rejecting events containing
extra electrons for the single or dimuon control regions (CRs). The tight WP is used to select
events in the single or dielectron control regions. The electron pT threshold required for the
loose (tight) selection is 10 (35) GeV.

Muons are measured in the pseudorapidity range |η| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. The single
muon trigger efficiency exceeds 90% over the full η range, and the efficiency to reconstruct and
identify muons is greater than 96%. Matching muons to tracks measured in the silicon tracker
results in a relative transverse momentum resolution, for muons with pT up to 100 GeV, of 1% in
the barrel and 3% in the endcaps. In the central region of the detector, the pT resolution is better
than 7% for muons with pT up to 1 TeV [45]. Two sets of selection conditions, corresponding to
96–98% (tight WP) and ∼99% (loose WP) efficiency for the identification of prompt muons, are
used in the analysis. The use of loose and tight WPs across different analysis regions is similar
to the approach used for electrons. The muon pT threshold for the loose (tight) selection is 15
(30) GeV.
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The contribution of misidentified electrons or muons is further reduced by requiring the lepton
candidate to satisfy isolation criteria that limit the total energy of tracks and calorimeter clusters
measured in conical regions around them.

Hadronic τ decays (τh) are reconstructed from jets using the hadrons-plus-strips algorithm [46],
which combines 1 or 3 tracks with energy deposits in the calorimeters to identify the tau de-
cay modes. To distinguish genuine τh decays from jets originating from the hadronization of
quarks or gluons, and from electrons or muons, a convolutional discriminator based on a DNN
called DEEPTAU [47] is used. Information from all individual reconstructed particles near the
τh axis is combined with properties of the τh candidate and the event. The rate of a jet to be
misidentified as τh by the DEEPTAU algorithm depends on the pT and quark flavor of the jet.
In simulated events from W boson production in association with jets it has been estimated to
be 0.43% for a genuine τh identification efficiency of 70%.

Jets are reconstructed from the PF particles using the infrared- and collinear-safe anti-kT algo-
rithm [48, 49] with distance parameters 0.4 (“AK4 jets”) and 0.8 (“AK8 jets”). The AK8 jet is
used to capture the boosted topology in the analysis. Jet momentum is determined as the vec-
torial sum of all particle momenta in the jet, and is found from simulation to be, on average,
within 5 to 10% of the momentum at particle level over the entire pT spectrum and detector
acceptance.

The pileup-per-particle identification algorithm [50, 51] is used to mitigate the effect of pileup
at the reconstructed particle level, making use of local shape information, event pileup prop-
erties, and tracking information. Charged particles identified to be originating from pileup
vertices are discarded. For each neutral particle, a local shape variable is computed using the
surrounding charged particles compatible with the PV within the tracker acceptance, and using
both charged and neutral particles in the region outside of the tracker coverage. The momenta
of the neutral particles are then rescaled according to their probability to originate from the
PV deduced from the local shape variable, superseding the need for jet-based pileup correc-
tions [50].

Jet energy corrections are derived from simulation studies so that the average measured energy
of jets becomes consistent with that of particle-level jets within uncertainties. In situ measure-
ments of the momentum balance in dijet, photon+jet, Z+jet, and multijet events are used to
determine any residual differences between the jet energy scale (JES) and jet energy resolu-
tion (JER) in data and in simulation, and appropriate corrections are made [52, 53]. The JER
amounts typically to 15–20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV [52]. Additional se-
lection criteria are applied to each jet to remove jets potentially stemming from instrumental
effects or reconstruction failures [50]. Jets overlapping with the selected electrons and muons

(i.e. those with ∆R < 0.4 for ∆R =
√
(∆η)2 + (∆φ)2 for AK4 jets, and ∆R < 0.8 for AK8 jets) are

removed. Only jets within the tracker volume, with |η| < 2.5, are considered in the analysis.

The missing transverse momentum vector ~p miss
T is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event, and its magnitude is denoted as
pmiss

T [54]. The ~p miss
T is modified to account for corrections to the JES and JER of the recon-

structed jets in the event. Anomalous high-pmiss
T events can arise from a variety of reconstruc-

tion failures, detector malfunctions or noncollision backgrounds. Such events are rejected by
event filters that are designed to identify more than 85–90% of the spurious high-pmiss

T events
with a false positive rate below 0.1% [54].

Large-radius AK8 jets are used to identify the Lorentz-boosted hadronically decaying Higgs
bosons. For these jets, a grooming algorithm is used, where the constituents of the AK8 jet are
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reclustered using the Cambridge–Aachen algorithm [55, 56]. The “modified mass drop tagger”
algorithm [57, 58], also known as the “soft-drop” (SD) algorithm [59], with angular exponent
β = 0, soft cutoff threshold zcut < 0.1, and characteristic radius R0 = 0.8, is applied to remove
soft, wide-angle radiation from the jet.

The AK4 b jet identification is performed using the DEEPJET algorithm [60, 61], a DNN-based
tagger that utilizes information from charged and neutral particles, as well as secondary ver-
tices within a jet, to determine the likelihood that the jet originates from a bottom quark. For
an AK4 jet to be tagged as a bottom jet, its DEEPJET b tagging discriminator score is required to
be larger than a specific threshold. The threshold values, corresponding to false positive rates
for jets initiated by light quarks or gluons of 10, 1, and 0.1%, are referred to as loose, medium,
and tight WPs, respectively. In the resolved category, to identify the b jets originating from the
Higgs boson decay, a medium WP is used, which has a signal efficiency of 80%. In the merged
category, to identify and veto AK4 b jets away from the Higgs boson candidate AK8 jet, a loose
WP for the DEEPJET tagger with signal efficiency of 90% is used. To match the efficiency of b
tagging in data, correction factors are applied to simulated events as a function of jet pT, η, and
the flavor of the initiating parton. The performance of the DEEPJET tagger and its calibration
results using 2016–2018 data are summarized in Ref. [62].

To identify AK8 jets originating from the h → bb decay, a dynamic graph convolutional neural
network based tagger, PARTICLENET [63] with its mass decorrelated version (PARTICLENET-
MD) is used. The algorithm is trained to identify two-prong hadronic decays of Lorentz-
boosted heavy particles, and the tagger performance is decorrelated from the mass of the parent
particle, which allows it to be used in various analyses with a wide range of resonance masses.
It uses jet constituents and secondary vertices associated with the jet, with the tagger score
specifying the likelihood that the jet originates from a heavy particle decaying to a b quark-
antiquark pair X → bb, as compared to light quarks or gluons. The loose WP threshold is
used, such that the discriminator score is chosen to achieve a signal efficiency of 80% and a
misidentification rate of 1% for light quark or gluon jets. Calibration is performed [64] using an
event sample in data enriched in jets originating from g → bb splittings, which have a similar
substructure as h → bb decay. Correction factors are applied in simulation, parametrized as
functions of the AK8 jet pT, to match the efficiency of b tagging in data, with a performance
summarized in Ref. [65].

A section of the HCAL was not operational during a portion of the 2018 data-taking period,
which affected approximately 65% of the total integrated luminosity collected in 2018. This
resulted in irrecoverable energy mismeasurements in a localized region of the detector, defined
by −1.57 < φ < −0.87 and −3.0 < η < −1.3. To mitigate the impact of these mismeasure-
ments, events are vetoed if any AK4 jet with pT > 30 GeV, or any AK8 jet with pT > 200 GeV,
is found within the affected region in the 2018 data set. Additionally, in the electron con-
trol regions, events are rejected if any electron with pT > 30 GeV is present in the affected
region. Events with severe mismeasurement, where a jet is fully lost in the affected HCAL
region, are found to contribute predominantly at low pmiss

T (<470 GeV) and exhibit a character-
istic φ(~p miss

T ) distribution. To veto such events, an additional selection is applied: events with
pmiss

T < 470 GeV are rejected if −1.62 < φ(~p miss
T ) < −0.62. The threshold of 470 GeV is chosen

to efficiently remove the majority of these background events, while maintaining high signal
efficiency.
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5 Event selection

In the boosted regime, the h → bb decay products are highly collimated and reconstructed as
an AK8 jet. For low to moderate ph

T with well separated decay products, AK4 jets are used to
reconstruct particles from the b quark fragmentation.

The two categories are orthogonal by construction. Events are first considered for the merged
category, and those failing this selection are passed on to the selection criteria for the resolved
category. This helps improve the overall sensitivity of the analysis to different regions of pa-
rameter space.

Events with any loosely reconstructed tau lepton candidate with pT > 20 GeV, |η| < 2.3 and
|dz| < 0.2 cm are vetoed in all analyis regions, where dz is the longitudinal impact parameter.
Events containing an isolated photon candidate with pT > 20 GeV, |η| < 2.5, and passing loose
identification criteria with 90% efficiency, are also vetoed in all analyis regions.

5.1 Signal region

The events in the signal region are selected using a trigger with a pmiss
T threshold of 120 GeV,

where the calculation of pmiss
T is based on all PF candidates reconstructed at the HLT. The pT of

muon candidates identified by the PF algorithm is subtracted in this calculation. As a result,
events with high-pT muons are associated with large pmiss

T , which allows us to use the same
trigger path to select events populating single-muon and dimuon control regions. The pmiss

T
trigger efficiency is around 90% for pmiss

T = 200 GeV and reaches 99% for 300 GeV and above.
Events in the SR are required to have pmiss

T > 250 (200) GeV in the merged (resolved) category.

To reduce the tt and W+jets background contribution in the SRs, events are required to have
no isolated electron (muon) with pT > 10 (15) GeV and |η| < 2.5 (2.4) that passes loose quality
criteria. The symbol ℓ denotes either an electron or muon, and Nℓ the number of electrons or
muons in an event.

In the merged-category SR, exactly one AK8 jet (NAK8 = 1) is required with pT > 200 GeV, |η| <
2.5, and SD-corrected mass (mSD) within 70 < mSD < 160 GeV, a window around the h boson
mass that includes sidebands for the evaluation of background. To select events where the
AK8 jet originates from an h → bb decay, the jet must pass the loose WP of the PARTICLENET-
MD double-b algorithm. Furthermore, to reduce the tt background contribution, a selection is
placed on the number of AK4 jets, Njets, where we allow up to two such jets with pT > 30 GeV
that do not overlap with the h candidate AK8 jet, i.e., ∆R > 0.8. Events where the number of
AK4 jets passing the loose DEEPJET WP (Nbjets) is greater than zero are vetoed.

In the resolved-category SR, the two b-tagged AK4 jets must pass pT thresholds of 50 and
30 GeV. The h candidate, i.e., the “dijet” system formed by the two b-tagged AK4 jets, must

have transverse momentum pbb
T > 100 GeV and invariant mass within 70–160 GeV. As for the

merged category, we require Njets ≤ 2, counting AK4 jets with pT > 30 GeV within ∆R > 0.4 of
either b-tagged jet forming the h candidate.

The QCD multijet events can mimic the signal-like final state with a large artificial pmiss
T arising

from jet momentum mismeasurements or from failures in the PF reconstruction. In the first sce-
nario, the events have a characteristic feature with small azimuthal angle difference between

the misreconstructed jet ~p
jet
T and the ~p miss

T vector. The ∆φ(~p miss
T ,~p

jet
T ) for AK4 jets is required

to be greater than 0.4 in both categories to ensure that the ~p miss
T vector is not aligned with any

jet. Additionally, in the merged category, requiring ∆φ(~p miss
T ,~p AK8

T ) > 0.8 between ~p miss
T and

the AK8 jet, as well as in the resolved category, requiring ∆φ(~p miss
T ,~p bb

T ) > 1.6 between ~p miss
T
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CR, one of the b jets in tt events is captured by the AK8 jet that passes the loose WP of the
PARTICLENET-MD double-b algorithm. To capture the second b jet in a tt event, we require an
additional b-tagged AK4 jet that is separated from the AK8 jet by ∆R > 0.8. For the resolved
category t(ℓ) CR, the presence of two AK4 b tagged jets is already accounted for.

In the t(ℓ) CRs, events are required to satisfy pmiss
T > 50 GeV to select events with the lep-

ton+jets decay of the tt pair while suppressing other background contributions. For the Z(ℓℓ)
CRs, pmiss

T < 100 GeV is required to ensure a high purity of Z(ℓℓ)+jets events and to remain in
a kinematic region where the modeling of pmiss

T in simulation is well understood. Tables 1 and
2 summarize the merged and resolved event selections in the respective categories for the SRs
and CRs.

Table 1: Event selections applied to the merged-category SR and CRs. Events in all the analysis
regions have a photon and tau lepton candidate veto. Here “jets” refers to the AK4 jets with
∆R > 0.8 between the jet and the double-b tagged AK8 jet.

Variable Merged category selection

SR t(ℓ) CR Z(ℓℓ) CR

pmiss
T (GeV) >250 >50 —

U (GeV) — >250 >250

NAK8 jets 1
[pT > 200 GeV,

70 < mSD < 160 GeV,
double-b tagged]

1
[pT > 200 GeV,

70 < mSD < 160 GeV,
double-b tagged]

1
[pT > 200 GeV,

70 < mSD < 160 GeV]

Njets ≤2 ≤2 ≤2

Nbjets 0 1 0

Nℓ 0 1 2

p
ℓℓ
T (GeV) — — >200

mℓℓ (GeV) — — ∈[60–120]

∆φ(~p miss
T ,~p

jet
T ) >0.4 — —

∆φ(~p miss
T ,~p AK8

T ) >0.8 — —

∆φ(PF ~p miss
T , track ~p miss

T ) <2.0 — —

5.3 Signal extraction

The analysis is performed in the merged and resolved categories using a two-dimensional max-
imum likelihood fit. The observables are pmiss

T and the Higgs boson candidate mass, mSD in the
merged category and mbb in the resolved category. The Higgs boson candidate mass provides

strong discrimination, as only the signal and well-understood, subdominant SM backgrounds
exhibit a resonant peak in this distribution. A variable binning is used for pmiss

T in SRs (U in
CRs), which is optimized for signal sensitivity and tailored separately for each category. The
bin edges are 250, 350, 500 GeV for the merged category, and 200, 250, 290, 360, 420 GeV for the
resolved category. Thus, the signal is extracted using both the SRs and the corresponding CRs
simultaneously in the binned maximum likelihood fit.

For the dominant backgrounds, tt and Z(νν)+jets, the Higgs boson candidate mass distribu-
tion in each pmiss

T window of the SRs is tied to the corresponding U window in the CRs via
a scale factor whose systematic uncertainty is accounted for with a nuisance parameter in the
fit. For each category, the electron and muon CRs are combined appropriately to form a single
CR for each background estimated from data. The contributions from other background pro-
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Table 2: Event selections applied to the resolved-category SR and CRs. Events in all the analysis
regions have a photon and tau lepton candidate veto. Here “jets” refers to the AK4 jets with
∆R > 0.4 between this jet and the leading (j1) and subleading (j2) b-tagged jets forming the
Higgs boson candidate dijet (jj) system.

Variable Resolved category selection

SR t(ℓ) CR Z(ℓℓ) CR

pmiss
T (GeV) >200 >50 <100

U (GeV) — >200 >200

p
j1
T , p

j2
T (GeV) >50, >30 >50, >30 >50, >30

b-tagged b-tagged —

p
jj
T (GeV) >100 >100 >100

mjj (GeV) ∈[70–160] ∈[70–160] ∈[70–160]

Njets ≤2 ≥1 ≤2

Nℓ 0 1 2

p
ℓℓ
T (GeV) — — >200

mℓℓ (GeV) — — ∈[60–120]

∆φ(~p miss
T ,~p

jet
T ) >0.4 — —

∆φ(~p miss
T ,~p

jj
T ) >1.6 — —

∆φ(PF ~p miss
T , track ~p miss

T ) <2.0 — —

cesses are taken directly from MC simulation, with their nominal expected yield obtained after
applying all event selections and normalizing them to the integrated luminosity times their re-
spective theoretical cross sections. The fit to the data determines the background post-fit yields
in each bin, which are obtained as the pre-fit yields adjusted by the post-fit values of the scale
factors through their associated nuisance parameters. The systematic uncertainties, many of
which are shape-based, account for experimental sources, such as jet energy scale and resolu-
tion, b tagging, lepton identification and trigger efficiencies, as well as theoretical uncertainties
affecting the background and signal distributions, detailed in Section 6. The shape-based sys-
tematic uncertainties further ensure that any residual mismodeling is accounted for in the total
uncertainty.

The final free parameter in the fit is the signal strength modifier µ, which controls the signal
normalization relative to the theoretical cross section for a given signal hypothesis. The best fit
background model, and the best fit signal strength are simultaneously obtained by maximizing
the likelihood fit across the two categories, all SRs and CRs, and all data-taking periods.

Figures 3 and 4 show the post-fit h candidate mass distributions in the merged-category t(ℓ)
and Z(ℓℓ) CRs, respectively, and Figs. 5 and 6 show the corresponding distributions for the
resolved-category CRs. The lower panels display the ratio of the yields in data to the prediction
before (pre-fit) and after (post-fit) the fit. The agreement of these post-fit yields with those
observed in the data in the CRs provides additional confidence in the method.

6 Systematic uncertainties

All systematic uncertainties affecting the simulated processes (signal and background) in the
analysis regions are treated as nuisance parameters within the likelihood function. These pa-
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rameters influence either the normalization or the shape of the pmiss
T (U) distribution for a given

process in the SR (CR) and are constrained in the simultaneous fit.

Uncertainties that do not affect the shape of the distribution, or are uniformly distributed are
treated as normalization uncertainties and incorporated using log-normal distributions. Those
having nonuniform variations are treated as shape uncertainties and are incorporated by means
of Gaussian prior distributions. Experimental and theoretical sources of systematic uncertainty
considered in this search are described below.

The pmiss
T trigger efficiency is measured using single-muon events passing the single-muon

trigger with a pT threshold of 27 (24) GeV for data recorded in 2017 (2018). It is parametrized
as a function of the U variable, and the corresponding data-to-simulation correction factors are
applied to the simulation in the SRs and the single-muon and dimuon CRs. The electron trigger
efficiency is parametrized as a function of the electron pT and η. An associated uncertainty of
1–2% is assigned to both the trigger scale factors.

Lepton reconstruction and identification uncertainties are evaluated and incorporated as a
function of pT and η. The systematic uncertainties related to muon identification and isola-
tion have a normalization effect of less than 1%. For electrons, the systematic uncertainties
associated with reconstruction (identification) have a normalization effect of 1–2 (1–5)%. An
uncertainty of 6 (2)% is assigned to the tau lepton (photon) veto efficiency across all analysis
regions.

The integrated luminosities for the 2016, 2017, and 2018 data-taking years have 1.2–2.5% indi-
vidual uncertainties [66–69], while the overall uncertainty for the 2016–2018 period is 1.6%. A
normalization uncertainty of 2.5% is applied to all background processes taken directly from
the MC simulations.

Pileup modeling is addressed by reweighting the signal and background MC samples such
that the number of true pileup interactions in simulation matches the pileup profile observed
in data. The latter is determined using integrated luminosity per bunch crossing and assuming
the total inelastic cross-section of 69.2 mb [70]. The systematic uncertainty from the pileup
re-weighting is evaluated by varying the total inelastic cross-section by ±4.6%.

During the 2017 data-taking period, a gradual shift in the timing of the inputs of the ECAL L1
trigger in the |η| > 2.0 region caused a trigger inefficiency, denoted as “prefiring” [25]. The
trigger missed between 10 and 20% of the events containing an electron (of pT & 50 GeV) or a
jet (of pT & 100 GeV) in the 2.5 < |η| < 3.0 range, the exact loss depending on the pT and η of
the trigger object. Correction factors were computed from data and applied to the acceptance
evaluated by simulation. The shape-based uncertainty for L1 prefiring has a normalization
effect of 0.5–1%.

The JES corrections depend on jet pT and η, and the uncertainties are split into 11 indepen-
dent sources accounting for different experimental effects [52]. These systematic uncertainties
are considered for all simulation-based processes, with a shape effect ranging from 0.1 to 5%.
Differences in the JER between data and simulation are accounted for by smearing the pT of
jets in MC samples. The smearing factors and their uncertainties depend on the jet η. The
shape-based uncertainty is assigned to all simulated processes, with an effect of around 4%.
The change in the jet momentum due to JER smearing is propagated to the pmiss

T computation.

The efficiency of the DEEPJET [60, 62] b tagging algorithm is parametrized as a function of jet
pT, η, and flavor, and is applied to AK4 b jets making the h candidate in the resolved cate-
gory. Discrepancies between data and simulation are corrected for using data-to-simulation
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correction factors. Shape-based uncertainties are computed separately for genuine b jets and
misidentified b jets, with an average shape effect of 5%. For the merged category, an additional
uncertainty in the PARTICLENET-MD double-b tagging efficiency is applied to AK8 jets as a
function of their pT, with an average shape effect of around 2% [63, 65].

Most experimental uncertainties are specific to each data set and are thus assumed to be un-
correlated between different data-taking periods. The uncertainties related to integrated lumi-
nosity, JES and JER, as well as those related to b tagging are partially correlated between the
data-taking periods, which is implemented by splitting the total uncertainty into its correlated
and uncorrelated components.

To mitigate discrepancies between the data and MC simulations in the pT spectra of the top
quarks in tt events, a parametric function is used to reweight the simulation. The uncertainty
associated with this correction is estimated by comparing weighted and unweighted results,
leading to a shape effect of around 7%. Shape uncertainties for the LO-to-NLO scale factors
obtained for W+jets, Z(νν)+jets, and Z(ℓℓ)+jets processes [71] are considered to account for
the missing higher-order corrections with QCD and EW terms. These shape uncertainties range
from 5 to 20%, depending on the category, process, and boson pT.

Uncertainties in the PDFs and those due to variations in the renormalization and factorization
scales (µR and µF) impact both the shape and cross section of simulated processes. The PDF
uncertainty is evaluated by reweighting simulated events using the set of PDF replicas from the
NNPDF3.1 PDFs, following the PDF4LHC recommendations [72]. The envelope of variations
is taken as the systematic uncertainty, with a typical effect of 3–6% depending on the process
and category. Scale uncertainties are estimated by individually varying the µR and µF scales up
and down by a factor of two, with the exception of simultaneously varying both up or down.
The resulting uncertainty is 10–20%, and is treated as uncorrelated for the signal as well as the
various background processes. These uncertainties are treated as correlated across categories
and data-taking eras.

For background processes taken directly from the simulations, a normalization uncertainty
of 10% is assigned to the single top quark process, 20% to the W+jets process, and 30% to
the diboson process. These values are chosen based on existing experimental constraints [73–
76]. For the signal process, a normalization uncertainty of 10% is assigned. A cross section
uncertainty of 5% is assigned to the SM Higgs process. These uncertainties are correlated across
categories and data-taking eras.

Table 3 summarizes the sources of systematic uncertainties considered in the analysis, the cor-
relation scheme between the 2017 and 2018 data-taking periods, along with the type (normal-
ization or shape) and the relative effect on the h candidate mass distribution sliced in pmiss

T
windows.

The MC bin-by-bin statistical uncertainties are handled using the CMS statistical tool COM-
BINE [77], which employs the “Barlow-Beeston-lite” technique [78]. A Poisson threshold of
10 events is set, such that for MC event counts exceeding 10, the uncertainty is modeled with
a Gaussian distribution, while for counts below 10, a Poisson distribution is used to model
per-process uncertainties in that bin.

The results based on the data set analyzed in this paper are further combined with the results
from an earlier analysis based on data collected in 2016. The combination is performed by
running a combined likelihood fit across all the analysis regions in all data sets. For this pur-
pose, the uncertainty in integrated luminosity is partially correlated, and the PDF uncertainty
is fully correlated between data-taking eras. The remaining uncertainty sources are treated as
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Table 3: The sources of systematic uncertainty and the correlation scheme between the 2017
and 2018 data-taking periods, along with the type (normalization or shape) and their relative
values.

Systematic source Correlation between years Type Relative uncertainty [%]

b jet tagging efficiency partially correlated shape 1–5

b jet mistagging efficiency partially correlated shape 1–4

Double-b jet tagging efficiency uncorrelated shape 0–2

Jet energy scale partially correlated shape 0.1–5

Jet energy resolution uncorrelated shape 0–4

pmiss
T trigger uncorrelated shape 1–2

Electron trigger uncorrelated shape 1–2

Electron reconstruction uncorrelated shape 1–2

Electron identification uncorrelated shape 1–5

Muon identification uncorrelated shape <1

Muon isolation uncorrelated shape <1

Integrated luminosity partially correlated normalization 1.2–2.5

Pileup reweighting uncorrelated shape 0–5

L1 prefiring uncorrelated shape 0.5–1

Tau lepton veto uncorrelated normalization 6

Photon veto uncorrelated normalization 2

Top quark pT reweight correlated shape 0–7

V+jets pT reweight correlated shape 5–20

PDF correlated shape 3–6

Renorm./fact. scale correlated shape 0–20

Cross section single top quark correlated normalization 10

Cross section W+jets correlated normalization 20

Cross section diboson correlated normalization 30

Cross section Higgs boson correlated normalization 5

Cross section signal correlated normalization 10

uncorrelated in the final combined fit.

7 Results

A maximum-likelihood fit [77] to extract the signal yield is performed to the SRs and CRs by
combining the merged and resolved categories, as well as the 2017 and 2018 data sets. Figure 7
shows the h candidate mass distributions in the mSD and mbb observables for the merged and

resolved SRs, respectively, sliced into the three and five pmiss
T bins. Superimposed on the data

are the stacked histograms representing the background-only fit. The observed data show good
agreement with this fit, and no significant excess of events is observed.

The results of this search are interpreted in two benchmark simplified models. An upper limit
is computed on the cross section for the associated production of a dark matter candidate with
a Higgs boson, calculated at 95% confidence level (CL) [77, 79, 80] using a modified frequen-
tist approach [81] and asymptotic approximation [82]. In this method, background-only and
signal-plus-background fits are performed for each signal model. The nuisance parameters are
profiled in the signal fit, and the best-fit value of the signal strength modifier µ is extracted
for each signal hypothesis. The expected limit is obtained from background-only pseudo-data,
while the observed limit is derived from the data. Deviations between the expected and ob-
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mH = mA = mH± [17].

Figure 9 shows the observed and expected exclusion limits at 95% CL on the signal cross sec-
tion σh+DM for four one-dimensional parameter scans (ma , mA , sin θ, and tan β). For the ma scan
(upper left plot), the fixed parameters are mA = 1000 GeV, sin θ = 0.35, and tan β = 1. Light
pseudoscalar masses below 360 GeV are excluded. For the mA scan (upper right plot), the fixed
parameters are ma = 350 GeV, sin θ = 0.35, and tan β = 1, with heavy pseudoscalar masses
between 850 and 1300 GeV excluded. For the sin θ scan (lower left plot), the fixed parameters
are ma = 200 GeV, mA = 600 GeV, and tan β = 1, with sin θ values between 0.15 and 0.95 ex-

cluded. The variation of sin θ leads to both rate and shape changes in the pmiss
T spectrum, where

the strong sensitivity is a result of the interplay of resonant and and non-resonant contributions.
The process pp → A → ha → hχχ scales as sin θ cos2 θ and the process pp → ha → hχχ
shows a sin θ dependence, as detailed in Ref. [16]. Finally, for the tan β scan (lower right plot),
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Figure 9: Observed and expected exclusion limits at 95% CL on the signal cross section σh+DM

for the 2HDM+a model as a function of the model parameters: ma (upper left), mA (upper
right), sin θ (lower left), and tan β (lower right) while fixing the values of the other parameters,
as indicated in the legends. Different sets of model parameters are tested to probe distinct
regions of phase space. Mass points below the solid red line are excluded.
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the fixed parameters are ma = 200 GeV, mA = 600 GeV, and sin θ = 0.35, where tan β values
below 4.2 are excluded by this analysis. As long as mχ < ma/2, the decay is kinematically

allowed, with very little dependence of either the rate or pmiss
T spectrum on mχ . We choose a

benchmark value mχ = 10 GeV [16].

Motivated by Ref. [16], different sets of model parameters are tested, corresponding to
(mA , ma) = (1000, 350)GeV (Fig. 9 upper plots) and (600, 200)GeV (Fig. 9 lower plots). These
choices probe distinct regions of phase space, resulting in signal events with different kine-
matic features. In particular, the former configuration yields higher pmiss

T , and together with
different production cross sections, these variations result in differences between the observed
and expected exclusion limits.

8 Summary

A search for dark matter (DM) produced in association with a standard model Higgs boson de-
caying to a bottom quark-antiquark pair has been presented. The analysis is based on proton-
proton collision data collected in 2017 and 2018 by the CMS experiment at

√
s = 13 TeV, cor-

responding to an integrated luminosity of 101 fb−1. The search has been performed in merged
and resolved categories to cover a wide range of Lorentz boosts of the Higgs boson. The signal
is extracted using a simultaneous fit to the signal and control regions by combining the two
categories. The observed data agree with the standard model background prediction, indicat-
ing no evidence for new physics. The results are statistically combined with an earlier search

using 2016 data, corresponding to an integrated luminosity of 35.9 fb−1. The full 2016–2018
results have been interpreted in two simplified models, the baryonic-Z′ model where a high
mass resonance (Z′) decays to a pair of DM particles and a Higgs boson, and the 2HDM+a
model where a heavy pseudoscalar couples to a Higgs boson and a lighter pseudoscalar that
decays to a pair of DM particles. Exclusion limits are set on the model parameters at 95% con-
fidence level. For the baryonic-Z′ model, mediator Z′ masses up to 2.25 TeV are excluded for a
DM mass of 1 GeV, and DM particle masses up to 550 GeV are excluded for a 1.25 TeV Z′ par-
ticle. In the 2HDM+a framework, light pseudoscalar masses ma below 360 GeV are excluded
for a heavy pseudoscalar mass mA of 1000 GeV, and mA masses between 850 and 1300 GeV are
excluded for ma of 350 GeV. For the other model parameters, sin θ values between 0.15 and
0.95 are excluded, while tan β values less than 4.2 are excluded. These results improve upon
the previously existing CMS limits owing to the larger integrated luminosity and improved
identification of h → bb decay.
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gram - ÚNKP, the NKFIH research grants K 131991, K 133046, K 138136, K 143460, K 143477,
K 146913, K 146914, K 147048, 2020-2.2.1-ED-2021-00181, TKP2021-NKTA-64, and 2025-1.1.5-
NEMZ KI-2025-00004 (Hungary); the Council of Science and Industrial Research, India; ICSC –
National Research Center for High Performance Computing, Big Data and Quantum Comput-
ing, FAIR – Future Artificial Intelligence Research, and CUP I53D23001070006 (Mission 4 Com-
ponent 1), funded by the NextGenerationEU program (Italy); the Latvian Council of Science;
the Ministry of Education and Science, project no. 2022/WK/14, and the National Science Cen-
ter, contracts Opus 2021/41/B/ST2/01369, 2021/43/B/ST2/01552, 2023/49/B/ST2/03273,
and the NAWA contract BPN/PPO/2021/1/00011 (Poland); the Fundação para a Ciência e
a Tecnologia, grant CEECIND/01334/2018 (Portugal); the National Priorities Research Pro-
gram by Qatar National Research Fund; MICIU/AEI/10.13039/501100011033, ERDF/EU, “Eu-
ropean Union NextGenerationEU/PRTR”, and Programa Severo Ochoa del Principado de As-
turias (Spain); the Chulalongkorn Academic into Its 2nd Century Project Advancement Project,
the National Science, Research and Innovation Fund program IND FF 68 369 2300 097, and
the Program Management Unit for Human Resources & Institutional Development, Research
and Innovation, grant B39G680009 (Thailand); the Kavli Foundation; the Nvidia Corporation;
the SuperMicro Corporation; the Welch Foundation, contract C-1845; and the Weston Havens
Foundation (USA).

References

[1] Planck Collaboration, “Planck 2018 results. I. Overview and the cosmological legacy of
Planck”, Astron. Astrophys. 641 (2020) A1, doi:10.1051/0004-6361/201833880,
arXiv:1807.06205.



References 23

[2] J. L. Feng, “Dark matter candidates from particle physics and methods of detection”,
Ann. Rev. Astron. Astrophys. 48 (2010) 495,
doi:10.1146/annurev-astro-082708-101659, arXiv:1003.0904.

[3] R. J. Scherrer and M. S. Turner, “On the relic, cosmic abundance of stable weakly
interacting massive particles”, Phys. Rev. D 33 (1986) 1585,
doi:10.1103/PhysRevD.33.1585. [Erratum: doi:10.1103/PhysRevD.34.3263].

[4] G. Steigman and M. S. Turner, “Cosmological constraints on the properties of weakly
interacting massive particles”, Nucl. Phys. B 253 (1985) 375,
doi:10.1016/0550-3213(85)90537-1.

[5] G. Jungman, M. Kamionkowski, and K. Griest, “Supersymmetric dark matter”, Phys.
Rept. 267 (1996) 195, doi:10.1016/0370-1573(95)00058-5,
arXiv:hep-ph/9506380.

[6] ATLAS Collaboration, “Observation of a new particle in the search for the standard
model Higgs boson with the ATLAS detector at the LHC”, Phys. Lett. B 716 (2012) 1,
doi:10.1016/j.physletb.2012.08.020, arXiv:1207.7214.

[7] CMS Collaboration, “Observation of a new boson at a mass of 125 GeV with the CMS
experiment at the LHC”, Phys. Lett. B 716 (2012) 30,
doi:10.1016/j.physletb.2012.08.021, arXiv:1207.7235.

[8] CMS Collaboration, “Observation of a new boson with mass near 125 GeV in pp
collisions at

√
s = 7 and 8 TeV”, JHEP 06 (2013) 081,

doi:10.1007/JHEP06(2013)081, arXiv:1303.4571.

[9] L. Carpenter et al., “Mono-Higgs-boson: A new collider probe of dark matter”, Phys.
Rev. D 89 (2014) 075017, doi:10.1103/PhysRevD.89.075017, arXiv:1312.2592.

[10] A. Berlin, T. Lin, and L.-T. Wang, “Mono-Higgs detection of dark matter at the LHC”,
JHEP 06 (2014) 078, doi:10.1007/JHEP06(2014)078, arXiv:1402.7074.

[11] A. A. Petrov and W. Shepherd, “Searching for dark matter at LHC with mono-Higgs
production”, Phys. Lett. B 730 (2014) 178, doi:10.1016/j.physletb.2014.01.051,
arXiv:1311.1511.

[12] G. Bertone, D. Hooper, and J. Silk, “Particle dark matter: evidence, candidates and
constraints”, Phys. Rept. 405 (2005) 279, doi:10.1016/j.physrep.2004.08.031,
arXiv:hep-ph/0404175.

[13] C. P. Burgess, M. Pospelov, and T. ter Veldhuis, “The minimal model of nonbaryonic dark
matter: a singlet scalar”, Nucl. Phys. B 619 (2001) 709,
doi:10.1016/S0550-3213(01)00513-2, arXiv:hep-ph/0011335.

[14] J. March-Russell, S. M. West, D. Cumberbatch, and D. Hooper, “Heavy dark matter
through the Higgs portal”, JHEP 07 (2008) 058,
doi:10.1088/1126-6708/2008/07/058, arXiv:0801.3440.

[15] D. Abercrombie et al., “Dark matter benchmark models for early LHC Run 2 searches:
Report of the ATLAS/CMS dark matter forum”, Phys. Dark Univ. 27 (2020) 100371,
doi:10.1016/j.dark.2019.100371, arXiv:1507.00966.



24

[16] T. Abe et al., “LHC Dark Matter Working Group: Next-generation spin-0 dark matter
models”, Phys. Dark Univ. 27 (2020) 100351, doi:10.1016/j.dark.2019.100351,
arXiv:1810.09420.

[17] M. Bauer, U. Haisch, and F. Kahlhoefer, “Simplified dark matter models with two Higgs
doublets: I. Pseudoscalar mediators”, JHEP 05 (2017) 138,
doi:10.1007/JHEP05(2017)138, arXiv:1701.07427.

[18] G. C. Branco et al., “Theory and phenomenology of two-Higgs-doublet models”, Phys.
Rept. 516 (2012) 1, doi:10.1016/j.physrep.2012.02.002, arXiv:1106.0034.

[19] CMS Collaboration, “Search for dark matter produced in association with a Higgs boson
decaying to a pair of bottom quarks in proton-proton collisions at

√
s = 13 TeV”, Eur.

Phys. J. C 79 (2019) 280, doi:10.1140/epjc/s10052-019-6730-7,
arXiv:1811.06562.

[20] ATLAS Collaboration, “Search for dark matter produced in association with a standard
model Higgs boson decaying into b-quarks using the full Run 2 dataset from the ATLAS
detector”, JHEP 11 (2021) 209, doi:10.1007/JHEP11(2021)209,
arXiv:2108.13391.

[21] J. Thaler and K. Van Tilburg, “Identifying boosted objects with N-subjettiness”, JHEP 03
(2011) 015, doi:10.1007/JHEP03(2011)015, arXiv:1011.2268.

[22] HEPData record for this analysis, 2026. doi:10.17182/hepdata.167738.

[23] CMS Collaboration, “The CMS experiment at the CERN LHC”, JINST 3 (2008) S08004,
doi:10.1088/1748-0221/3/08/S08004.

[24] CMS Collaboration, “Development of the CMS detector for the CERN LHC Run 3”,
JINST 19 (2024) P05064, doi:10.1088/1748-0221/19/05/P05064,
arXiv:2309.05466.

[25] CMS Collaboration, “Performance of the CMS Level-1 trigger in proton-proton collisions
at

√
s = 13 TeV”, JINST 15 (2020) P10017, doi:10.1088/1748-0221/15/10/P10017,

arXiv:2006.10165.

[26] CMS Collaboration, “The CMS trigger system”, JINST 12 (2017) P01020,
doi:10.1088/1748-0221/12/01/P01020, arXiv:1609.02366.

[27] NNPDF Collaboration, “Parton distributions from high-precision collider data”, Eur.
Phys. J. C 77 (2017) 663, doi:10.1140/epjc/s10052-017-5199-5,
arXiv:1706.00428.

[28] CMS Collaboration, “Event generator tunes obtained from underlying event and
multiparton scattering measurements”, Eur. Phys. J. C 76 (2016) 155,
doi:10.1140/epjc/s10052-016-3988-x, arXiv:1512.00815.
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S. Keshri , D. Laroze , S. Thakur

Universidad Tecnica Federico Santa Maria, Valparaiso, Chile
W. Brooks

Beihang University, Beijing, China
T. Cheng , T. Javaid , L. Wang , L. Yuan

Department of Physics, Tsinghua University, Beijing, China
Z. Hu , Z. Liang, J. Liu, X. Wang , H. Yang

Institute of High Energy Physics, Beijing, China
G.M. Chen8 , H.S. Chen8 , M. Chen8 , Y. Chen , Q. Hou , X. Hou, F. Iemmi ,
C.H. Jiang, H. Liao , G. Liu , Z.-A. Liu9 , J.N. Song9, S. Song, J. Tao , C. Wang8,
J. Wang , H. Zhang , J. Zhao

State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China
A. Agapitos , Y. Ban , A. Carvalho Antunes De Oliveira , S. Deng , B. Guo, Q. Guo,
C. Jiang , A. Levin , C. Li , Q. Li , Y. Mao, S. Qian, S.J. Qian , X. Qin, C. Quaranta ,
X. Sun , D. Wang , J. Wang, M. Zhang, Y. Zhao, C. Zhou

State Key Laboratory of Nuclear Physics and Technology, Institute of Quantum Matter,
South China Normal University, Guangzhou, China
S. Yang

Sun Yat-Sen University, Guangzhou, China
Z. You

University of Science and Technology of China, Hefei, China
K. Jaffel , N. Lu

Nanjing Normal University, Nanjing, China
G. Bauer10,11, Z. Cui11, B. Li12, H. Wang , K. Yi13 , J. Zhang

Institute of Modern Physics and Key Laboratory of Nuclear Physics and Ion-beam
Application (MOE) - Fudan University, Shanghai, China
Y. Li, Y. Zhou14

Zhejiang University, Hangzhou, Zhejiang, China
Z. Lin , C. Lu , M. Xiao15

Universidad de Los Andes, Bogota, Colombia
C. Avila , D.A. Barbosa Trujillo , A. Cabrera , C. Florez , J. Fraga , J.A. Reyes Vega

Universidad de Antioquia, Medellin, Colombia
C. Rendón , M. Rodriguez , A.A. Ruales Barbosa , J.D. Ruiz Alvarez

University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval
Architecture, Split, Croatia
N. Godinovic , D. Lelas , A. Sculac

University of Split, Faculty of Science, Split, Croatia
M. Kovac , A. Petkovic , T. Sculac



31

Institute Rudjer Boskovic, Zagreb, Croatia
P. Bargassa , V. Brigljevic , B.K. Chitroda , D. Ferencek , K. Jakovcic, A. Starodumov ,
T. Susa

University of Cyprus, Nicosia, Cyprus
A. Attikis , K. Christoforou , S. Konstantinou , C. Leonidou , L. Paizanos ,
F. Ptochos , P.A. Razis , H. Rykaczewski, H. Saka , A. Stepennov

Charles University, Prague, Czech Republic
M. Finger† , M. Finger Jr.

Escuela Politecnica Nacional, Quito, Ecuador
E. Ayala

Universidad San Francisco de Quito, Quito, Ecuador
E. Carrera Jarrin

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian
Network of High Energy Physics, Cairo, Egypt
S. Elgammal16, A. Ellithi Kamel17

Center for High Energy Physics (CHEP-FU), Fayoum University, El-Fayoum, Egypt
A. Hussein, H. Mohammed

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
M. Kadastik, T. Lange , C. Nielsen , J. Pata , M. Raidal , N. Seeba , L. Tani

Department of Physics, University of Helsinki, Helsinki, Finland
E. Brücken , A. Milieva , K. Osterberg , M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland
F. Garcia , P. Inkaew , K.T.S. Kallonen , R. Kumar Verma , T. Lampén , K. Lassila-
Perini , B. Lehtela , S. Lehti , T. Lindén , N.R. Mancilla Xinto , M. Myllymäki ,
M.m. Rantanen , S. Saariokari , N.T. Toikka , J. Tuominiemi

Lappeenranta-Lahti University of Technology, Lappeenranta, Finland
N. Bin Norjoharuddeen , H. Kirschenmann , P. Luukka , H. Petrow

IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France
M. Besancon , F. Couderc , M. Dejardin , D. Denegri, P. Devouge, J.L. Faure , F. Ferri ,
P. Gaigne, S. Ganjour , P. Gras , G. Hamel de Monchenault , M. Kumar , V. Lohezic ,
Y. Maidannyk , J. Malcles , F. Orlandi , L. Portales , S. Ronchi , M.Ö. Sahin ,
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INFN Sezione di Napolia, Università di Napoli ’Federico II’b, Napoli, Italy; Università della
Basilicatac, Potenza, Italy; Scuola Superiore Meridionale (SSM)d, Napoli, Italy
S. Buontempoa , C. Di Fraiaa ,b , F. Fabozzia ,c , L. Favillaa ,d , A.O.M. Iorioa ,b ,
L. Listaa ,b ,47 , P. Paoluccia ,26 , B. Rossia
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H. Ogul83 , Y. Onel , A. Penzo , C. Snyder, E. Tiras84

Johns Hopkins University, Baltimore, Maryland, USA
B. Blumenfeld , J. Davis , A.V. Gritsan , L. Kang , S. Kyriacou , P. Maksimovic ,
M. Roguljic , S. Sekhar , M.V. Srivastav , M. Swartz

The University of Kansas, Lawrence, Kansas, USA



43

A. Abreu , L.F. Alcerro Alcerro , J. Anguiano , S. Arteaga Escatel , P. Baringer ,
A. Bean , R. Bhattacharya , Z. Flowers , D. Grove , J. King , G. Krintiras ,
M. Lazarovits , C. Le Mahieu , J. Marquez , M. Murray , M. Nickel , S. Popescu85 ,
C. Rogan , C. Royon , S. Rudrabhatla , S. Sanders , C. Smith , G. Wilson

Kansas State University, Manhattan, Kansas, USA
B. Allmond , N. Islam, A. Ivanov , K. Kaadze , Y. Maravin , J. Natoli , G.G. Reddy ,
D. Roy , G. Sorrentino

University of Maryland, College Park, Maryland, USA
A. Baden , A. Belloni , J. Bistany-riebman, S.C. Eno , N.J. Hadley , S. Jabeen ,
R.G. Kellogg , T. Koeth , B. Kronheim, S. Lascio , P. Major , A.C. Mignerey ,
C. Palmer , C. Papageorgakis , M.M. Paranjpe, E. Popova86 , A. Shevelev , L. Zhang

Massachusetts Institute of Technology, Cambridge, Massachusetts, USA
C. Baldenegro Barrera , H. Bossi , S. Bright-Thonney , I.A. Cali , Y.c. Chen ,
P.c. Chou , M. D’Alfonso , J. Eysermans , C. Freer , G. Gomez-Ceballos , M. Gon-
charov, G. Grosso , P. Harris, D. Hoang , G.M. Innocenti , K. Ivanov , D. Kovalskyi ,
J. Krupa , L. Lavezzo , Y.-J. Lee , K. Long , C. Mcginn , A. Novak , M.I. Park ,
C. Paus , C. Reissel , C. Roland , G. Roland , S. Rothman , T.a. Sheng ,
G.S.F. Stephans , D. Walter , J. Wang, Z. Wang , B. Wyslouch , T. J. Yang

University of Minnesota, Minneapolis, Minnesota, USA
A. Alpana , B. Crossman , W.J. Jackson, C. Kapsiak , M. Krohn , D. Mahon , J. Mans ,
B. Marzocchi , R. Rusack , O. Sancar , R. Saradhy , N. Strobbe

University of Nebraska-Lincoln, Lincoln, Nebraska, USA
K. Bloom , D.R. Claes , G. Haza , J. Hossain , C. Joo , I. Kravchenko ,
K.H.M. Kwok , A. Rohilla , J.E. Siado , W. Tabb , A. Vagnerini , A. Wightman ,
F. Yan

State University of New York at Buffalo, Buffalo, New York, USA
H. Bandyopadhyay , L. Hay , H.w. Hsia , I. Iashvili , A. Kalogeropoulos ,
A. Kharchilava , A. Mandal , M. Morris , D. Nguyen , S. Rappoccio , H. Rejeb Sfar,
A. Williams , D. Yu

Northeastern University, Boston, Massachusetts, USA
A. Aarif , G. Alverson , E. Barberis , J. Bonilla , B. Bylsma, M. Campana , J. Dervan ,
Y. Haddad , Y. Han , I. Israr , A. Krishna , M. Lu , N. Manganelli , R. Mccarthy ,
D.M. Morse , T. Orimoto , L. Skinnari , C.S. Thoreson , E. Tsai , D. Wood

Northwestern University, Evanston, Illinois, USA
S. Dittmer , K.A. Hahn , M. Mcginnis , Y. Miao , D.G. Monk , M.H. Schmitt ,
A. Taliercio , M. Velasco , J. Wang

University of Notre Dame, Notre Dame, Indiana, USA
G. Agarwal , R. Band , R. Bucci, S. Castells , A. Das , A. Datta , A. Ehnis,
R. Goldouzian , M. Hildreth , K. Hurtado Anampa , T. Ivanov , C. Jessop ,
A. Karneyeu , K. Lannon , J. Lawrence , N. Loukas , L. Lutton , J. Mariano ,
N. Marinelli, T. McCauley , C. Mcgrady , C. Moore , Y. Musienko20 , H. Nelson ,
M. Osherson , A. Piccinelli , R. Ruchti , A. Townsend , Y. Wan, M. Wayne , H. Yockey

The Ohio State University, Columbus, Ohio, USA
A. Basnet , M. Carrigan , R. De Los Santos , L.S. Durkin , C. Hill , M. Joyce ,



44

D.A. Wenzl, B.L. Winer , B. R. Yates

Princeton University, Princeton, New Jersey, USA
H. Bouchamaoui , G. Dezoort , P. Elmer , A. Frankenthal , M. Galli , B. Greenberg ,
N. Haubrich , K. Kennedy, G. Kopp , Y. Lai , D. Lange , A. Loeliger , D. Marlow ,
I. Ojalvo , J. Olsen , F. Simpson , D. Stickland , C. Tully

University of Puerto Rico, Mayaguez, Puerto Rico, USA
S. Malik , R. Sharma

Purdue University, West Lafayette, Indiana, USA
S. Chandra , A. Gu , L. Gutay, M. Huwiler , M. Jones , A.W. Jung , D. Kondratyev ,
J. Li , M. Liu , G. Negro , N. Neumeister , G. Paspalaki , S. Piperov , N.R. Saha ,
J.F. Schulte , F. Wang , A. Wildridge , W. Xie , Y. Yao , Y. Zhong

Purdue University Northwest, Hammond, Indiana, USA
N. Parashar , A. Pathak , E. Shumka

Rice University, Houston, Texas, USA
D. Acosta , A. Agrawal , C. Arbour , T. Carnahan , P. Das , K.M. Ecklund ,
F.J.M. Geurts , T. Huang , I. Krommydas , N. Lewis, W. Li , J. Lin , O. Miguel Colin ,
B.P. Padley , R. Redjimi , J. Rotter , C. Vico Villalba , M. Wulansatiti , E. Yigitbasi ,
Y. Zhang

University of Rochester, Rochester, New York, USA
O. Bessidskaia Bylund, A. Bodek , P. de Barbaro† , R. Demina , A. Garcia-Bellido ,
H.S. Hare , O. Hindrichs , N. Parmar , P. Parygin86 , H. Seo , R. Taus

Rutgers, The State University of New Jersey, Piscataway, New Jersey, USA
B. Chiarito, J.P. Chou , S.V. Clark , S. Donnelly, D. Gadkari , Y. Gershtein ,
E. Halkiadakis , C. Houghton , D. Jaroslawski , A. Kobert , I. Laflotte , A. Lath ,
J. Martins , M. Perez Prada , B. Rand , J. Reichert , P. Saha , S. Salur , S. Schnetzer,
S. Somalwar , R. Stone , S.A. Thayil , S. Thomas, J. Vora

University of Tennessee, Knoxville, Tennessee, USA
D. Ally , A.G. Delannoy , S. Fiorendi , J. Harris, T. Holmes , A.R. Kanuganti ,
N. Karunarathna , J. Lawless, L. Lee , E. Nibigira , B. Skipworth, S. Spanier

Texas A&M University, College Station, Texas, USA
D. Aebi , M. Ahmad , T. Akhter , K. Androsov , A. Bolshov, O. Bouhali87 ,
A. Cagnotta , V. D’Amante , R. Eusebi , P. Flanagan , J. Gilmore , Y. Guo, T. Kamon ,
S. Luo , R. Mueller , A. Safonov

Texas Tech University, Lubbock, Texas, USA
N. Akchurin , J. Damgov , Y. Feng , N. Gogate , W. Jin , Y. Kazhykarim,
K. Lamichhane , S.W. Lee , C. Madrid , A. Mankel , T. Peltola , I. Volobouev

Vanderbilt University, Nashville, Tennessee, USA
E. Appelt , Y. Chen , S. Greene, A. Gurrola , W. Johns , R. Kunnawalkam Elayavalli ,
A. Melo , D. Rathjens , F. Romeo , P. Sheldon , S. Tuo , J. Velkovska , J. Viinikainen ,
J. Zhang

University of Virginia, Charlottesville, Virginia, USA
B. Cardwell , H. Chung , B. Cox , J. Hakala , G. Hamilton Ilha Machado, R. Hirosky ,
M. Jose, A. Ledovskoy , C. Mantilla , C. Neu , C. Ramón Álvarez , Z. Wu
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University, Budapest, Hungary
30Also at HUN-REN Wigner Research Centre for Physics, Budapest, Hungary
31Also at Physics Department, Faculty of Science, Assiut University, Assiut, Egypt
32Also at The University of Kansas, Lawrence, Kansas, USA
33Also at Punjab Agricultural University, Ludhiana, India
34Also at University of Hyderabad, Hyderabad, India
35Also at Indian Institute of Science (IISc), Bangalore, India
36Also at University of Visva-Bharati, Santiniketan, India
37Also at Institute of Physics, Bhubaneswar, India
38Also at Deutsches Elektronen-Synchrotron, Hamburg, Germany
39Also at Isfahan University of Technology, Isfahan, Iran
40Also at Sharif University of Technology, Tehran, Iran
41Also at Department of Physics, University of Science and Technology of Mazandaran,
Behshahr, Iran
42Also at Department of Physics, Faculty of Science, Arak University, ARAK, Iran
43Also at Helwan University, Cairo, Egypt
44Also at Italian National Agency for New Technologies, Energy and Sustainable Economic
Development, Bologna, Italy
45Also at Centro Siciliano di Fisica Nucleare e di Struttura Della Materia, Catania, Italy
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