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ABSTRACT

We present the first systematic experimental validation of return-current-driven cylindrical implosion scaling in micrometer-sized Cu and Al
wires irradiated by J-class femtosecond laser pulses. Employing XFEL-based imaging with sub-micrometer spatial and femtosecond temporal
resolution, supported by hydrodynamic and particle-in-cell simulations, we reveal how return current density depends precisely on wire
diameter, material properties, and incident laser energy. We identify deviations from simple theoretical predictions due to geometrically
influenced electron escape dynamics. These results refine and confirm the scaling laws essential for predictive modeling in high-energy-density

physics and inertial fusion research.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license

(https://creativecommons.org/licenses/by/4.0/).

I. INTRODUCTION

Achieving controlled fusion energy in the laboratory remains
one of the most profound challenges in modern physics. At the
heart of inertial confinement fusion (ICF) research lies the quest
to compress hydrogenic fuel to extreme densities and tempera-
tures, a regime recently accessed by large-scale, multi-kilojoule, and
nanosecond-pulse laser facilities such as the National Ignition Facil-
ity (NIF) and OMEGA. ~ These flagship experiments have, for the
first time, demonstrated net energy gain and enabled exploration
of matter at multi-gigabar pressures. However, the high cost, low

repetition rate, and diagnostic limitations of such facilities impede
systematic investigation of the complex, transient plasma dynamics
underlying heating, compression, and instability growth.” ~ Con-
ventional optical and X-ray backlighting techniques are challenged
by the high opacity and ultrafast evolution of the compressed plasma
core, leaving important questions unresolved regarding energy cou-
pling, hydrodynamic instability, and material response at relevant
pressure, spatial, and temporal scales.

Recent studies have shown that short-pulse lasers operating
at the J scale can induce micrometer-scale cylindrical implosions,
achieving pressures approaching 1 Gbar at stagnation based on
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the hydrodynamic simulation predictions.”'’ These implosions,
driven by surface ablation initiated by hot-electron-induced return
currents, provide a highly controllable platform for investigating
fundamental high-energy-density (HED) plasma processes. When
combined with femtosecond hard X-ray free-electron laser (XFEL)
diagnostics, these experiments enable unprecedented temporal
(femtosecond) and spatial (sub-micrometer) resolution, directly
revealing processes previously inaccessible or unclear, such as insta-
bility growth and decay,'' hole-boring dynamics in wire targets,'”
and laser-driven fast electron transport in solid-density matter.'”"*
Such capability opens new windows into fundamental questions of
implosion dynamics and equation-of-state behavior at extremely
high pressures.

The physical mechanism driving such implosions involves
surface-bound return currents triggered by laser-accelerated hot
electrons. When an intense femtosecond laser irradiates a solid
target, electrons with energy exceeding MeV are expelled and
leave behind a net positive charge;'” '’ rapid neutralization by
return currents flowing along the target surface'® " can, under
the right conditions, drive compressive or pinching forces in wire-
like geometries. Indirect evidence of this process was first observed
in solid hydrogen-jet targets via optical shadowgraphy probing on
the DRACO laser.'”” Most notably, the Europe XFEL diagnos-
tics have recently enabled the first direct observation of cylin-
drical implosions in micrometer-sized metallic wires.” While the
proof-of-principle study demonstrates the promise of combining

RESEARCH ARTICLE pubs.aip.org/aip/mre

femtosecond lasers with XFEL diagnostics for a new path to the
highest pressures relevant to ICF research, it remains limited to a
single-case demonstration.

A systematic understanding of return-current implo-
sion requires quantitative validation of the underlying scaling
laws—specifically, how the peak surface current density j depends
on (i) wire radius r, (ii) atomic number Z, and (iii) incident
laser energy Ep. Theoretically, return-current models predict an
inverse-radius scaling j o< r~' with only weak material dependence,
modified by hot-electron escape dynamics and surface-wave atten-
uation.'” Experimental confirmation of these predictions across a
broad parameter space is essential both for refining our physical
models and for guiding the design of next-generation relativistic
femtosecond-laser implosion experiments.

In this work, we present the first experimental validation of
return-current scaling in micrometer-sized Cu and Al wires. By
combining XFEL-backlit imaging (with sub-micrometer spatial and
femtosecond temporal resolution) with hydrodynamic and particle-
in-cell (PIC) simulations, we quantify j over a range of wire diame-
ters (10-25 um), materials (Cu vs Al), and laser energies (0.1-1.357).
We show that j indeed scales inversely with r, exhibits minimal
Z dependence, and follows the predicted EIZ_/ 3 law, with systematic
deviations of 3% captured by geometry- and attenuation-based cor-
rection factors. Our results not only bridge critical gaps between
theory and observation, but also establish the scaling behavior of
return-current-induced implosions and demonstrate the predictive
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FIG. 1. X-ray images of wire implosions at different time delays. (a)-(d) A 10 um diameter copper wire at delays of 40, 100, 200, and 250 ps, respectively, after the ReLaX
laser. (e)-(h) A 25 um diameter copper wire at delays of 250, 500, 700, and 1000 ps, respectively. The color scale represents the square root of the normalized X-ray photon
density on the Zyla detector. The ReLaX laser is incident from the right, as indicated by the white arrow in (e). The implosion event is indicated by the hollow black arrow
in each panel. In (g), examples of a blast shock wave at the laser focus and a cylindrical compression shock wave on the wire surface are illustrated by the red and pink
dashed curves, respectively. (i)—-(k) A 25 um Al wire at 700 ps delay for ReLaX laser energies of 1.35, 0.81, and 0.27 J, respectively. (I}-(n) Horizontal lineouts (without the
square-root transform) taken at the positions indicated by the black arrow in (g) (z = 41 um), the red arrow in (g) (z = 111 um), and the red arrow in (i) (z = 41 um), with

each run’s normalized pre-shot profile at the same position shown as the reference.
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capability of the XFEL + femtosecond-laser platform for studying
ICF-relevant high pressure physics at reduced scale.

Il. EXPERIMENTAL SETUP

The experiment (p5689) was executed at the HED-HiBEF
instrument”* at the European X-ray Free Electron Laser, utilizing
the ReLaX optical laser system (maximum power 300 TW) as the
pump source. The ReLaX laser (with wavelength 800 nm) irradiated
the targets at a 45° angle relative to the X-ray propagation axis. Dur-
ing the experiment, we measured that the energy in the center main
Gaussian pulse was 1.35 ] maximum (0.45 fraction of total 3 J), with
a pulse duration under 25 fs. The focus on target had a full-width
half-maximum (FWHM) of (5.6 + 1. 5) um. The resulting maximum
laser intensity was ~ 1.4 x 10* W/cm®. The 8.5 keV X rays generated
by the SASE2 undulator were used to illuminate a quasi-Gaussian
region (250 um FWHM) around the ReLaX focal spot.

The target plane was imaged via a compound refractive lens
stack of 15 beryllium lenses. Each lens had a radius of curvature of
50 um with a web thickness of 30 um. The focal length of the lens
stack was 36 cm. The distance from the target to the imaging detec-
tor was 631 cm. The detector was a GAGG scintillator imaged to
an Andor Zyla CMOS camera via either a 7.5x or a 2x objective.
The detector pixel pitch was 6.5 pm. After accounting for the total
magnification factor, this results in an equivalent pixel size on tar-
get of 56 nm/pixel for the 7.5x objective and 210 nm/pixel for the
2x objective.

The X-ray energy was characterized via elastic scattering on
a Kapton foil with a von Hamos spectrometer. The pulse energy
was ~700 pJ, measured with an X-ray gas monitor in the tunnel.
Imaging resolution was determined using a resolution test target
(NTT-XRESO 50HC). Data were collected in the self-seeded mode
of the X rays, which provides improved spectral coherence and a nar-
row bandwidth (less than ~1 eV), resulting in a measured imaging
resolution better than 200 nm.

The delay between the optical pump and the X-ray probe was
scanned from a few picoseconds up to nanoseconds [one image per
delay (single XFEL pulse per train)]. This allows imaging of the
convergence of the implosion at different positions along the wire
axis. A representative dataset is shown in , where the implo-
sion dynamics of 10 and 25 um copper wire and 25 um Al wire are
recorded at various time delays. Both the blast shock wave generated
by the laser focal hotspot and the cylindrical shock wave emerging
at the wire surface and compressing inward are clearly observed, as
illustrated in . Implosion events resulting from cylindrical
compression are indicated by hollow black arrows in each panel. The
horizontal lineouts in - reveal reduced transmission at
the compressed region compared with the respective cold pre-shot
references.

lll. RETURN CURRENT SCALING LAW VALIDATION
A. Current density distribution on the wire surface

In Ref. 10, it was demonstrated that electrons escaping from
an intense laser-irradiated target induce a return current flowing
along the wire’s surface. Owing to the ultrashort (~100 fs) dura-
tion of the current pulse, the return current is confined within
the skin-depth layer of the target surface. The transient current
rapidly heats this thin surface plasma layer to temperatures of several
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hundred electron volts (eV) within a 100 fs timescale, while main-
taining solid densities. The subsequent rapid ablation generates
inward-propagating shocks, driving a cylindrical shock compres-
sion of the wire target. Given the extremely short duration of the
current pulse, the surface plasma temperature can be treated as
an initial condition for the subsequent hydrodynamic evolution.
Consequently, a direct correspondence exists between the surface
temperature, the current density, and the resulting implosion time.
Building upon these relationships, we derive that the surface current
density on a thin wire satisfies the return-current scaling law

- 1

where j; and r; are the current density and radius for two differ-
ent wire configurations. We determine the surface current density
j indirectly from the cylindrical implosion time Tin: for a given sur-
face temperature T., there is a one-to-one mapping T. <> Tim and
T, <> j,and so

j(2) = 7[Te(tim(2))].

It is shown that return currents have two main consequences
for the wire target:'" one is the Z-pinch effect, the other is the Joule
heating effect. In the wire targets that we use here (with 10-25 pm
diameter), the first effect can be ignored, since the magnetic pressure
is much smaller than the ablation pressure. Thus, we can use the sur-
face temperature to indirectly calculate the surface return current.
To construct the mapping f; : j = Te, we solve the electron-energy
equation:

N2
3 oT. 18(K8T5)+](r))

¢ ™ or

2n ot or " @)

oT,

where Kr, and or, = e /(mevei) are the electron thermal and
electrical conductivities, respectively. For temperatures lower than
100 eV, the Burgess resistivity model is used,”” while for tempera-
tures higher than 100 eV, the SESAME conductivity is used.
The full numerical solutions of Eq. (2) are shown in

for copper and aluminum (d = 25 um) wires. For copper wires, the
results for wire diameters of 10, 15, and 25 um are identical and
thus represented by a single curve. The weak radius dependence fur-
ther confirms that Joule heating and heat transfer are limited in a

very thin layer. The 51mulat10ns cover peak current densities ranging
from 5 to 200 kA/um?, with further details provided in
As a guide, using the Spitzer resistivity’’ and neglecting radial heat
conduction, we obtain

5 _
T2 - T ~ 5o (10310 17 InA)j’T, 3)

and so, for Ty << T., one has T, <><j4/5 (i.e., T ocjo's). This scal-
ing is plotted as a dashed line in . It can be seen that there
are modest deviations for those two temperatures at j < 50 kA/um?
(where the use of the Spitzer resistivity overestimates the collision
rate) and at j > 100 kA/ pmz (where radial heat transfer loss becomes
significant).

Next, the mapping fo: Te — Tim is obtained from one-
dimensional hydrodynamic simulations (see and Refs.
and 10). In the ablation-driven, strong-shock limit [over ~100 Mbar
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FIG. 2. (a) Variation of target surface temperature with peak current density. The dashed line shows the temperature—current density scaling according to the Spitzer
resistivity model. (b) Variation of target implosion time with surface temperature obtained from 1D hydrodynamic simulations. The dashed lines show the strong shock wave
scaling. (c) Target implosion time along the wire z position obtained from experimental measurements. The dashed lines show exponential fits of the data. The default laser

energy is 1.35 J. The fitted f3 are shown in each curve label. The initial conditions of Cu wires indicated by X-ray spectroscopy in

25 um Al data with 0.28 J laser energy at 1 ns delay have a misalignment.

and ~100 eV in the skin depth layer; see and ], the
Rankine-Hugoniot relation results in a shock velocity that scales as

U, o< Te1 / 2 As an approximation for small-radius targets, the average
shock velocity Us o< U, and so

] -1/2
Tim = = & Te . 4
= )

N

shows 7im (T.) for different wire geometries, with dashed
lines indicating the T, fit. All four cases exhibit a strong agreement
between the fitting and the simulation data. The simulations suggest
that the implosion process is a strong shock process driven by the
surface ablation. Thus, the initial surface temperature distribution
after surface-return-current heating along the wire position z can be
obtained by incorporating the experimentally measured implosion
time Tim.

Finally, the mapping f3: (2, 7im) — j(z) is extracted from
experimental measurements of implosion time vs axial position
(assuming that the laser focus is z =0 um) as shown in
Details of the experimental data extraction procedure and the
derivation of error bars are given in . Owing to the
recirculation of hot electrons, target bulk displaced from the
laser focal spot can experience a bulk return current (the com-
pensating bulk electron flow when hot electrons pass through the
bulk) Joule heating induced by laser-accelerated hot electrons.
We employ 2D full-scale hydro-PIC simulations constrained by
the measured ReLaX contrast and intensity (FLASH — PIConGPUj
see ) to evaluate the wire’s bulk temperature. Com-
bined with global energy conservation and phase-contrast imag-
ing (PCI) forward calculations’ presented in , these
results indicate that at an offset of 30 um, the bulk temperature
remains at or below 2 eV (see shows
raw Cu K-« spectra dominated by the neutral doublet with only a
weaker ionized-Cu complex, indicating that the line-of-sight emis-
sion is bulk-dominated by near-neutral material and supporting our
assumption that the bulk away from the focus can be treated as effec-
tively cold. Under these conditions, the corresponding correction
to the surface-shock velocity is of order 1% [see Eq. ] and is
neglected.

Therefore, we consider implosion data acquired from regions
located beyond 30 um from the focal spot, and thus assume a cold
initial state for the analysis presented in this work. As the return

show good consistency. The

current propagates along the wire surface with surface wave behav-
ior, the current density along the z position of the wire propagates
with

J(z1) o< jo(z = vgt) exp (-B2), (5)

where j, is the initial current density at z = 0, 8 is the decay constant
associated with wire impedance, and v, is the group velocity of the
surface current wave. By incorporating Eqgs. (3)-(5), we have

Tim (z) o< exp (0.48z), (6)

showing that the implosion time distribution 7im (2) is exponentially
increasing with z position. The dashed lines in represent
the fitting of the experimental data using Eq. (6). The strong agree-
ment between the experimental data and the fitting confirms the
surface wave behavior on the wire targets. Because the decay con-
stant f3 represents impedance attenuation along the wire surface,
it depends primarily on geometry, material properties, and wave
frequency—conditions that were similar across all our experimental
cases. Consequently, all cases exhibit very similar decay constants,
as illustrated in . This characteristic enables reconstruction
of the current density distribution on the target surface using lim-
ited experimental data, making a systematic validation of the scaling
law feasible. We reconstruct the initial surface temperature and the
peak surface current density profile along the wire as shown in
Having reconstructed the current-density profile along the wire, we
next examine how this profile’s characteristics scale with wire radius,
material, and laser energy.

B. Current density radius
and atomic-number dependence

and present the reconstructed initial surface
temperature and peak current density distributions for Cu and Al
wires of various radii irradiated by a 1.35 J laser (shown as data
points). and show the corresponding results for Al
wires of fixed diameter (25 um) under various laser energies. The
dashed curves represent exponential fits based on the surface wave
model described by Eq. (5). For the radius-scaling cases, separate
fitting constants are used for each curve, as indicated in the figure
labels. For the energy-scaling cases, the curve corresponding to the
1.35 J, 25 um Al wire is used as a baseline and linearly scaled to
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FIG. 3. (a) and (c) Reconstructed initial surface temperature. (b) and (d) Reconstructed peak surface current density j along the wire axis z. Data points with error bars

represent values obtained from

. Dashed lines show exponential fits y(z) = a exp(—fz) to the reconstructed data. The two numbers in parentheses in each label

denote the fitting constants: a [units of eV for (a) and (c), and kA/um? for (b) and (d)] and S (units of m~"), respectively. (c) and (d) show results rescaled to the 1.35 J, 25 um
Al wire reference case; in these panels, the single number in parentheses in each label is the normalization factor.

other laser energies. As shown in and , the experimen-
tal data largely follow the fitted exponential profiles within the first
100 pm of axial position. Beyond this range, the measured values
tend to slightly exceed the model predictions, with noticeably larger
uncertainties. This discrepancy arises because the Spitzer resistivity
model deviates from its T~>' scaling at lower temperatures (below
100 eV in our study). Overall, the agreement between experiment
and theory supports the exponential attenuation behavior described
in Sec.

Using the 25 um Cu wire as reference, shows that
for smaller-radius Cu wires (15 and 10 um), the current density at
a given position increases as the wire radius decreases, consistent
with the expected scaling law trend. However, when considering the
actual ratio, the radius-scaling law predicts r25/r15 ~ 1.67, whereas
the experiment gives j,./j,s ~ 1.35 (~19% lower), and for 10 um
wires, it predicts r25/r19 ~ 2.50 vs the measured 1.65 (~34% lower)
for the z = 40 um position. It is found that the nominal inverse-
radius scaling j o< ™! overestimate the current density when scaling
from a large-radius to smaller-radius target. The correction for the
nominal scaling law can be studied from at least two aspects. First,
according to the target normal sheath acceleration (TNSA) mecha-
nism, a sheath field forms at the target surface, and only hot elec-
trons with energies exceeding the sheath potential can escape;
the magnitude of the sheath field depends on the target geome-
try. The sheath field intensity at the rear of the target scales as
E oc d7* for a slab target,” implying that increased target thickness
reduces hot-electron recirculation and enhances hot-electron escape
as the wire diameter increases. Under ideal conditions, with no pre-
plasma of target and hydrogen atoms, we infer that the reduced

escaping-electron charge in thinner wires leads to a current density
ratio correction ¢(r) = (r/25 um)**’, as confirmed by the analytic
calculation presented in .

Realistic laser contrast introduces pre-pulse preheating and
pre-expansion that modify both laser absorption and hot-electron
escape. According to 2D full-scale hydro-PIC simulations (FLASH
— PIConGPU; details of which are given in ), the
resulting total escaping hot-electron number N, laser-absorption
coefficient Ay, and escape fraction fes = Nes/Nj—evaluated across
materials, radii, and laser energies—are summarized in , where
N}, denotes the total hot-electron yield produced under absorption
Ap. For Cu wires (laser energy 1.35 J), the PIC results show that
Nes increases with radius—consistent with the ideal trend—but the
effective radius correction is stronger, with ¢(r) = (r/25 um)**
(fit over 10-25 pm); see . Since Nes o< Arfes, We sepa-
rate absorption and escape: the absorption varies only slightly with
radius [Ar ~ 0.20 for 10 um and Ay ~ 0.23 for 25 pm; , cir-
cles], indicating that the primary source of the radial dependence of
N is the escape fraction fe [ , squares]. Consequently, the
realistic pulse shape and target pre-expansion introduce additional
corrections beyond the ideal prediction in ( )
reconciling the observed departures from the nominal r~" law.

Second, variations of the current density decay constant
B across radii and materials would introduce an additional cor-
rection to the scaling. We quantify propagation losses by defin-
ing B via a single-exponential attenuation of the surface current,
j(2) =j, exp(—pz), and extracting 8 from a linear fit to Inj(z)
over the same z window (0-250 pm)for all cases at fixed incident
energy 1.35 J as shown in . The fitted attenuations f are
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FIG. 4. Full-scale hydro-PIC simulation results for laser absorption and hot-
electron escape. (a) Escaped hot-electron line density Nese (x10'” m=") for each
target/energy condition (vertical-axis labels on the left); colors encode the material
(Cu = blue, Al = red). (b) Same category order; circles show laser absorption
A, referenced to the bottom horizontal axis (0%-50%), while squares show the
hot-electron escape fraction £ referenced to the top horizontal axis (0%—100%).
Markers are slightly offset vertically for readability, but correspond to the same
vertical-axis category.

S8 = 13862 x 10* m™!, B¥ = 13697 x 10* m™!, By = 1.4242
x 10* m™!, and [3951 = 13260 x 10* m™". These cluster around
B~ 138 x 10* m™" with a spread of only a few percent (~1.2%,
+2.7%, and —4.3% relative to ﬂ%‘ ). Hence, under identical pulse con-
ditions, attenuation differences are modest and subdominant to the
geometric escape correction ¢(r) introduced above. We note that
the value of  reported here is slightly different from that in
because Eq. was derived assuming a Spitzer-resistivity scaling,
T, o< jo‘s. As shown in , this scaling breaks down at both
low and high current densities; consequently, the inferred 3 deviates
accordingly.

Combining those two corrections, the ratio of current densities
at two radii r; and r, becomes

jn (2) n (n 0.53 o )
T nemmep (B =g« () el Mﬂ)

where ¢(r1,72) = (r1/r2)**. Equation (7) captures the data quanti-
tatively. At z = 40 um, for example, we obtain j ;/j,s ~ 1.30 vs 1.35
fitted measured and j /j,s ~ 1.65 vs 1.60 fitted measured, i.e., agree-
ment at three-percent level. Hence, Eq. serves as a compact,
accuracy-level description of the radial scaling in the present regime.

With geometric effects excluded, for a cylindrical conduc-
tor (radius r) at surface current angular frequency w, the surface
maximum surface current density is

Ik Jo(k) T
2na J1(kr) " 2mades

]max -

for |klr>1, (8)

with k = (1 + i) /8efr, where ], are Bessel functions of the first kind,
I is the total current, and Jf is the effective skin depth. We choose

Oeff = min(Sr, 8p), where the resistive skin layer oz = \/2/(powo)

and the plasma skin layer 0p = ¢/\/w, — 0’ ~ c/wp (w < wy). For
Spitzer transport, 7 ~ 1.03 x 107*Z In A/Tf/2 (SL; T, in eV), and so
0 =1/nand Jmay o< (I/277) (0w)/? o (I/2n'r)T3/4(Z InA) 2!/
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when O = 0r < 1. compares the reconstructed j(z)
for 25 um Cu and Al wires, yielding j(z)cu/j(z)a1 » 1 across the
measured range. This near-unity ratio shows that under identi-
cal geometrical and laser conditions, the return-current scaling law
is weakly Z dependent for the Cu and Al wires. Two key factors
explain this result: first, the initial amplitude I = dNes/dt is gov-
erned predominantly by wire geometry (radius) rather than atomic
number, as shown in ; second, Cu and Al follow nearly iden-
tical Spitzer-resistivity models at our experimental temperatures.
Consequently, the surface return currents are largely insensitive to
material choice under our conditions. To more stringently test the
material dependence of the surface-return-current scaling, future
measurements including a low-Z polymer (CH) and a high-Z metal
(W) would be informative.

In summary, the surface-return-current density increases sys-
tematically as the wire radius decreases, and the measured ratios
are captured within a few percent by the revised scaling [Eq. (7)]
once the escape factor ¢(r) and the radius-tagged attenuation f3 are
included. By contrast, Cu and Al wires of identical diameter yield
indistinguishable j(z), indicating only a minimal Z dependence in
our parameter range (Cu vs Al, with geometry and drive held fixed).
Building on these findings, in Sec. , we isolate geometric and
material effects by studying a single 25 pm Al wire under vary-
ing laser energies, thereby assessing the potential of ultrashort-pulse
lasers for fusion-relevant pressure generation.

C. Current density laser energy dependence

Understanding how the surface-return-current density scales
with incident laser energy is critical for extrapolating from the
current ReLaX system—which approaches ~1 Gbar pressures (pres-
sure at implosion stagnation based on hydro simulations)” —to
the higher energies required for ICF-relevant high pressures. We
therefore systematically study the dependence of j on Ep (laser
energy).

The dependence of the surface-return-current density on inci-
dent laser energy follows the hot-electron temperature scaling
in Eq. . We compare the measurements with three estab-
lished scalings: Kluge’s,”® the ponderomotive (Wilks) scaling,”” and
Beg’s experimental scaling.”® Within our high-contrast, femtosec-
ond drive window (g € [1.0, 8.25]), Kluge’s and Beg’s scalings show
the closest agreement with the PIC results and experimental data,
whereas the ponderomotive trend does not reproduce the observed
energy dependence as well.’”® Because Beg’s original fit pertains
to picosecond-duration pulses with substantial preplasma, we use
Kluge’s scaling as a neutral baseline for extrapolation and for nor-
malizing the amplitude trends, while retaining Beg’s and pondero-
motive curves for reference. For completeness, we can have an
analytic equation for the current density laser energy dependence

with Beg’s scaling. Using T}, = O.469a§/ 33 and Eq. , we obtain
joc Ei/3w64/3rzz/3, )

where wy is the laser focus waist and 7y is the laser pulse width. Those
two parameters are fixed in our experiments. Hence, j o< Ei/ * when
wo and 17 are held constant.

summarizes the amplitude factors C extracted
from the axial fits j(z) =Ce® for a 25 um Al wire at
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FIG. §. Variation of surface-return-current density in 25 um Al wire with laser
energy. Here, the laser waist and pulse duration are fixed. Shot-to-shot focusing
jitter causes the focal FWHM radius to fluctuate around 5.6 um with a spread of
1.5um[i.e,, wo = 5.6(15) um].

Ep = {1.35,0.81,0.28,0.10} ], yielding C = {1.00,0.65,0.34,0.12}
[see also and ]. The apparent energy dependence is
influenced by the nanosecond/picosecond pre-pulse levels, which
vary with energy at fixed contrast in those experiments, and to com-
pare with hot-electron temperature scalings, we renormalize C by
the simulated laser absorption Ay and escape fraction fes ( ). The
experimental curve is co-registered to Kluge’s scaling at 1.35 J, and
the ordinate is normalized such that this common reference equals
unity. The theoretical bands include the ReLaX shot-to-shot focus
spot jitter. Over the explored intensity range, the renormalized data
follow Kluge’s and Beg’s scalings closely, while ponderomotive pre-
dicted trends do not follow the measured current density at higher
laser intensities. This establishes that hot-electron dynamics reliably
predict the peak return current and, by extension, the attainable
pressure as a function of laser energy. When the full energy of the
ReLaX laser (typically 10 J per pulse) is utilized in future experi-
ments, the peak surface current density is expected to increase by
a factor of approximately three compared with the 1.35J case, based
on the experimentally validated scaling law. For a 25 pm Cu wire,
this corresponds to a surface temperature of ~500 eV at an axial
offset of 40 um from the laser focal position. Hydrodynamic sim-
ulations predict that the resulting stagnation pressure could reach
up to 2 Gbar under these conditions.

This scaling indicates that by increasing the laser energy, one
can predictably raise the peak return current (and thus implo-
sion pressure), informing the design of next-generation high-energy
experiments.

IV. SUMMARY AND OUTLOOK

Our experiments have provided the first systematic validation
of return-current-driven implosion scaling, demonstrating clear
dependencies on wire diameter, material, and laser energy. The com-
prehensive study demonstrates clear scaling behaviors with wire
diameter, material, and laser energy.

The residual deviation from j oc r™! is quantitatively explained
by the radius-dependent escape fraction ¢(r) (capacitive-sheath
effect) and, to a lesser extent, small differences in current attenuation
B; together they yield Eq. (7), which matches the measured ratios at
the 3% level.
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These findings bridge a critical gap between theoretical mod-
els and experimental observations. The refined scaling laws greatly
enhance our ability to predict implosion dynamics, which is essen-
tial for the development of ICF technology and HED plasma science.
By confirming these scaling laws, we provide a solid experimental
foundation for designing future high-energy experiments and for
benchmarking simulation codes in HED physics.
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APPENDIX A: HYDRODYNAMIC SIMULATIONS

Hydrodynamic simulations were performed using the FLASH

code (version 4.6.2), developed by the University of Rochester.
All simulations were carried out in one-dimensional cylindrical
geometry. The computational domain spanned 50 pm in radius, with
the target occupying the central region and the remainder initialized
as vacuum. To facilitate numerical stability, the vacuum region was
filled with low-density hydrogen (1 x 107> g/cm’) at a temperature
of 1 eV. Target materials were copper and aluminum, each initialized
at their respective solid densities.

On ~ 100 fs timescales, heat transport along the wire axis (z) is
negligible. We therefore model the implosion as a one-dimensional
radial hydrodynamic evolution, with the surface temperature gov-
erned by surface return current Joule heating via Eq. (2). The target
is initialized at solid density with a uniform temperature Ty = 0.1 eV
on a radial grid with spacing Ar = 3.125 nm, for a set of initial wire
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FIG. 6. (a) Example of a surface-return-current waveform for a case with peak
intensity of 80 kA/um?. (b) Radial current-density profile j(r) at t = 48 fs for
a 25 um Cu wire. (c) Corresponding surface temperature history. (d) Radial
temperature profile at t = 100 fs.

radii. The 100 fs surface-return-current waveform at r = ro (with ro
the initial wire radius) is taken from Ref. 10 and an example is shown
in for a peak intensity of 80 kA/um?. The radial current den-
sity j(r,t) is obtained from a skin-depth prescription; an example

for a 25 pm Cu wire at t ~ 48 fs is plotted in . The corre-
sponding surface peak temperature is shown in , and the
radial temperature profile at t = 100 fs is shown in . These

temperature profiles are then used as initial conditions for FLASH
hydrodynamic simulations to determine the implosion time corre-
sponding to a given peak surface temperature and current density.
Finally, we scale the applied current density to different peak values
to map the resulting surface temperatures and implosion times.
shows the calculated peak surface temperature for
different current densities. In accordance with the return-current
scaling theory,'’ the magnetic compression associated with the J x B
force is neglected, and the initial fluid velocity is set to zero. Reflec-
tive boundary conditions are applied at the symmetry axis, while
outflow boundary conditions are used at the outer edge of the simu-
lation domain. A self-adaptive mesh refinement scheme is employed
to resolve steep gradients. Material properties are obtained from
SESAME equation-of-state tables.”” The system is evolved using the
one-fluid, two-temperature (ion and electron) hydrodynamic equa-
tions implemented within FLASH. The simulated implosion times
corresponding to different initial surface temperatures are shown in

APPENDIX B: OBTAINING IMPLOSION
TIME FROM EXPERIMENTAL DATA

Here, the laser irradiation position and wire implosion position
have to be determined by analyzing the detector images as shown
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in . The position of the shock convergence point can be read-
off directly, while the laser irradiation position has be determined
using the mean value of the edges of the circular region around the
laser impact. We have selected three datasets for this study. The first
dataset comprises Cu wires with different radii (25, 15, and 10 um)
and is used to investigate the radial dependence of the current den-
sity. The second dataset includes 25 pm wires made of different
materials, specifically Cu and Al to verify the atomic number (Z)
dependence of the current density. The third dataset consists of
25 um Al wires irradiated by different incident laser energies (1.35 ]
as the default, and 0.81, 0.28, and 0.1 J) to examine the laser energy
dependence of the current density. Each dataset includes repeated
runs with different XFEL delays relative to the ReLaX laser irradia-
tion time. For each effective run, an implosion point is observed on
the wire. The z position of this implosion point is measured for each
corresponding delay, resulting in pairs of z positions and implo-
sion times. A summary of the variation in wire implosion time with
z position is presented as the data points in . The error bars
come from the detector’s resolution, from inaccuracies when read-
ing off the positions due to low contrast in some cases or the size of
the relevant features on the image, and from the conversion of pixels
to um.

APPENDIX C: NONIDEAL EFFECTS OF ESCAPING
CHARGES: DEPENDENCE ON TARGET RADIUS

In this appendix, we discuss the nonideal effects of the escaping
charges as a function of the target radius. Outside the target wire, the
hot-electron density is assumed to follow a Boltzmann distribution

1 E
f(B)= pew (- o

where T}, is the hot-electron temperature. The total number of hot
electrons is given by

) c1)

E
Ni= AL, ()
Ty
with A representing a laser absorption coefficient and E; the laser
energy. Hot electrons with energy E > eV (where Vi is the sheath
potential) escape from the target. Consequently, the fraction of
escaping charges is
o Nes
Nt

e

Vs
fes ksT),

/evoof(E) dE = exp(—

which indicates that only those hot electrons with energies exceed-
ing the sheath potential V overcome the barrier and escape into
vacuum. Simultaneously, these escaping electrons contribute to an
increase in the sheath potential.

The potential generated by the hot electrons in a cylindrical
system can be derived from the Poisson equation in vacuum,

Ld(dv)_en
rdr\"dr) &
To simplify the analysis, an effective capacitance, Ce is introduced
so that the sheath potential is given by

_ QCS
- bl
Ceft

) @

(C9)
€0

Vs

(C5)
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where Q. = eNe; is the escaping charge. Thus, Eq. becomes

2 2
4 Nes (4 f esNh
= - = -——0 ). C6
Jes = exp ( Ceitks Ty, ) P ( Cetkp T, ) (C6)
The solution of this equation yields

Cett(7) (sz T,)? W(
ALe EL

(€7)

fes(r) _ ALe EL ),

Cert(r) (kpTy)*

where W (-) is the Lambert W function. Moreover, solving Eq.
leads to the unit capacitance of a wire target,

27‘[80

O hweny

(C8)

with 7 being the radius of the cylinder and r; the effective radius of
the outer conductor. In our case, the surface return current is sup-
plied by short-range hot electrons escaping from the target. Thus,
r1 denotes the short-range hot-electron escape distance and is set by
the pulse duration, r; ~ c7r, where 7y, is the laser pulse duration and
c is the speed of light.

From Eq. , it can be shown that

Jes(Lo, 1) o< LoC(r) W( fuw(Lo, C(r))) » LoC(r) W(fuw(Lo)), (C9)

where f,, is the collection of terms inside the Lambert W function
as shown in Eq. , Lo is the effective length of the capacitance,
and Cef = LyC(r). The approximation in Eq. is made because
r is only a small perturbation compared with Lo. Thus, the trend of
variation of fes(Lo,7) with the target radius is decoupled from the
target length Lo, enabling us to use two-dimensional PIC simulations
to verify this result.

The theoretical prediction for the escaping charges, based on
Eq. (with 71 = 1 um), is shown as a solid line in . The
results indicate that the target radius has only a minor effect on the
escaping charges. An exponential function of the form r* was used to
fit the data (the dashed line in ), yielding an exponent of 0.49.
This dependence of the escaping charges on the radius consequently
reduces the scaling effect of the target radius on the surface return
current.

709 — Eq. (C7)
- fit: 049

5 10 15 20
r[um]

FIG. 7. Escaping charges as calculated analytically using Eq. at a laser
energy of 1.35 J. The dashed line shows a curve fitting to the analytical results.
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APPENDIX D: ESCAPING CHARGES WITH FULL-SCALE
HYDRO-PIC SIMULATIONS

The ReLaX temporal contrast is not an ideal Gaussian: a pre-
pulse of intensity ~1 x 10" W/cm?® appears ~100 ps before the
main peak [ ], preheating and slightly pre-expanding the
wire surface. This pre-expansion can affect both main-pulse cou-
pling and hot-electron escape. We therefore use FLASH to model
the pedestal/prepulse and feed the resulting density profile into
PIConGPU"' for the femtosecond interaction.

For the hydro stage (FLASH), field ionization of Cu/Al becomes
important only near ~1 x 10> W/cm? on ~10 ps timescales before
the main pulse;'* we therefore start at t = —100 ps (intensity ~1
x 10" W/cm?) and evolve the rising edge until it reaches 1 x 10"
W/cm? at t ~ —(0.3-0.4) ps (based on laser energy). Over this last
0.3-0.4 ps the hydrodynamic expansion is quasi-static; we freeze the
density profile at t = —(0.3-0.4) ps and use it as the initial condition
for the PIC stage. The preplasma scale length (for the example of
a 25 um Cu wire with 1.35 J laser energy) at the A = 800 nm crit-
ical surface is ~700 nm [ ], and a two-dimensional density
map for Al at t = —0.3 ps is shown in . FLASH uses two-
dimensional Cartesian with outflow boundaries and SESAME EOS
tables (Cu/Al).

For the PIC stage (PIConGPU version 0.7.0, 2D3V), we include
ionization and a Coulomb collision process. The targets are initial-
ized at base densities of 34.6n, (Al) and 48n. (Cu), both with an
initial charge state Z = 1. The simulation box is 60 x 60 um?; the
laser propagates along x, is p-polarized, and is directed to an off-
axis position R/2 from the wire center [ ]. The grid spacing
is 800 nm/194.56 (resolving plasma oscillations up to n. ~ 1400n,),
with five macroparticles per cell. Absorbing (open) boundaries are
used for fields and particles. For Al (the example shown), the
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electron density at =60 fs (with t =0 defined when the peak
intensity reaches the wire surface) is plotted in ; the corre-
sponding E, and mean kinetic energy %E: are shown in

and 8(f), respectively. The sheath field peaks at ~2 MV/um, and
the average hot-electron energy spans hundreds of keV to several
MeV. Virtual detectors on the box boundaries record the escaping-
electron spectra [ ], and the total escaping number Nes vs
simulation time with different materials, laser energies, and wire
radii is shown in . These data are used to normalize the
return current scaling laws in the main text.

APPENDIX E: VERIFICATION OF STRONG-SHOCK
ASSUMPTION

Our inference of the surface-return-current density relies on
the strong-shock assumption. We consider the unshocked bulk
(state 1) with (p,, P1, To) as the upstream and the hot surface layer
(state 2) with (p,, P2 ) as the downstream. The upstream sound speed

is co = \/yP1/p1, where y is an effective adiabatic index. Using the
Rankine-Hugoniot relations, we obtain

1(P 1 ~1
vi-é 1+Q(—2—1) _Yrlp Y p,
2)/ P, 2p1 2P1

(E1D)

Equation shows that the shock speed is dominated by the down-
stream pressure P, (set by the surface layer), with a small additive
correction from the upstream state P;. In the strong-shock limit
Pz > Pl,
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FIG. 8. (a) Measured ReLaX laser temporal contrast. (b) Simulated Cu wire cross-sectional mass density at the laser focus, 400 fs before the main-pulse peak (laser energy
1.35 J). (c) Two-dimensional density map for Al at 400 fs before the main-pulse peak (laser energy 1.35 J). (d) Example of an Al electron-density snapshot at t = 60 fs (with
t = 0 defined when the peak intensity reaches the wire surface). The ionization state can be overestimated owing to the temperature definition during the PIC simulation. (e)
and (f) Corresponding transverse electric field £, and average electron kinetic-energy distributions. (g) Energy spectrum of escaping hot electrons (25 um Al wire, 1.35 J,
150 fs). (h) Total escaping number Nes as a function of simulation time for different materials, laser energies, and wire radii.
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and the relative deviation induced by a finite bulk temperature (finite
P, ) is

% Us - UsO

UsO USO

LLly=1h 1P
2y+1P, 4P,

(y=5/3).  (E3)

We estimate the bulk temperature using (i) PIC simulations of
hot-electron dynamics, (ii) a global energy-budget estimate, and (iii)
forward hydrodynamic/PCI modeling.

(i) PIC estimate. Using an Al wire as an example, we fit the elec-
tron velocity distribution to a Maxwellian™* at ¢ = 80 fs after
the laser peak reaches the surface to obtain the bulk thermo-
dynamic temperature [ ]. The one-dimensional profile
at y =26 um is shown in . An exponential enve-
lope T(x) = Te % extrapolates the decay to larger distances,
yielding Ly = 5 pum; thus, along the laser-propagation direc-
tion, the bulk temperature at x = 30 pm is ~5 eV. Transversely,
the hot-electron beam diverges [ ], the associated
return current is much weaker, and the bulk temperature at
z =30 umis «5eV.

(ii) Global energy budget. From energy conservation, ~1.35 J of
laser energy is contained in the main focal spot; ~20% goes
into hot electrons, and assuming ~30% of that is deposited
resistively in the bulk, a 60 um long, 25 pm diameter Cu

RESEARCH ARTICLE pubs.aip.org/aip/mre

segment corresponds to an average specific energy of ~307
MJ/kg. The EOS used in maps this to an average
bulk temperature of ~13 eV. In practice, most of this energy
is concentrated near the focal region [cf. ] and at the
surface that drives the cylindrical shock, and allocating only
~30% [assuming a hot-spot radius of 6 um based on ]
of the Joule heating to the rest of the bulk yields an average
bulk temperature ~2 eV outside the focal zone.

(iii) Forward phase-contrast-imaging (PCI) modeling. Using the
2023 dataset,” PCI forward calculations for the Cu wire

[ ] indicate that the measurements at z = 30 pm fall
between the Ty = 0.1 and 5 eV curves, with a closer agreement
with 0.1 eV.

Taken together, these diagnostics indicate that the bulk remains
at most 2 eV at 30 um away from the laser focus. Using P; /P, $ 1072
appropriate to the strong-shock regime (P, ~ 10* Mbar), Eq.
gives

AUJUg =~ 6 (1%).

Consistently, shows that the inferred surface temperatures
are T, ~ 250 and 244 eV for Ty = 0.1 and 5 eV, respectively, with the
latter disfavored by the global energy budget. We therefore conclude
that treating the bulk as effectively cold is justified, and the strong-
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FIG. 9. (a) Two-dimensional maps of the Al bulk electron thermodynamic temperature from PIC simulations at ¢ = 80 fs after the laser peak reaches the surface. (b)
One-dimensional electron-temperature profile at y = 26 um with an exponential envelope T(x) = Te=*/; the black dashed line marks the Al wire surface. (c) Copper
specific-internal-energy—temperature relation at 8.93 g/cm?®. (d) Forward PCI calculations using the 2023 dataset®* for a Cu wire at different initial bulk temperatures T, and

compared with experiment data measured at 30 um from the laser focus.
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FIG. 10. Unprocessed X-ray spectroscopy of Cu wires.

shock assumption underlying our surface-return-current inference
is self-consistent.

APPENDIX F: Cu K-a SPECTROSCOPY

We present unprocessed X-ray spectra from Cu wires (diam-
eters d = 10-25 pm) in . The counts were recorded directly
from the detector, with no background subtraction, no detector-
response/flat-field correction, and no absolute photon-number cal-
ibration. The XFEL probe beam was on during these measure-
ments. In the Cu K-a region, the spectra show a dominant neu-
tral Cu K-a doublet around 8.05 keV and a weaker complex at
8.33-8.45 keV consistent with He-like/H-like Cu emission. This
indicates that the line-of-sight emission is dominated by near-
neutral bulk, with only a small hot component, which supports
treating the bulk away from the focal region as effectively cold in
our analysis. Shots {118, 116,101,104, 106,267,271,275} are 25 um
wires, shots {354, 356,358,362,416,350} are 15 um wires, and shots
{452,448,490,132} are 10 um wires.
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