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Abstract. The dCache project delivers an open-source, massively scalable,
distributed storage system deployed internationally to satisfy today’s scientists’
ever-demanding storage requirements. Its multifaceted approach supports dif-
ferent use cases with the same storage, from high throughput data ingest, data
sharing over wide area networks, efficient access from HPC clusters, and long-
term data persistence on tertiary storage. Even though dCache was initially
developed for HEP experiments, today, it is used by various scientific commu-
nities, including astrophysics, biomed, and life science, each with their specific
requirements. To match the needs of these new communities and keep up with
the scaling demands of existing experiments, dCache is permanently evolving.
With this contribution, we would like to highlight the recent developments in
dCache regarding integration with CERN Tape Archive (CTA), advanced meta-
data handling, token-based authorization support, bulk API for QoS transitions,
REST API to control interaction with the tape system, and future development
directions.

1 Introduction

The dCache project started in 2000 as a collaboration between Deutsches Elektron-
Synchrotron (DESY) and Fermi National Accelerator Laboratory. The mission back then
was to develop a common storage software that combined commodity heterogeneous disk
servers as a caching layer in front of tape storage. The dCache software has proved popular
within WLCG. Various laboratories and universities have deployed dCache. Combined, they
provide some 50% of the overall WLCG storage capacity outside of CERN1. Today, dCache
has been used in production for over twenty years and is deployed throughout the world
[1]. Increasingly, sites use dCache to support communities with needs beyond those of LHC
experiments. For example, DESY facilities now serve photon sciences, biology, future accel-
erators, R&D, and more. From its earliest versions, dCache has addressed the challenges of
new user communities and evolving workflows by developing and adopting innovative solu-
tions to boost productivity [2]. Despite its maturity, dCache continues to adapt to changing
technologies and user demands. Beyond distributed storage, it offers access and authentica-
tion protocols, supports third-party copy for inter-site data movement, and provides standard
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and HEP-specific protocols to meet scientific needs. dCache runs in heterogeneous envi-
ronments, giving sites flexibility in hardware and OS choices, and its scalable architecture
supports deployments ranging from a single node to hundreds, allowing seamless growth.

This paper will discuss the technical details of dCache recent developments.

2 Namespace scalability

The dCache architecture separates storage for data from storage for file metadata[3]. Its
metadata service is implemented on top of a PostgreSQL database. Although the file meta-
data usually occupies only a tiny fraction of storage systems, for example, the metadata for
the EuXFEL dCache instance is only ≈ 200GB for ≈ 140PB of stored experiment data, i.e.,
0.000001%, the metadata operation latency plays a significant role in the overall distributed
storage system performance. With a growing number of data-ingest and data-processing
CPUs in modern scientific environments, the primary challenge for metadata servers arises
from semantics required by POSIX specifications for create, link, mkdir, rename and un-
link operations. The POSIX semantics[4] assume linearizable consistency, where filesys-
tem updates become visible to all readers at the same point in time without synchronization
operation[5]. However, not all workloads require strong POSIX semantics. Starting version
9.2, dCache provides a tunable consistency mechanism that improves the filesystem object
creation rate by relaxing POSIX constraints and introducing eventual consistency for the par-
ent directory attributes. Each metadata-aware component, such as an NFS server (NFS door)
or a metadata server (PnfsManager), can be configured depending on the application’s needs
to provide different consistency guarantees. Three consistency levels are available: strong,
weak, and soft. The consistency level can be selected based on the POSIX compliance re-
quired for a given use case. For example, the applications that only create data can use
weak consistency, whereas others can fall back to soft or strong consistency. The test work-
loads have demonstrated an increase of up to x200 throughput of weak over strong consis-
tency. Such a technique demonstrates that using commodity hardware and general-purpose
databases can provide an HPC-scale distributed storage system comparable with metadata
and I/O with high-end cluster filesystems.

3 Analysis Facility support and POSIX access

One issue when dealing with large volumes of data is how to provide efficient data access.
Many standard protocols lack the features to benefit from distributed data, which is common
in multi-petabyte storage systems. Version 4.0 and earlier of the NFS protocol are examples
of such behavior: all data access goes through a single node, limiting overall performance.
However, with the introduction of the pNFS extension in NFS v4.1[6], the NFS protocol has
become a practical way of accessing large-scale storage[7]. By separating metadata and the
data access paths, clients can talk directly to the data servers. This allows distributed storage
systems to grow in throughput and capacity by increasing the number of data servers. To the
best of our knowledge, NFSv4.1/pNFS is the only open standard to access distributed storage.
Figure 1 demonstrates pNFS-enabled distributed server architecture.

For this reason, dCache supports NFS, with an emphasis on pNFS[8]. This allows the
storage system to be mounted using standard clients (such as the Linux kernel) without need-
ing any driver or application changes.

The analysis framework ROOT[9] developed and maintained by CERN supports vari-
ous network protocols with the ability to add more. This allowed using ROOT with dCache
via HEP proprietary protocol, like DCAP or XRootD. With a growing demand for non-HEP
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Figure 1: NFSv4.1/pNFS distributed architecture. The storage bandwidth grows with the
number of data servers.

Figure 2: Local access protocol distribution percentage.

software, like Jupyter Notebooks and Apache Spark, POSIX-like data access is expected. In
addition, with the availability of opportunistic HPC resources to HEP experiments, the pro-
vided POSIX interface must not require any special software installed on the worker nodes.
The NFS-mounted dCache allows such communities to use standard Linux machines to ac-
cess data stored in dCache without adapting their analysis software, which is not always
possible. Moreover, with recent developments in the dCache inter-component communica-
tion protocol[10], the overhead of the internal communication is reduced, which improves
the efficiency of HPC jobs, where file metadata access is as essential as the data access itself.

Figure 2 demonstrates HTCondor data access protocol distribution at the National Anal-
ysis Facility (NAF) at DESY. Most NAF local accesses are dominated by NFSV4.1/pNFS,
shown in blue, while grid jobs often utilize xroot protocol[11], shown in green. The rise of
xroot-based accesses over weekends demonstrates the interactive nature of NAF, where grid
jobs use idle nodes as an opportunistic resource[12].

Another case of non-ROOT-based analysis is using commercial applications, such as
MATLAB, under Microsoft Windows OS. To support MS Windows users to store and access
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data in dCache, the SMB protocol has been added. Rather than implementing the SMB proto-
col support directly in dCache, a protocol translation server runs the open source SAMBA[13]
software while providing access to dCache storage via NFS.

In close collaboration with Linux kernel developers, dCache is an early adopter and
demonstrator of the evolution of the NFS protocol and gives Early Access to new devel-
opments, like extended file attributes[14] over NFS or NFS-over-TLS[15].

4 Integration with CERN Tape Archive

Even though large hard disk-based storage systems cost, space, and volume-effective today,
magnetic tapes are still the best (and cheapest) option for long-term data archival, especially
for so-called cold data, the data that is rarely accessed.

dCache has a flexible tape interface that allows for connectivity with any tape system.
There are two ways that a file can be migrated to tape. Either dCache calls a tape system-
specific copy command or through interaction via an in-dCache tape system-specific driver
called a nearline storage provider. The latter has been shown (by NDGF, TRIUMF, and KIT
Tier-1s) to provide better resource utilization and efficiency[16].

The CERN Tape Archive (CTA)[17] is an open-source storage system developed by the
CERN IT storage group to replace the legacy CASTOR system used to manage experiment
data on tape. Its architecture is designed to meet the requirements of LHC Run 3 as well as
HL-LHC, thus matching the most data-intensive scientific workloads. In addition, the CTA
project is actively pursuing the system flexibility to allow wider adoption by other sites, ease
of contributions from other developers, and elimination of CERN-specific dependencies in
the provided binary packages[18].

Out of the box, CTA comes with a frontend that communicates with EOS, the disk system
deployed at CERN. However, as CTA’s queuing system is not EOS aware, other frontend
implementations are possible. For seamless integration of CTA, the dCache developers at
DESY implemented a CTA-specific nearline storage provider called dcache-cta[19, 20], and
a corresponding CTA frontend component. The communication between dCache and the
new frontend is based on Google’s gRPC library and not limited to dCache, therefore, can
be used by other disk systems used by CTA. The dCache-CTA integration is demonstrated in
Figure 3.

Figure 3: dCache integration with CTA.

Since the Summer of 2024, dCache with CTA has been the only system used by DESY to
store experimental data, demonstrating transfer rates that are close to maximum throughput
allowed by tape drive specification.
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5 Data Labeling

Traditional file systems organize data in a hierarchy of directories[21]. The directory struc-
ture is built as a hierarchy of containers that groups files and directories by a logical unit, e.g.,
experiment run number, beam time, data type, etc. The data processing application can then
be pointed to such a directory to process all data in that directory. However, sometimes only
a subset of data files is required based on one specific attribute. Recent changes in dCache
have introduced dynamic grouping of files into virtual directories based on a user-provided
grouping key - a file label. These labels can be added, removed, and queried via the dCache
REST API. A single file can have multiple labels and thus exist in multiple virtual direc-
tories simultaneously. To ensure seamless integration with existing workflows, the virtual
directories are exposed to the user as regular read-only directories and are hence accessible
via all supported protocols, such as NFS and WebDav. Future developments aim to integrate
end-user-provided metadata extraction and automate data labeling.

6 Quality of Storage Service

Modern experiments like those at European XFEL2 define a strict data policy plan that
ensures that the scientific data are Findable, Accessible, Interoperable, and Reusable
(FAIR)[22]. An example of such a data management plan is demonstrated in Figure 43.

Beamline2m 3m 6m End of embargo 10y

RAW (HP)
RAW (MS)
RAW (DA)

PROC (HP)

RED (HP)

USR (HP)
USR (MS)
USR (DA)

OPEN (MS)
OPEN (DA)

CAL (HP)
CAL (MS)
CAL (DA)

Figure 4: Retention periods of scientific data across storage classes and storage systems at
European XFEL. QoS classes: HP - High Performance Storage; MS - Large-volume Mass

Storage; DA - Deep Archive (tape). Data types: RAW - experiment raw data; PROC -
processed data; USR - user analysis data; OPEN - open data; CAL - calibration data.

To match with defined policy and automate data movement within the system, dCache
has Quality of Service module that allows defining multiple data locations and transitions
between them. An example of such a policy definition is demonstrated in Listing 1. The

2https://xfel.eu
3Source: https://www.xfel.eu/users/policies/index_eng.html
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policy specifies xfel-raw-policy that it is required to stay six months on disk with a tape copy,
and then only tape copies should be maintained.

Listing 1: Example of XFEL Raw data QoS lifecycle.
" name " : " x f e l −raw−p o l i c y " ,

" s t a t e s " : [
{

" d u r a t i o n " : "P6M" ,
" media " : 1x DISK , 1x HSM

} ,
{

" media " : 2x HSM
}

]

7 Development process and quality assurance

From the outset, the dCache has been a distributed software project with developers at DESY,
Fermilab, and, later, from NeIC4. Being a critical part of site infrastructure, the dCache
project has stringent requirements on software quality and build reproducibility. From early
on, the dCache project has adopted semantic versioning5 and time-based release policy[23]
as a strategy to make software packages available to the sites. With the growing number of
software branches to support and the increasing complexity of testing, the manual build and
test steps were replaced with continuous integration (CI) systems that trigger automatic build
and test procedures on code changes.

The pipeline stages are logically divided into three major groups with the following re-
sponsibilities:

Figure 5: A reduced dCache CI pipeline in GitLab. The auxiliary stages, like Kubernetes
namespace creation or log collection, are not shown.

The pipeline relies on Linux containers for dCache test deployment and the required
infrastructure for integration and user tests. The Kubernetes service provided by the DESY-
IT System group is utilized for container orchestration. All container-based applications and
services are deployed using Helm charts. The dCache-specific Helm charts[24] mimic a
multi-node setup. Multiple versions of dCache components can be deployed to test backward
compatibility and interoperability. The complete build, test, and publish pipeline comprises

4Nordic e-Infrastructure Collaboration
5https://semver.org/spec/v2.0.0.html
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over thirty jobs covering the entire development life-cycle. A reduced version of the pipeline
is shown in Figure 56. The pipelines triggered by the release process additionally publish
signed packages in the dcache.org download area. For each pipeline, a new Kubernetes
namespace is created, which allows more optimal resource isolation, such as avoidance of
running memory-intensive dCache processes with build jobs from other pipelines. Before the
namespace is destroyed, the logs from all containers are collected for debugging purposes.

Although dCache developers use the GitLab service at DESY for their CI, the main code
repository remains in GitHub. This means that all code changes are committed and pushed to
GitHub. A dedicated GitHub action[25] is used to synchronize code changes with GitLab at
DESY and trigger the CI pipeline.

8 Summary and Future Work

The dCache project continues evolving as a robust and scalable open-source storage solution,
meeting scientific communities’ diverse and growing demands. This paper highlights re-
cent developments in namespace scalability, enabling high-performance metadata operations
while maintaining flexibility in consistency models. The improved support for POSIX access
via NFSv4.1/pNFS enhances interactive data access, such as at the National Analysis Facility
at DESY. The seamless integration with the CERN Tape Archive (CTA) establishes dCache as
a viable long-term storage solution for experimental data, ensuring high-throughput archival
capabilities. The Quality of Storage Service (QoS) service enables automated and policy-
driven data lifecycle management, helping sites to comply with FAIR data principles. Finally,
the adoption of modern DevOps practices ensures high-quality software releases. Future
work will focus on further scalability and enhanced support for HPC-like workloads.
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