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Abstract

MALTA2 is a depleted monolithic active pixel sensor (DMAPS) designed for tracking at high rates
and typically low detection threshold of ∼ 150 e

−. A precise knowledge of the threshold is crucial
to understanding the charge collection in the pixel and specifying the environment for sensor appli-
cation. A simple procedure is developed to calibrate the threshold to unit electrons making use of a
dedicated charge injection circuit and an Fe-55 source with dominant charge deposition of 1600 e

−.
The injection voltage is determined which corresponds to the injection under Fe-55 exposure and is
the basis for charge calibration. The charge injection circuit incorporates a capacitance with design
value of Cinj = 230 aF. Experimentally, the average capacitance value for non-irradiated samples is
found to be Cinj,exp = 257 aF. The 12 % divergence motivates the need for the presented precise
calibration procedure, which is proposed to be performed for each MALTA2 sensor.
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Fig. 3: VHIGH voltage characteristic curve gen-
erated at the respective DAC value. The linear
responds with a gradient of 13.5 mV/DAC holds
up to a DAC value of 90.

2.2 Digital amplitude of injected

charge

A threshold scan is a variation of the ITHR cur-
rent DAC that is proportional to the threshold
set in the discriminator in the pixel front-end.
It is proportional to the speed at which the sig-
nal returns to the baseline. From the binary hit
data, a signal can be quantified in a threshold scan
through the digital amplitude, that is the thresh-
old at which the number of hits are reduced to
50%. Figure 4a parameterises the digital ampli-
tude of charge injected into a single pixel through
an s-curve

s(x; C, a, b) =
C

2

[

1 − erf

(

x − a√
2b

)]

(2)

with the error-function definition

erf (z) =
2√
π

∫ z

0

e−t
2

dt. (3)

Its differentiation

d

dx
s(x; C, a, b) = −C N

(

a, b2
)

(4)

results in a Gaussian distribution with prefactor
C, mean a and standard deviation b. The digi-
tal amplitude is quantified through the position
parameter a of the error-function. The histogram
of the digital amplitudes for all pixels in figure
4b is described by a Gaussian distribution with

mean amplitude µ = 40.0 and standard deviation
σ = 5.3 that quantifies pixel-to-pixel variations.

According to equation 1, the injected charge
ideally depends on ∆V = VHIGH − VLOW but not
on the individual setting of the two DAC values.
Consequently, a variation of VHIGH and VLOW

should not affect the digital amplitude when keep-
ing ∆V constant. Figure 5 shows the mean digital
amplitude as a function of VHIGH and VLOW while
keeping ∆V constant at 10, 15, 20 and 25. A
plateau forms for all ∆V which defines the range
in which all injections yield the same amplitude.
At this plateau the amplitude does not depend
on the specific value of VHIGH or VLOW. The
plateau is restricted towards large DAC values by
VHIGH ≤ 90 and towards small DAC values by
VLOW ≥ 20. Both restrictions are indicated by
dashed lines. At low voltages the PMOS transis-
tors that do switching between VHIGH and VLOW

saturate. Hence, a reliable injection is obtained
when keeping the DAC values within the range
[20,90]. From this follows a maximum injection at
∆V = 70.

2.3 Digital amplitude of Fe-55

source

A gamma source of Fe-55 is used commonly as a
calibration source for thin silicon sensors because
the charge deposition through photon absorp-
tion is around 1600 e− which corresponds to the
most probable charge deposition of a minimum-
ionizing particle in 27 µm of silicon [9]. The source
emits photons at the Kα-lines of 5.9 keV. The
MALTA2 front-end is designed for thresholds
down to ∼ 150 e− to ensure high detection effi-
ciency of minimum-ionizing particles [3]. As a
result, the usual threshold range is far below the
charge deposition of 1600 e−. However, a low bias
current setting in the front-end allows to suppress
the gain and configure the threshold to values
> 2000 e−. In such a low-gain setting, a thresh-
old scan is sensitive to the amplitude deposited
by soft X-rays. A threshold scan of all pixels of
a MALTA2 sensor under exposure of an Fe-55
source is shown in figure 6. An error-function fit
describes the decrease in hits towards large thresh-
olds and yields a digital amplitude of aFe55 = 62.
The width parameter bFe55 = 11 incorporates
pixel-to-pixel variations.

3







Table 1: MALTA2 Calibration Results

sample doping NIEL ∆VFe55 Cinj

[1015 neqcm−2] [DAC] [aF]

W5R21 high 0 76 ± 7 250 ± 23
W8R24 low 0 87 ± 9 218 ± 23
W11R0 high 0 63 ± 7 301 ± 33
W14R11 high 0 85 ± 8 223 ± 21
W18R17 very high 0 75 ± 6 253 ± 20
W18R19 very high 0 64 ± 5 297 ± 23
W12R7 high 1 66 ± 8 288 ± 35
W18R1 very high 1 65 ± 8 292 ± 36
W18R4 very high 2 58 ± 8 327 ± 45
W18R9 very high 3 47 ± 6 404 ± 52
W18R21 very high 3 53 ± 6 358 ± 41
W18R12 very high 5 46 ± 10 413 ± 90
W18R14 very high 5 41 ± 8 463 ± 90

to the normal setting and leads to larger thresh-
old values. The thresholds in unit electrons (left
y-axes) are obtained through equation 8 based
on the measurement of ∆V (right y-axes). Error
bars quantify the error on the mean threshold and
are of the same order than the marker size. The
threshold dependence on ITHR can be parame-
terised by a linear or quadratic function. These
threshold values define the detection threshold at
testbeam studies and beam telescope applications
[4, 10]. The threshold resolution quantifying the
standard deviation from pixel to pixel variations
is around 10%.

3.3 Irradiation study

A selection of samples from the same wafer of
100 µm thick Czochralski silicon with very high
doping of the n- layer has been neutron irradiated
at different fluences of non-ionizing energy loss
(NIEL) at the Triga reactor in the Institute Jožef
Stefan (IJS), Slovenia. The calibration results are
compared in figure 9 and show a decrease in the
Fe-55 equivalent injection voltage ∆VFe55 with
fluence. In irradiated samples, a lower injection
voltage is needed to inject 1600 e−. This can be
interpreted as an increase in the apparent injec-
tion capacitance. Two sensors are tested for each
of the fluences at 1, 3 and 5 × 1015 neqcm−2 and
show compatibility within the order of the stated

uncertainties. The study shows that charge cali-
bration has to account for the irradiation fluence
for precise threshold determination.

4 Summary

The charge injection circuit of MALTA2 sensors
has been calibrated inside a reliable DAC range
of [20,90] for the parameters VHIGH and VLOW. A
digital amplitude is reconstructed through thresh-
old scans from binary hit data as the position
parameter of an error-function fit. The amplitude
is proportional to the voltage input of the charge
injection circuit ∆V = VHIGH − VLOW and is cal-
ibrated through an Fe-55 source. Based on this,
the charge injected into a MALTA2 sensor can be
calculated:

Qinj = ∆V
1600 e−

∆VFe55

(9)

It is proposed that for precise calibration ∆VFe55

is determined for each sample. For the six tested
non irradiated sensors the mean and standard
deviation of ∆VFe55,exp = 75 ± 10 is obtained.
The mean value is assumed for calibration of non
irradiated samples that are not calibrated individ-
ually. Neutron irradiated samples show a smaller
value of VFe55 due to an increase in the effective
injection capacitance. Once the charge calibra-
tion parameter ∆VFe55 is obtained, the threshold
setting of a MALTA2 sensor is quantifiable at
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(a) Thresholds for front-end at normal gain.

0 10 20 30 40 50

 ITHR [DAC]

0

200

400

600

800

1000

1200

1400

1600

]
- 

 T
h
re

s
h
o
ld

 [
e

0
y = mx + y

/DAC- 0.3 e±m=18.0

- 9 e±=730
0

y

low gain setting
CZ EDPW
MALTA2

0

10

20

30

40

50

60

V
 [
D

A
C

]
∆

7± = 63
Fe55

V∆

(b) Thresholds for front-end at low gain.

Fig. 8: Calibrated threshold as a function of the ITHR DAC. For each ITHR value, the threshold is
measured per pixel in units of injected charge ∆V (right y-axes). The calibration input of ∆VFe55 makes
a linear calibration to unit electrons according to equation 8 possible (left y-axes). (a) shows a normal
gain setting at IBIAS=43 with thresholds down to 200 e− and a parabolic fit. (b) shows a low gain front-
end setting at IBIAS=3 with thresholds above 750 e− and a linear fit.
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(b) Apparent injection capacitance versus NIEL.

Fig. 9: Dependence of ∆VFe55 (a) and the corresponding injection capacitance (b) on the irradiation
fluence as non-ionizing energy loss (NIEL). All samples originate from the same wafer of 100 µm thick
Czochralski silicon with very high doping of n- layer. ∆VFe55 is the voltage DAC value that injects a charge
of 1600 e− corresponding to the main Fe-55 deposition. ∆VFe55 decreases with irradiation. Consequently,
the apparent injection capacitance increases with irradiation because a lower voltage is needed to inject
the same reference charge.

any front-end setting through charge injection.
The described procedure is feasible for any binary
sensor that incorporates an injection circuit.
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Appendix A Calibrated

samples

Figures A1-A5 show the calibration results for all
13 calibrated sensors of which six are not irra-
diated. They correspond to the Fe-55 threshold
scan and injection calibration as described for the
example sensor in figs. 6, 7. All calibration results
are summarized in table 1.
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