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ABSTRACT

The Single-Mirror Small-Size Telescope (SST-1M) stereoscopic system is composed of two Imaging Atmospheric Cherenkov
Telescopes (IACTs) designed to deliver optimal performance for gamma-ray astronomy in the multi-TeV energy range. It features
a 4-m diameter tessellated mirror dish and an innovative SiPM-based camera. Its optical system features a 4-m diameter spherical
mirror dish based on the Davies-Cotton design, maintaining a good image quality over a large field of view (FoV), while minimizing
optical aberrations. In 2022, two SST-1M telescopes were installed at the Ondřejov Observatory, Czech Republic at an altitude of
510 meters above sea level, collecting data for commissioning and astronomical observations since then. We present the first SST-1M
observations of the Crab Nebula, conducted between September 2023 and March 2024 in both mono and stereoscopic modes. During
this observation period, 46 hours for the SST-1M-1 and 52 hours for the SST-1M-2 were collected (of which 33 hours were in stereo-
scopic mode). In this work, we used the Crab Nebula observation to validate the expected performance of the instrument, as evaluated
by Monte Carlo (MC) simulations that were carefully tuned to account for instrumental and atmospheric effects. We determined that
the energy threshold at the analysis level for the zenith angles below 30◦ is 1 TeV for mono mode and 1.3 TeV for stereo mode. The
energy and angular resolutions were approximately 20% and 0.18◦ for mono mode and 10% and 0.10◦ for stereo mode, respectively. We
present an off-axis performance assessment of the instrument and a detailed study of the systematic uncertainties. The full simulation
results for the telescope and its camera are compared to the data for the first time, enabling a deeper understanding of the SST-1M
array performance.
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1. Introduction

Observations of very-high-energy (VHE) cosmic gamma-ray
sources are crucial for understanding the extreme processes that
accelerate particles to PeV energies in our Galaxy (e.g., Gabici
et al. 2019; de Oña Wilhelmi et al. 2024) and beyond (Bose et al.
2022b). However, detecting VHE gamma rays presents signifi-
cant challenges. Since photon fluxes from cosmic sources follow
negative power laws, which are also reduced by propagation
in the interstellar medium, satellite-based experiments such as
Fermi-Large Area Telescope (Atwood et al. 2009) do not have
enough collection area in their detection time frame to measure
them. Ground-based experiments, such as imaging atmospheric
Cherenkov telescopes (IACTs) and water Cherenkov arrays, offer
a much larger collection areas than space-borne detectors by
exploiting the showers of secondary particles produced when
gamma-ray photons interact with atmospheric nuclei. These sec-
ondary particles can be detected over a large area on the ground
and discriminated by the cosmic ray-induced background. In
brief, IACTs detect the Cherenkov light emitted shortly after
charged relativistic secondary particles in the showers pass
through a medium. These are captured by the optical systems
of IACTs and focused on their nanosecond-sensitive cameras.
Alternatively, other experiments detect the light induced by
shower charged particles directly in the water of their tanks (see
e.g., Fegan 1997; de Naurois & Mazin 2015; Bose et al. 2022a;
Sitarek 2022, for a review of gamma-ray detection techniques).
Beyond TeV energies, the flux sensitivity of IACTs is also lim-
ited by the number of telescopes spread on a given area and by
their optical field of view (FoV), due to the large angular size of
the high-energy showers at moderate impact distances. Addition-
ally, VHE gamma-ray sources in the Galaxy are often extended
(see e.g., Cao et al. 2024; H.E.S.S. Collaboration 2018), further
limiting their observability with the current generation of IACTs,
which tend to have a rapidly decreasing gamma-ray acceptance
with increasing offset angle on a scale of ∼1◦ (e.g., Aleksić et al.
2016).

The Single-Mirror Small-Size Telescope (SST-1M) was
developed to probe VHE gamma rays while addressing the usual
IACT limitations, such as a small FoV and limited duty cycle due
to moonlight. Its optical system features a 4-m diameter spher-
ical mirror dish based on the Davies-Cotton design (Davies &
Cotton 1957), maintaining a good image quality over a large
FoV, while minimizing optical aberrations (Alispach et al. 2025).
That is crucial for observations of extended sources, follow-
ups of poorly localized transients1 and a good reconstruction of
VHE gamma-ray showers generating images that can extend over
several degrees in the camera. The aperture of the Cherenkov
camera is composed of a 3 mm thick Borofloat window, which
integrates a narrow-band optical filter composed of dielectric
layers and an anti-reflective coating (Alispach et al. 2025). This
enables the transmission of Cherenkov light to the pixel sensors
while reducing the NSB. The camera comprises 1296 silicon
photomultipliers (SiPMs) (Heller et al. 2017), enabling safe
operation in the presence of high night sky background (NSB)
without human intervention, effectively improving robustness
against high light rates and duty cycle compared to cameras
equipped with photomultiplier pixel (Anderhub et al. 2013). The
degradation of the SiPM performances under high NSB has been
studied in (Nagai et al. 2019) for the SiPM of the camera and thus

1 In the case of a large direction uncertainty on the order of several tens
of degrees, a larger FoV means fewer pointings are needed to cover the
uncertainty region.

are copped for in the analysis. Moreover, SiPMs are insensitive to
the magnetic field and no high-voltage power supply is needed.

Currently, two SST-1M telescope prototypes are operating at
the Ondřejov Observatory in the Czech Republic, at an altitude
of 510 m a.s.l. The telescopes2 are separated by 152.5 meters,
and their timestamps are synchronized to nanosecond precision
using the White Rabbit timing network (Serrano et al. 2009).
They operate in a stereoscopic mode, allowing for precise shower
reconstruction when observed from different directions. Both
telescopes are currently in the commissioning phase, focusing
on optimizing operations and gaining a detailed understanding
of all components of the stereoscopic system. A comprehensive
description of their design and operation is provided in Alispach
et al. (2025).

The Crab Nebula, is a nearby (∼2 kpc) remnant of a super-
nova observed in 1054 A.D., hosting a pulsar with a rotation
period of 33 ms. It was the first detected VHE gamma-ray source
(Weekes et al. 1989), and exhibits a spectrum extending up to
PeV energies (LHAASO Collaboration 2021). While signs of
variability or flares were reported at GeV energies (Tavani et al.
2011; Abdo et al. 2011), the Crab Nebula maintains a stable
flux at VHE, despite years of monitoring with various instru-
ments (e.g., H.E.S.S. Collaboration 2014). It is therefore usually
referred to as the “standard candle” of VHE astronomy and is
used to assess the performance of VHE gamma-ray observato-
ries. In this study, we evaluate the mono and stereo performance
of a pair of the SST-1M telescopes through observations of the
Crab Nebula conducted between September 2023 and March
2024.

In Section 2, we describe the calibration procedure and the
Monte Carlo (MC) model of the instrument. Section 3 details
the MC simulations. In Section 4, we explain the event recon-
struction and the data analysis pipeline. Section 5 is dedicated
to the mono and stereo performance of SST-1M. In Section 6,
we present the Crab Nebula data sample, focusing on the valida-
tion of the MC model and presenting the results on the spectrum
and the skymap. Section 8 provides a detailed discussion of
systematic uncertainties. Finally, we conclude the paper with a
summary and final remarks in Section 9.

2. Calibration and MC model of the telescopes

IACTs collect Cherenkov light produced by secondary charged
particles in atmospheric air showers. As already explained in
Section 1, by imaging this light in the cameras of IACTs, the
direction and energy of the primary particle can be recon-
structed. The data reduction process, from the photosensor
signals into calibrated images, requires a precise characterization
of several factors: optical efficiency, baseline, dark count rate,
night sky background, gain, and crosstalk. These parameters are
used to construct a telescope model for MC simulations, which,
together with the precise model of the atmosphere at the obser-
vational site, simulate air shower development and Cherenkov
photon detection (Section 3). These MC simulations provide a
necessary dataset to train machine learning (ML) algorithms
used to estimate the energy and direction of incoming parti-
cles and discriminate gamma rays from hadrons (Section 4).
The MC simulation is obtained using CORSIKA (Heck et al.
1998) for detailed simulation of extensive air showers initiated
by gamma rays and cosmic rays, and sim_telarray (Bernlöhr
2008), which simulates the ray tracing, geometry and response

2 Hereafter referred to as SST-1M-1 (long = 14.782924◦, lat =
49.911800◦) and SST-1M-2 (long = 14.782078◦, lat = 49.913084◦).
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and periodically twice a year (Alispach et al. 2025). The current
observation did not show any PSF degradation over time.

2.4. Model of the atmosphere in Ondřejov

A model of the molecular atmosphere, namely, its density pro-
file as a function of altitude, is crucial for a reliable description
of particle interactions in air showers, production of Cherenkov
light, and its subsequent attenuation along the path to the tele-
scope. For the Ondřejov Observatory, it was extracted from the
ECMWF ERA 5 database3. Moreover, precise estimation of the
amount of aerosols present in the atmosphere is important when
determining the primary particle’s energy, since the incoming
Cherenkov light gets attenuated by Mie scattering. The aerosols
also contribute to the overall NSB, since the scattering aerosol
particles act as a light source. Unfortunately, there is no instru-
ment capable of high-precision measurements of the vertical
aerosol optical depth (VAOD) at the Ondřejov Observatory. As
such, we made use of the open access results from the Sun pho-
tometer located in Košetice4 (Blumthaler et al. 1997). This site is
located 45 km away from Ondřejov, but otherwise bears remark-
able similarities. It is located at the same height above sea level,
in the midst of a hilly landscape and shielded from the nearest
village, at a sufficient distance from the nearest town.

The instrument measures the VAOD at a range of wave-
lengths. We make use of the filter band at 380 nm. This is
justified by the transmissivity of the camera and of the optical
system being rather flat in the relevant spectral region, but the
Cherenkov spectrum increasing sharply at lower wavelengths.
The Sun photometer provides only daytime measurements, so
for each nighttime measurement, we calculate the VAOD as the
mean of the average values of the preceding and following day. It
turns out that the VAOD is remarkably stable for this particular
dataset of Crab sample measurements and oscillates around the
value of 0.05. We estimated that the systematic uncertainties in
this sample related to VAOD estimation are approximately of this
order, and so we use this value for MC simulations for the whole
period. It is worth noting that the observed VAOD is remark-
ably low; for example, a similar period in 2024 exhibits large
variations with a mean value of approximately 0.2. It should be
mentioned, however, that the sun photometer measures an inte-
gral VAOD, while the shower reconstruction requires a proper
measurement of the height-differential VAOD and this must
be properly addressed in the atmospheric calibration strategy
of IACTs (e.g., Gaug 2017). Such a simplification can lead to
systematics on the energy scale, as discussed in Section 8.

With this VAOD value in hand we then calculate the atmo-
sphere transmissivity using the MODTRAN software (Berk et al.
2014) in 50 layers spaced between 0.5 and 100 km, utilizing an
average seasonal vertical atmospheric density profile from the
ECMWF ERA 5 dataset. It can then serve as an input to the
sim_telarray simulation.

3. MC simulations

The MC simulations were produced in two steps. First, particle
interactions and Cherenkov light from air showers in CORSIKA
v7.7402 (Heck et al. 1998). Second, the attenuation of the light
and the response of the SST-1M telescopes in sim_telarray

3 https://www.ecmwf.int/en/forecasts/datasets/

reanalysis-datasets/era5
4 https://aeronet.gsfc.nasa.gov/cgi-bin/data_display_

aod_v3?site=Kosetice_NAOK

v2021-12-25 (Bernlöhr 2008). To cover different zenith angles
at which the Crab Nebula had been observed, five fixed zenith
angle regions of 20◦, 30◦, 40◦, 50◦, and 60◦ were simulated. In
each of the regions, three sets were simulated, namely the dif-
fuse samples of gamma rays and protons to establish the shower
reconstruction, and a point-like sample of gamma rays to directly
calculate the SST-1M response to a point-like source. To keep
the number of simulations manageable, we chose to simulate for
a fixed azimuth at which the sources culminate, that is, the tele-
scopes were looking to the South in all simulations. Incoming
directions of primaries for the diffuse samples were randomly
thrown around the telescope-axis direction up to 10◦ opening
angle and sampled on the ground in a way to emulate an isotropic
flux. The maximum distance up to which the impact points were
sampled in the telescope-tilted ground frame was set between
928 m − 1273 m for gammas and 1032 m − 1414 m for protons,
both evolving with the zenith angle θ as cos−0.5 θ motivated by
Abe et al. (2023b) and confirmed by us to cover the full detection
volume. Similarly, for calculation efficiency purposes, the lowest
simulated energy evolved with the zenith angle from 200 GeV
to 2 TeV for gammas and from 400 GeV to 3 TeV for protons
to roughly catch the changing energy threshold of the detec-
tion. The maximum simulated energy was 800 TeV for gammas
and 1300 TeV for protons to probe the SST-1M sensitivity at
the highest energies, and the simulated energy spectrum was
dN
dE ∝ E−2.

While the SST-1M camera is designed to operate under a
wide range of NSB conditions, and the telescopes can also
collect data under the full moon, the results presented in the fol-
lowing analysis are limited to dark conditions. The gain, PDE,
and optical crosstalk were set following the model described in
Nagai et al. (2019). The MC events were corrected in the same
way as the real data and used to train the energy and angular
regression models, as well as the gamma-hadron classification
one. For typical dark nights at the Ondřejov Observatory, the
average NSB rate is approximately 100 MHz per pixel. Due to
slightly different hardware of the cameras, see Section 2.1.2, the
rate of random pulses in pixels caused by NSB was set differently
for SST-1M-1 and SST-1M-2 to 94 MHz and 120 MHz, respec-
tively. The left panel of Figure 5 shows the distribution of the
averaged standard deviation of the baselines, which are directly
impacted by the NSB level, compared to the values used in the
MC simulations for both cameras. To stay conservative, the NSB
levels in the MC were selected to describe the reconstructed p.e.
distributions from pedestal events under the NSB slightly larger
than typical during the Crab Nebula observations, depicted in
the right part of Figure 5. Despite that the Ondřejov Observatory
is located in an area with a strict public lighting policy, occa-
sional car flashes or the light from nearby villages and towns
lead to a substantial NSB variability and a strong dependence on
the zenith angle. To estimate the systematic uncertainty of the
telescope sensitivities connected to the discrepancy between the
NSB level in the data and MC (Section 8) we also performed
simulations under the lower NSB conditions, representing the
darkest nights of observation, with NSB rates of 55 MHz and
72 MHz for SST-1M-1 and SST-1M-2, respectively.

At the zenith angle of 20◦, we simulated 33 millions dif-
fuse gamma-ray showers and 3 millions point-like gammas, each
resampled in CORSIKA 20 times, and 26 millions protons, each
resampled 100 times. The amount was reduced for other zenith
angles to keep roughly the same number of events above the
minimum simulated energy. In total, 1.86 billion of diffuse gam-
mas, 260 millions of point-like gammas and 7.4 billions of
proton induced events were available for the telescope simulation
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level, exploiting the fully digital readout and trigger system of
the SST-1M camera (Heller et al. 2017).

4.2. Image cleaning and parametrization

To remove noisy pixels containing only the NSB, we adopted
the two-stage modification of the standard tailcut image cleaning
(Abe et al. 2023b). The default tailcuts were set to (8 p.e., 4 p.e.)
for both telescopes. These tail cuts were determined empirically
as a trade-off between the fraction of true Cherenkov pixels that
survived cleaning on one side, and too many noisy pixels left
in the cleaned image on the other. First, in the MC sample and
the data we optimized for the reference NSB level by demanding
about 1% survival rate of pedestal events (which contain only
noise). Then we considered the high variability of NSB condi-
tions in Ondřejov, and set the tailcuts higher (by 1 p.e. to 1.5 p.e.)
to prevent a higher NSB from degrading the overall performance.

To further suppress noisy pixels due to stars and planets in
the FoV or to a significant difference between the NSB in the
MC and the data, we increased the default tailcuts in each pixel to
max(8 p.e., 〈QPED〉 + 2.5σQPED ), where 〈QPED〉 is a mean charge
in each pixel over 1000 interleaved pedestal events corresponding
to 10 seconds, and σQPED stands for its standard deviation (Abe
et al. 2023b). The multiplicative factor on standard deviation was
set to keep the number of altered pixel thresholds at the level of
1–2% so that its impact on the MC and data agreement is neg-
ligible. Further improvements of the cleaning performance was
achieved by demanding that the arrival time of the neighbor pixel
is within 8 ns of the arrival time of the pixel, which exploits the
natural correlation of Cherenkov pulse times. In the next step,
cleaned pixels containing signal from the Cherenkov photons
were parameterized with an extended set of Hillas parameters
(Hillas 1985) to describe the shape, orientation, and position of
the shower image (for a full list of image parameters used for the
event reconstruction, see Figure 6).

4.3. RF reconstruction

4.3.1. Mono reconstruction

To reconstruct the properties of the primary gamma-ray photon
and the shower geometry, the image parameters are fed into RFs
(Breiman 2001) trained on the training set of MC events using
scikit-learn framework (Pedregosa et al. 2011). The RF clas-
sifier is used for gamma-hadron separation (resulting in so-called
“gammaness”7 parameter for each reconstructed event), and the
RF regressor is used for energy reconstruction. To determine
the arrival direction of each shower in mono analysis, we adopt
the so-called DISP method (Lessard et al. 2001), assuming that
the source lies on the main axis of the shower image. An RF
regressor is trained to reconstruct the distance of the source from
the image centroid (disp norm), together with an RF classifier to
determine on which side of the centroid along the image axis the
source lies (disp sign).

4.3.2. Stereo events

The Crab Nebula observations were conducted with both tele-
scopes triggered independently. Therefore, in the stereo recon-
struction of such a data sample, the first step is to match events
resulting from the same shower seen stereoscopically with both
telescopes. With the typical mono trigger rate of around 200 Hz

7 A numerical value between 0 and 1 representing how much a given
shower image is gamma-like.

and White Rabbit sampling precision of 16 ns, the event match-
ing can be based only on event timestamps with negligible
probability of random coincidences. Moreover, event matching
is performed on the subset of events that survived cleaning, fur-
ther suppressing the likelihood of random coincidences (below
0.01% of events). In the subsequent analysis, we consider the
event stereoscopic, if, for a given shower seen with SST-1M-1,
there is a counterpart seen with SST-1M-2 within 10µs win-
dow. Another possibility is exploiting coincidence event tagging
by the Software Array Trigger (Alispach et al. 2025), which is
currently being tested.

In the reconstruction of stereo events, we proceed similarly
to Abe et al. (2023a). First, the geometrical reconstruction of
the shower impact distance (tel_impact_distance) and the height
of shower maximum (h_max) is calculated using the axis cross-
ing method (Hofmann et al. 1999). The stereo parameters are
then used as additional features for the RF training. The energy
regressor and gamma-hadron classifier are trained independently
for each telescope and their outputs are averaged using the image
intensity as a weighting factor. For the shower direction, the
stereo reconstruction follows the approach of the MAGIC anal-
ysis and reconstruction software (Aleksić et al. 2016). First,
disp norm was reconstructed for both telescopes with the RF
regressor. Then, four tentative source positions are calculated,
averaging the reconstructed positions for both telescopes for
all possible combinations of the head-tail shower orientations.
Finally, the combination providing the closest angular distance
between the reconstructed coordinates from the two telescopes
is adopted.

4.3.3. RF performance

Hyperparameters of the RFs were set to reach a trade-off
between a good performance and manageable size and training
time for each RF. The RF regressors used for energy and disp
norm reconstruction use 150 estimators, maximum tree depth 30,
minimal number of samples to split a node 10, and the squared
error criterion to measure the quality of each split. The gamma-
hadron classifier, and disp sign classifier in the case of the mono
reconstruction, employs 100 estimators, a maximum depth of
100, and 10 samples needed to split a node. The Gini impurity
is adopted as a measure of the quality of each split, but only the
square root of the total number of features is randomly selected
to evaluate the Gini index in each step.

The training parameters and their relative importance8 for
each model and both mono and stereo reconstructions are shown
in Figure 6. All RFs, including those for stereo reconstruction,
are trained per-telescope, but we only show feature importance
for SST-1M-1, as the difference between the telescopes is very
small. The most important of the RF mono and stereo parame-
ters of the gamma-hadron classifiers is the Hillas’ ellipse width,
which is related to the higher lateral momentum of secondary
particles in the hadronic showers. The energy reconstruction is
surprisingly dominated by the length of the ellipse, which is
due to its correlation with its intensity and impact parameter.
We tested the importance of the parameters when the length
is not included between the RF parameters, so that the impact
and intensity became the most relevant parameters, while the
performance degraded by a few percent. We also note that the
training sample is dominated by low-energy showers close to
the energy threshold with relatively small images, where the

8 Defined as the total reduction of Gini impurity due to each training
parameter over all trees in the RF.
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in calibration. The correction factor is evaluated on the analy-
sis level using the baseline shift determined from pedestal events
taken with a frequency of 100 Hz. The precision of the correc-
tion is assessed using the muon data, where the dispersion of the
average muon charge across different NSB bins after correction
remains below 2%, consistent with statistical uncertainties.

Digicam readout is characterized with a negligible dead time
(Heller et al. 2017). However, in case of extreme trigger rates
on the level of a few GHz, which may briefly occur due to
a flash from a car passing along a road near the observation
site, or under extreme NSB conditions (Moon in the FoV, very
Large Zenith Angle observations in Ondřejov), the camera server
event buffer may reach saturation. This can lead to a reduc-
tion in the rate of stored events. The Crab Nebula sample used
in this study was cleaned for these effects, and only runs with
low-to-moderate NSB conditions were used in the analysis.

The reconstructed charge is given by the integral of the wave-
form on a predefined integration window width. We test the
difference in the number of reconstructed p.e. varying the size
of the integration window, even though this effect is mitigated by
the integration correction (Section 4.1). We find the difference in
the reconstructed pixel charge <4% for both telescopes.

Hillas intensity is one of the most important features in RF
reconstruction of the energy of the primary gamma-ray photon.
The number of pixels, that survive cleaning depends on the NSB
level. Moreover, the amount of reconstructed charge in the indi-
vidual pixels is affected by the NSB-dependent PDE, gain, and
optical crosstalk, and thus any discrepancy in NSB between MC
and data may lead to an offset in reconstructed energy. Although
the impact of these effects is reduced by the adaptive cleaning
thresholds, see Section 4.2, and voltage drop correction based
on muon-ring analysis, Section 2.1.2, we tested for this by run-
ning a dedicated MC production with a very low NSB level on
which we trained a set of RFs used to reconstruct testing data
from our main MC production. We compared the results with
those obtained if the RFs trained on MC with the same NSB
level were used, resulting in 2% systematics in the energy scale.

The total systematic error on the energy scale of the Crab
Nebula dataset is below 10%. We note that for periods with
higher VAOD variations when no VAOD monitoring device is
present on site, the energy scale systematics are dominated by
its uncertainty, and thus can be higher. To evaluate the effect of
the energy scale systematics on the measured SED, we perform
a set of spectral analyses of the Crab Nebula data sample, each
with a true energy axis in the IRFs scaled in the range of ±10%
for both telescopes. We found that the spectral indices are not
significantly affected by the energy scaling (∆Γ < 0.3%), while
the maximum variation of the flux normalization is ∆φ0 = ±18%
for mono and ∆φ0 = ±19% for stereo, effectively due to the shift
of the SED along the energy axis. We note that using the scale
invariance property of PL results in similar systematics in φ0,
while no systematic in Γ is expected.

8.2. Flux normalization

The number of excess detected counts, and thus the source
flux, depend on the estimated background counts. In the wob-
ble observation mode, the number of background events in the
source region is estimated from one or more regions of the same
size at the same distance from the camera center as the source,
assuming radially symmetrical acceptance. This method is there-
fore naturally affected by any inhomogeneity in the distribution
of the background events in the FoV, leading to a systematic
error in the estimated flux. Small inhomogeneities are usually

caused by stars present in the FoV, locally increasing event rate,
or by dead pixels, which decrease the acceptance in some parts
of the camera. On top of that, small asymmetry of acceptance
is expected in the case of stereo observations with only two
telescopes (e.g., Aleksić et al. 2016). The latter is mitigated by
wobbling, where the source and the background region positions
are swapped every run. To evaluate the systematics related to
background inhomogeneity, we compared the background esti-
mated in two off-source regions for the full Crab Nebula sample,
at a distance of 1.4◦ from the center (and equidistant to the Crab
Nebula). Unfortunately, having a relatively low event rate due to
a high energy threshold, the total number of background events
in our sample is not large enough to make a conclusive state-
ment about the background systematics. After applying relatively
loose cuts (gamma efficiency = 90% and θ < 0.3◦), we end up
with 3.5 ± 2.0%, 2.3 ± 2.0%, and 2.1 ± 5.0% difference in the
number of events between the two regions, for SST-1M-1, SST-
1M-2, and in stereo, respectively11. For stereo the difference is
consistent with statistical uncertainty. We note that the effect of
background uncertainty on the flux normalization depends on
the signal-to-noise ratio, and while it may not be important for
the Crab Nebula data, it becomes significant for faint sources.

Variable NSB in the data effectively affects the waveform
variances in individual pixels, leading to differences in extracted
Hillas parameters, which may result in variable acceptance for
gamma rays. One may expect a general performance degradation
with increasing NSB level. Even though this effect is partially
mitigated with adaptive cleaning (see Section 4.2), we performed
a dedicated MC study, carefully testing what is the effective area
of gamma rays for both telescopes at different zenith angles and
under the variable NSB conditions in the Crab Nebula sample.
We found rather energy independent 10% change of the effec-
tive area. We note that this level of systematics is only valid for
the presented Crab Nebula sample in this paper and may differ
for different atmospheric conditions. For analysis of a different
data sample spanning over a large range of NSB, one may con-
sider using dedicated MC tuned on data in several NSB bins.
The effect of simulated NSB on the intensity threshold in our
data sample turns out to be at the level of a few p.e., below the
intensity threshold adopted in the final analysis (45 p.e.).

To evaluate what is the effect of using RFs trained on MC
with fixed level of NSB on the gamma-ray acceptance, we
extended the study described in Section 8.1, and calculated the
relative change in the effective area, if RFs trained on low NSB
MC are used to reconstruct the baseline testing MC. We found
the difference lower than 3% (energy independent) for all bins in
the zenith angle, for both mono and stereo.

We combined both NSB-related factors that affect the effec-
tive area and performed a spectral analysis of the Crab Nebula
sample with the effective area changed by ±10%. We confirmed
that the relative difference in flux normalization is ∆φ0 = ±10%
(for both mono and stereo), not changing the spectral index as
expected for energy-independent effective area variation.

Due to small remaining discrepancies between MC and data,
the reconstructed flux depends on the cuts applied in the anal-
ysis (tighter cuts result in underestimated fluxes). We test this
effect on the final Crab Nebula SED, varying the gammaness and
direction cuts in the range of ±10% the fraction of gamma-like
events left in the sample after the cut. We varied the gamma effi-
ciency (energy-dependent gammaness cut) applied on the data
and corresponding IRFs between 50–70%, and θ cut between

11 The number of background events was ≈3500 ± 59, ≈4500 ± 67,
≈750 ± 27, for SST-1M-1, SST-1M-2, and in stereo, respectively.
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0.17◦−0.30◦ and 0.10◦−0.18◦, for mono and stereo, respectively,
which correspond to the 70–90% containment, averaged over
all energy bins considered in the analysis. All other parame-
ters of the spectral analysis were left the same as described in
Section 6.2. We found that the effect on flux normalization is
∆φ0,stereo = ±6%, ∆φ0,1 = ±5%, and ∆φ0,2 = ±7%.

8.3. Spectral index

Uncertainty on the background counts is the largest in low
energy bins, where the number of excess gamma rays is usu-
ally smaller than the background, and thus the signal-to-noise
ratio is quite low. For high energies, the situation is usually the
opposite, and therefore the background systematics discussed in
Section 8.2 results also in an uncertainty in the spectral index
∆Γ. Following Aleksić et al. (2016), ∆Γ can be approximately
estimated as:

∆Γ = 2

√

(5%/SBRLE)2 + 5%/SBRHE)2

log(Emax/Emin)
, (4)

where we consider reconstruction of a spectrum in the energy
range (Emin, Emax), with two energy bins only, having signal to
background ratio SBRLE/HE. 5% in the formula comes from a
relatively conservative estimate of systematics in the background
for both mono and stereo modes of operation (Section 8.2). For
the Crab Nebula data sample, with high SBR in both energy bins,
∆Γmono = 0.04, ∆Γstereo = 0.01. We note that this is an estimate
relevant only for the Crab Nebula data sample presented in this
study, as 5% uncertainty on the background counts is only a limit
given by relatively small statistics.

Using the results of the analysis performed in Section 8.2,
we can evaluate how the spectral index is affected by the analy-
sis cuts. Varying the gamma efficiency and the size of the signal
region, we found that for stereo and SST-1M-1 in mono, the
spectral index change within 3% (∆Γ1 = +0.08/−0.05, ∆Γstereo =

+0.03/−0.08); whereas for SST-1M-2 in mono, it is within 6%
(∆Γ2 = +0.0/−0.2).

9. Summary and conclusions

We evaluated the low-altitude performance of the SST-1M tele-
scopes in mono and stereo modes using MC simulations and
Crab Nebula data taken during commissioning from Septem-
ber 2023 to March 2024. The MC model of the telescopes
was carefully tuned to accurately represent both telescopes, and
the atmospheric conditions at the Ondřejov observatory. Due to
the dependence of the gain, PDE, and the optical crosstalk on the
NSB level, special care was taken with the telescope calibration
and tuning of the simulated NSB level to reflect low to moderate
NSB conditions in Ondřejov.

We obtained the trigger threshold (for a source with the spec-
trum of the Crab Nebula) at low zenith angles to be ET,mono =

0.6 TeV, and ET,stereo = 0.7 TeV, rising up to ET,mono = 1 TeV,
and ET,stereo = 1.3 TeV at the analysis level. At the low zenith
angle, the energy resolution in mono is about 20% at low ener-
gies near the energy threshold and reaches about 15% at higher
energies. In stereo, the energy resolution is between 10–15%.
The angular resolution is better than 0.18◦ above the energy
threshold in mono and reaches 0.10◦ in stereo. The flux sen-
sitivity in stereo shows an improvement of about a factor of
2 compared to the mono reconstruction. The integral sensi-
tivity above the energy threshold in stereo reaches about 7%
C.U. in 50 hours. We also show the zenith angle dependence

of these quantities, showing an improvement at large energies
with increasing zenith angle at the expense of increasing energy
threshold.

Additionally, we performed an MC study of the off-axis per-
formance, which shows a remarkably flat acceptance up to about
2.5◦ offset, where it drops by 10%. The angular resolution and
the integral sensitivity show similar behavior, making the SST-
1M an ideal instrument for multi-TeV observations of extended
gamma-ray sources or for the follow-up of poorly localized
transients.

We used the low-zenith-angle Crab Nebula data to demon-
strate a good MC-data agreement, showing that the real obser-
vation matches the expected performance. The derived Crab
Nebula SED is in good agreement with the results of other obser-
vatories within the reported uncertainties. We carefully studied
the main sources of systematic uncertainties and evaluated their
impact on the measured SED using dedicated MC simulations.
The total systematic uncertainties were found to be <10% in the
energy scale, 23% in the flux normalization, and about 3–6% in
the spectral index. We note that the most important effect on the
flux normalization systematics is the uncertainty in the energy
scale, dominated by the uncertainty in VAOD and optical effi-
ciency. While the former can be mitigated with the adoption
of on-site atmospheric monitoring of VAOD or the so-called
Cherenkov transparency correction (Hahn et al. 2014; Stefanik
et al. 2019), improvements to the muon analysis have to be inves-
tigated to make improvements to the latter. The second largest
contribution comes from the variable NSB in the data, leading to
an effective area mismatch with the MC simulated with a fixed
NSB level. Improvements in the analysis methods to reduce these
effects will be the subject of future studies.
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