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1 Introduction

This document expands on the Comprehensive Summary submitted to the EPPSU 2026 [1]. It contains

details on aspects of the HALHF project [2, 3] that could not be fitted into the Summary. Some sections

contain work that is still preliminary and/or status reports on current progress.

2 Overall design

2.1 Layout schematics

Figure 1 and 2 show two layouts of HALHF. The first is the preferred baseline, in which the positron

linac is provided by cool copper technology with a gradient of 40 MV/m. Figure 2 shows an alternative

layout using more conventional but lower gradient warm technology, based on the SLAC linac (here

assuming 25 MV/m).

Facility length: ~5 km

Dual interaction points
(250 GeV c.o.m.)

RF linac
(3 GeV e–) 

Driver RF linac
(4 GeV e–, 4 MV/m, 1 GHz)

Combiner
rings
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Plasma-accelerator linac
(48 stages, 7.8 GeV per stage, 1 GV/m)

Dual beam-
delivery system
 (375 GeV e–)

Delay
loop

Helical
undulator

Positron
target

(4.8 nC)

Positron
transfer line
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RF linac
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e+
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(42 GeV e+, 40 MV/m, 3 GHz) 
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rings
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Electron
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Surface-to-underground
transfer line (5% slope)

Surface complex

Dual beam-
delivery system

 (42 GeV e+)

Figure 1: Schematic view of the new HALHF baseline at 250 GeV CoM. The red sections relate to driver

electrons, orange to colliding electrons, blue to positrons and green to photons. Other components are as

labelled on the figure.
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Figure 2: Schematic view of HALHF with the fall-back warm RF positron linac. Other details as in the

caption to Fig. 1.

2.2 Parameter optimisation process

The new baseline of HALHF (i.e., “HALHF 2.0"), as described in Ref. [4], was produced from a detailed

process of optimisation using a Bayesian optimiser with inputs for costs of individual parameters derived

from experience and a wide variety of background literature. The input cost basis is given in detail in

Sect. 3.

In order to carry out the optimisation, a new “system code" (ABEL) was developed: this simultan-

eously performed start-to-end physics simulations and produced engineering layouts and cost estimates

based on the physics performance. Specifically, the Bayesian optimisation process (using the Ax frame-

work [5]) used 12 parameters: the energy asymmetry; the number of bunches in a train; the repetition

rate of the trains; the combiner-ring compression factor; the drive-bunch temporal separation; the num-

ber of RF cells per structure in the driver linac; the number of structures per klystron in the driver linac;

the accelerating gradient in the driver linac; the accelerating gradient in the positron linac; the number

of RF cells per klystron in the positron linac; the number of PWFA stages; and the PWFA transformer

ratio. The remaining parameters were calculated based on these numbers. The PWFA gradient was set

to 1 GV/m and plasma density to 6×1014 cm−3 prior to optimisation in order to ensure a conservative

design. Approximately 80 iterations of the Bayesian optimisation were sufficient to locate the global

optimum (this optimisation was repeated several times with similar results). The resulting parameter set

for HALHF produced by this optimisation process is shown in Table 1.
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Machine parameters Unit Value (250 GeV) Value (380 GeV) Value (550 GeV)

Centre-of-mass energy GeV 250 380 550

Centre-of-mass boost 1.67 1.67 1.67

Bunches per train 160 160 160

Train repetition rate Hz 100 100 100

Average collision rate kHz 16 16 16

Luminosity cm−2 s−1 1.2 × 1034 1.7 × 1034 2.5 × 1034

Luminosity fraction in top 1% 63% 53% 46%

Quantum parameter (Υ) 0.9 1.6 2.8

Estimated total power usage MW 106 154 218

Total site length km 4.9 6.5 8.4

Colliding-beam parameters e
−

e
+

e
−

e
+

e
−

e
+

Beam energy GeV 375 41.7 570 63.3 825 91.7

Bunch population 1010 1 3 1 3 1 3

Bunch length in linacs (rms) µm 40 150 40 150 40 150

Bunch length at IP (rms) µm 150 150 150

Energy spread (rms) % 0.15 0.15 0.15

Horizontal emittance (norm.) µm 90 10 90 10 90 10

Vertical emittance (norm.) µm 0.32 0.035 0.32 0.035 0.32 0.035

IP horizontal beta function mm 3.3 3.3 3.3

IP vertical beta function mm 0.1 0.1 0.1

IP horizontal beam size (rms) nm 636 519 429

IP vertical beam size (rms) nm 6.6 5.2 4.4

Average beam power delivered MW 9.6 3.2 14.6 4.9 21.1 7.0

Bunch separation ns 16 16 16

Average beam current µA 26 77 26 77 26 77

Positron cool-copper RF linac parameters (S-band)

Average cavity gradient MV/m 40 40 40

Average gradient MV/m 36 36 36

Wall-plug-to-beam efficiency % 11 11 11

RF power MW 11.7 17.8 25.8

Cooling power MW 17.9 27.3 39.5

Total power MW 29.6 45.1 65.3

Klystron peak power MW 67 67 67

Number of klystrons 321 452 678

RF frequency GHz 3 3 3

Operating Temperature K 77 77 77

Length (after damping ring, starting at 3 GeV) km 1.1 1.7 2.5

Driver linac RF parameters (L-band)

Average cavity gradient MV/m 4 4 4

Average gradient MV/m 3 3 3

Wall-plug-to-beam efficiency % 55 55 55

RF power usage MW 42.9 66.0 96.4

Klystron peak power MW 21 21 21

Number of klystrons 409 630 919

RF frequency GHz 1 1 1

Length km 1.3 1.9 2.8

Combiner Ring parameters

Delay loop length m 1.5 1.5 1.5

CR1 diameter m 244 244 244

CR2 diameter m 244 244 244

PWFA linac and drive-beam parameters

Number of stages 48 48 48

Plasma density cm−3 6 × 1014 6 × 1014 6 × 1014

In-plasma accel. gradient GV/m 1 1 1

Av. gradient (incl. optics) GV/m 0.33 0.38 0.43

Transformer ratio 2 2 2

Length per stage m 7.8 11.8 17.1

Energy gain per stage GeV 7.8 11.8 17.1

Initial injection energy GeV 3 3 3

Driver energy GeV 4 5.9 8.6

Driver bunch population 1010 5.0 5.0 5.0

Driver bunch length (rms) µm 253 253 253

Driver average beam power MW 23.8 36.2 52.6

Driver bunch separation ns 4 4 4

Driver-to-wake efficiency % 80 80 80

Wake-to-beam efficiency % 50 50 50

Driver-to-beam efficiency % 40 40 40

Wallplug-to-beam efficiency % 22 22 22

Cooling req. per stage length kW/m 38.4 38.4 38.4

Length km 1.1 1.5 1.9

Table 1: HALHF parameters for the updated baseline design at 250 GeV, 380 GeV and and 550 GeV

CoM energies. (This table is reproduced from Table 1 in the Comprehensive Summary [1].)
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3 Cost estimate basis

This section discusses the detailed costing of the construction (for direct comparison to other collider

proposals), as well as additional costs used in the Bayesian optimisation process. For convenience of

comparison, all costs not originally expressed in ILC cost units (ILCU; i.e., 2012 dollars) have been

scaled to ILCUs and subsequently converted to other currency units as required using the appropriate

official deflators.

3.1 Construction costs

The costing was performed using the newly developed system code ABEL (which will be made publicly

available soon). It performs start-to-end simulations of the collider, where each element used is costed

based on its most salient characteristic, viz. length, volume, power or individually per component: the

per-element costs are summarised in Table 2. The resulting overall costs are listed in Table 4 in the

Comprehensive Summary [1].

3.2 Full programme cost

Additional considerations are required when attempting to locate the overall optimum collider paramet-

ers; if only the construction cost was used, a machine operating with low luminosity for, say, 1,000 years

would appear optimal. Therefore, when performing the Bayesian optimisation, a more complete cost

must be used. The merit function to be minimised has been defined as a "Full Programme Cost" (not

unlike the US “Total Project Cost") to deliver a physics programme corresponding to collecting 2 ab−1

of data at 250 GeV or 4 ab−1 at 550 GeV. This function is given by

Full Programme Cost = Construction Cost (components and civil engineering)

+ Overheads (design, development, management, inspection, etc.)

+ Integrated Energy Cost (until integrated luminosity reached)

+Maintenance Cost (over programme duration)

+ Carbon Tax (construction and operations emissions)

The construction costs include all the machine components, the civil engineering (tunnels, surface build-

ings and the interaction region), as well as additional infrastructure and services. The latter consists

of eight parts, seven of which are costed as a fraction of the total civil engineering cost (based on the

CLIC recosting 2025 submitted to this process [6]): electrical distribution (20.3%), survey and align-

ment (15.7%), transport and installation (4.8%), safety systems (11.7%), machine control infrastructure

(1.2%), and access safety and control systems (1.8%). Additionally, the eighth part is cooling and vent-

ilation, which scales with the integrated collider power (costed at 2.85 MILCU/MW). The additional

overheads are estimated at around ∼22% of the total construction costs (10% for design/development,

12% for management/inspection). For HALHF, this is around 696 / 900 / 1161 MILCU for the 250 / 380

/ 550 GeV options.

Next, the integrated energy costs are given by

Integrated Energy Cost = Collider Power×
Integrated Luminosity

Instantaneous Luminosity
× Energy Cost Rate,

i.e., the collider power over the integrated uptime (running time needed to collect the required amount

of data times the energy cost rate (costed at 50 MILCU/TWh; approximately that used by CERN). A

preliminary estimate for HALHF, which would run for about 9–10 years, is 320 / 440 / 600 MILCU for

the 250 / 380 / 550 GeV options.
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Cost element (per length) Cost/length Length (m) Ref. Comment

(kILCU/m) 250 GeV 380 GeV 550 GeV

Accelerating structures 115.00 2,052 3,102 4,474 CLIC Assumed same for L- & S-band.

Damping rings 260.00 767 767 767 CLIC Two rings in one tunnel.

Combiner ring 79.00 1,535 1,535 1,535 CLIC Two rings in one tunnel.

Beam-delivery system 40.44 5,196 6,406 7,707 ILC Doubled for dual IP

Post-BDS beamline 40.44 346 427 514 ILC Costed as BDS.

Turn-arounds 40.44 213 213 213 ILC Costed as BDS

Instrumented beamline 15.40 437 666 966 ILC In between acc. structures.

Transfer line 15.40 6,087 7,294 8,732 ILC Costed as instrum. beamline.

Driver and e
+ transfer lines.

Plasma cells 46.20 375 570 825 3× instrumented beamline

Interstage optics 40.44 738 910 1095 Costed as BDS

Driver-distribution system (both

sides of plasma linac)

40.44 2,226 2,960 3,840 Costed as BDS. One on each side of

the plasma linac.

Tunnel (4.0 m inner diam.) 11.89 2,713 2,713 2,713 CLIC Outer diameter 5.1 m. Surface-to-

underground and turnaround.

Tunnel (5.6 m inner diam.) 20.19 560 560 560 CLIC Outer diameter 6.7 m. Damping

ring and e
+ source and injector.

Tunnel (8.0 m inner diam.) 37.15 4,951 6,525 8,403 CLIC Outer diameter 9.1 m. e
− injector,

plasma linac, e+ RF linac, BDS.

Surface building 33.26 1,267 1,944 2,830 CLIC Used for drive-beam linac

Cut-and-cover tunnel 9.86 2,035 2,712 3,597 CLIC Used for drive-beam linac and com-

biner rings

Cost element (per volume) Cost/volume Volume (m3) Ref. Comment

(kILCU/m3) 250 GeV 380 GeV 550 GeV

Tunnel (boring machine) 0.573 397,190 499,546 621,641 CLIC Based on outer diameter.

Tunnel widening (excavation) 0.45 148,699 183,328 220,556 FCC Used in dual BDS widening.

Cut-and-cover tunnel 0.45 44,589 59,423 78,814 Estimate based on tunnel area.

Cost element (per power) Cost/power Power (MW) Ref. Comment

(MILCU/MW) 250 GeV 380 GeV 550 GeV

Main beam dumps 2.39 12.8 19.5 28.2 ILC

Driver dumps 2.39 4.8 7.3 10.6 Based on main beam dumps

LN2 re-liquification plant 13.5 2.5 3.9 5.8 C3 Per power at cryo temp. (∼15%

cooling eff. at 77 K)

Klystron (S-band) 0.009 20,787 31,173 44,775 C3 Peak power

Modulator (S-band) 0.006 20,787 31,173 44,775 C3 Peak power

Klystron (L-band) 0.015 8,528 13,137 19,165 CLIC Peak power

Modulator (L-band) 3.9 42.8 66.0 96.3 CLIC Average power

Cost element (individual) Cost Power (MW) Ref. Comment

(MILCU) 250 GeV 380 GeV 550 GeV

Klystron (S-band, injectors) 0.351 21 21 21 C3 39 MW peak, 28 kW avg.

Modulator (S-band, injectors) 0.234 21 21 21 C3 39 MW peak, 28 kW avg.

Klystron (S-band, main linac) 0.603 298 453 656 C3 67 MW peak, 38 kW avg.

Modulator (S-band, main linac) 0.402 298 453 656 C3 67 MW peak, 38 kW avg.

Klystron (L-band, driver linac) 0.409 409 630 919 CLIC 21 MW peak, 105 kW avg.

Modulator (L-band, driver linac) 0.313 409 630 919 CLIC 21 MW peak, 105 kW avg.

Waveguides 0.0273 728 1,104 1,596 CLIC Assumed same for L- & S-band

Low-level RF components 0.0455 728 1,104 1,596 CLIC Assumed same for L- & S-band

Combiner ring RF kickers 1 6 6 6 Rough estimate (no source).

Polarized positron source 178 1 1 1 ILC Helical undulator and target. ILC

cost minus the RF injector.

Polarized electron source 82 1 1 1 ILC Photocathode gun. ILC cost minus

the RF injector.

Driver source 10 1 1 1 Thermionic gun with relaxed per-

formance. Rough estimate only

without source.

Dual IP interaction area 154 1 1 1 CLIC

Experimental area 20 1 1 1 CLIC

Table 2: Cost basis for the estimation of HALHF construction costs, based on CLIC [7, 8], ILC [9],

FCC [10] and C3 [11].
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The maintenance cost, which must be included to give appropriate weight to the overall runtime

of the programme, thereby encouraging high instantaneous luminosity, is given by

Maintenance Cost = Personnel (FTEs)× Labor Cost×
Integrated Luminosity

Inst. Luminosity ×Uptime Fraction
,

where the personnel requirement is estimated to be 100 FTEs per BILCU of construction cost (costed

at 0.07 MILCU/FTE-year), equivalent to 0.7% of the construction cost per year (based on ILC), and the

uptime fraction is assumed to be 70%. For HALHF, this gives a preliminary estimate for an integrated

maintenance cost (over ∼10 years) of about 217 / 266 / 332 MILCU for the 250 / 380 / 550 GeV options,

respectively.

Finally, a carbon tax is included to give weight to carbon emissions (encouraging a “greener"

machine in the optimisation). The CO2 emissions are dominated by electricity production and tunnel

construction (mainly the concrete), as outlined by Breidenbach et al. [12] (the accelerator components

themselves are currently not included). The carbon tax is therefore given by

Carbon Tax = (Tunnel Length× Construction Emissions

+ Integrated Energy Usage× Electricity Emissions)× Carbon Tax Rate,

where we are using 6.38 kton CO2-equivalent (CO2e) per km of tunnel based on CLIC (with only mar-

ginally larger emissions at 7.34 kton CO2e for wider tunnels as in ILC) plus another 73% for addi-

tional structures: 11.0 kton CO2e per km of tunnel. The emissions from electricity is estimated to be

20 ton CO2e/GWh The carbon tax rate is estimated at 800 ILCU/ton (based on the European Investment

Bank’s estimate for 2050 [13]). For HALHF, this amounts to a total carbon tax of about 175 / 227 /

295 MILCU for the 250 / 380 / 550 GeV options (preliminary estimate only).

In summary, our preliminary estimate for the Full Programme Cost for HALHF (including 10

years of operation) is 45% higher than the construction cost, at around 4,570 / 5,923 / 7,663 MILCU for

the 250 / 380 / 550 GeV options.

4 Civil engineering design study at CERN

Civil Engineering (CE) represents a significant proportion of the implementation budget for tunnel pro-

jects such as the HALHF at CERN. As a result, CE studies are of critical importance to ensure a viable

and cost-efficient conceptual design from the beginning. The baseline for the HALHF implementation at

CERN is displayed in Fig. 1. Initial placement studies at CERN have been conducted to find a suitable

location to host the HALHF facility. The key driver in these studies was to align HALHF with the cur-

rent ongoing CERN studies of CLIC [7,8] and the LCF, most notably, sharing geological alignments and

interaction regions. Figure 3 displays the proposed asymmetric HALHF alignment at its three energy

stages. An important point to note is that the full-length machine would remain entirely within France

with the tunnel situated in good “molasse” rock, well suited for tunnel-boring-machine (TBM) tunneling.

An underground structures schematic has been assembled in Fig. 4. This displays the parameters

associated with the different HALHF components and the different energy stages that follow, colour

coded as shown. A main tunnel section of 8 m has been used (wider than CLIC’s 5.6 m to allow for a

PWFA driver-distribution system in the electron arm as well as fitting klystrons and modulators in the

positron arm), which in the beam-delivery system (BDS) widens linearly to 16 m into the Interaction

Region to accommodate the incoming beamlines to the two detectors. The Interaction Region follows

that of CLIC, which has been updated in 2024 to house two offset detectors within a single cavern.

We have concluded that the Injection Complex (driver linac, delay loop and combiner rings) could

be housed on existing CERN-owned land on the Prévessin campus in cut-and-cover tunnels. Figure 5

presents the Injection Complex alongside the Surface Experimental Area which is directly above the

7





Figure 4: HALHF Underground Structures Schematic.

Figure 5: HALHF Injection Complex on the CERN Prévessin Site.
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Figure 6: HALHF 250 GeV Machine Layout.

5 Detailed description of subsystems

This section describes in greater detail each subsystem of HALHF. It is based largely on the recently

published Ref. [4], but adds new information on some parts, including the BDS.

5.1 Electron sources

Two electron sources are required for HALHF. The first is the source that produces a high-degree-of-

polarization and low-emittance bunch that is accelerated in the PWFA arm and collided with a positron

bunch at the IP. Such a high-quality polarized source, which produces an emittance small enough that

a damping ring is unnecessary, does not yet exist, although unpolarized sources with such performance

do [14]. The main problem with polarized sources is reduced lifetime due to eventual poisoning of the

photocathode. Development of the required polarized sources is a subject of considerable R&D [15] and

we assume that on the timescale of HALHF the required sources can be developed for other applications.

If not, the addition of an electron damping ring is a relatively minor perturbation both on layout and cost.

The electron source for the drive beam does not require either polarization or low emittance. A

standard high-current thermionic source is therefore proposed, very similar to that used by CLIC for

drive-beam generation [8].

5.2 Positron source

The positron source for HALHF, and indeed for any e+e− linear collider, is challenging. This is par-

ticularly the case when polarized positrons are an important factor in physics reach [16]. Fortunately, a

source with similar characteristics to that required for HALHF has already been substantially designed
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Figure 7: Photon yield (left) and photon energy (right) as a function of the undulator κ-value. Eave is the

average photon energy and E1 is the energy cut-off of the 1st harmonic. From Ref. [17].

Figure 8: Positron polarization versus κ-value without collimation but with an optics-matching device

generating a peak field on the beam axis of ∼3.2 T. The blue numbers indicate the required undulator

length. From Ref. [17].

for ILC.

In the ILC design, a 125 GeV e−-beam passes through a superconducting helical undulator, gen-

erating circularly polarized photons with energy ∼7.5 MeV that impinge on a thin rapidly rotating target

constructed from a Ti alloy, producing polarized electrons and positrons. The positrons are captured,

pre-accelerated and led through spin rotators before entering damping rings. Advanced simulations of

the undulator have been performed [18], e.g. examining the impact of field misalignments, errors in the

magnetic field (κ-value), and the period λ. Depending on the κ-value, such uncertainties can affect the

attainable polarization and the load on the target.

The following subsections describe work carried out to strengthen the ILC design and then its

adaption for HALHF.

5.2.1 Rotating target

The 1 m-diameter target for ILC was foreseen to rotate on magnetic bearings at 2000 rpm, which cor-

responds to a tangential speed of 100 m/s. This leads to the photon beam returning to the same target

position every 7 seconds. The beam has a power of ∼60 kW, but only about 3% of this is deposited in

the target. Radiative cooling is sufficient within the vacuum chamber [19]; the heat from the vacuum

chamber is taken away by water cooling. Discussions on manufacturing the device are ongoing with the

SKF company in Canada.
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5.2.2 Mask design

A mask system to protect the undulator walls has been studied, designed to restrict the synchrotron

radiation deposition to <1 W/m, even at the maximal length of 320 m for the ILC.

5.2.3 Optics-matching device

There has recently been substantial progress towards manufacturing a scaled-down prototype pulsed

solenoid used as an optics-matching device, suitable for 1 ms photon pulses hitting the target. Manu-

facturing drawings have been produced and prototypes manufactured using 3D-printing. First measure-

ments of the fields with 1 kA (pulsed and DC) are planned in 2025, which will be extended to 50 kA

at CERN. The higher yield required for HALHF (estimated to 3–4 positrons/electron), greater than the

1.5 positrons/electron required for ILC, should be achievable and is currently being studied [20].

5.2.4 Undulator-based positron source for HALHF

The fully accelerated HALHF e− beam has an energy of 375 GeV. This would be used as the photon

source in the undulator; this has much higher energy than the ILC Higgs-factory design, so that the

undulator parameters require adjustment.

The parameters calculated for the original 1 TeV ILC upgrade option [17] can be used as a starting

point, i.e. an undulator with 174 m length, a period of λ = 43 mm and a high magnetic field with κ = 2.5.

The undulator radiation is simulated using Kincaid’s formulae [21]. The photon-generation efficiency in

such an undulator as a function of κ is shown in the left-hand plot of Fig. 7, where the photon yield has

been normalised per electron per meter of undulator. The photon energy cut-off of the 1st harmonic and

the average photon energy are shown in the right-hand plot. The impact of the undulator field on the e+

polarization is shown in Fig. 8.

A parameter set such as that for ILC at 1 TeV could produce polarization of up to 54%. However,

the high κ value means that higher harmonics are important, leading to higher mean power and greater

energy spread for the photon beam. This makes the e+ capture more difficult but the use of e.g. a pulsed

solenoid or indeed a plasma lens give grounds for optimism.

Detailed simulations using CAIN adapted for undulator radiation [22] are currently being carried

out using the above scheme for HALHF. It is expected that estimates for the achievable HALHF positron

yield will soon be available. The requirement is to produce in excess of three photons per electron, which

will certainly be challenging.

5.3 Drive-beam linac and combiner rings

The parameter set from the Bayesian optimiser described in Sect. 2.2 produced parameters for the drive-

beam linac and combiner rings that are very similar to those produced for the CLIC drive beams. This is

reassuring, since the latter have been the subject of many person-years of design work and the purpose,

to transfer power from low-energy high-charge beams to high-energy low-charge beams to be collided,

is very similar.

There are however some differences from the CLIC drive-beam parameters. The drive beams

for HALHF are significantly more energetic, 4 GeV rather than 2 GeV. This has consequences in that

a higher gradient of 4 MV/m is required and the combiner-ring radius is larger. Otherwise the pattern

of combining pulses necessary to reduce the peak load on the linac is identical to that of CLIC. The

HALHF bunch structure is also different, with bunch trains of 48 bunches separated by 167 ps. The

bunch structure is shown schematically in Fig. 9.

12





the accelerating bubble for the colliding electron bunch. The necessary timing accuracy is ∼10 fs. Such

precision is achievable with state-of-the-art synchronisation; however, the detailed design and operation

of this scheme remain to be finalised.

5.5 PWFA linac

The plasma linac accelerating high-energy electrons for HALHF will require multiple plasma-accelerator

stages. This is a highly non-trivial aspect of the design that requires re-thinking how to build a high-

energy linac, including beam optics, diagnostics, collimation, beam dumps etc. Fortunately, the plasma

linac does not dominate either the length or the cost, which gives some freedom in how it can be de-

signed. Overall, it is clear that there is much “uncharted territory” and that a substantial dedicated R&D

programme will be necessary.

5.5.1 Staging optics and nonlinear plasma lenses

One of the key requirements of the plasma linac is to deliver stable, low-emittance electron beams, albeit

with parameters somewhat relaxed compared to symmetric colliders, because of the gain in geometric

emittance from working with higher-energy electron beams. While this reduces emittance-preservation

requirements in or between every stage, there is nevertheless a strict emittance budget. Chromaticity is

the key challenge for the interstage optics, due to the combination of divergence and energy spread in

plasma accelerators. The planned solution is to use nonlinear plasma lenses [26], which can in principle

provide achromatic point-to-point imaging between the plasma-accelerator stages. One question is how

the interstage optics transport the non-Gaussian transverse phase-space distribution that arises in the

presence of ion motion; the interstage optics should be able to preserve it owing to the achromatic point-

to-point imaging (see Fig. 10).

The effect of plasma ramps needs to be assessed in this context, as they cause the beam to exper-

ience a time-varying ion density due to ion motion. Other important points include emittance growth

from wakefield distortions as well as Coulomb scattering in plasma lenses; this must be studied in PIC

simulations as well as codes such as GEANT4 [27] to model scattering accurately, as this may result in

emittance growth, in particular because the beta function is large inside the plasma lenses. Beam–gas

scattering inside plasma lenses could be important and requires a thorough investigation. Finally, the

repetition-rate limitations of plasma lenses are not known and may restrict the allowable parameter space

of bunch-train patterns in HALHF.

5.5.2 Diagnostics between stages

In order to preserve the emittance between stages and transfer beams into the next stage, sufficient dia-

gnostics must be included. These include: an orbit measurement, using beam-position monitors (BPMs);

Figure 10: Schematic of an achromatic staging optic based on nonlinear plasma lenses. From Ref. [26].
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an energy-spectrum measurement, likely using an insertable screen at the centre of the interstage optics

(close to the central sextupole); and an emittance measurement, possibly using the same screen setup.

We note that cavity BPMs can in principle measure angles as well as offsets, which could reduce the

number of BPMs required. In the currently simulated beam optics, about 10% of the space is left open

for such diagnostics.

There is also a requirement for an online/non-destructive measurement of the energy spectrum

and emittance. This could potentially be achieved using a scintillator screen placed close to the beam,

measuring its electric-field halo. Another possibility would be to use the betatron radiation exiting each

stage for diagnostic purposes, as the spectral and spatial distribution of this radiation depend on beam

parameters, such as orbit and emittance.

One possibility that may ease commissioning is to have a dedicated diagnostics/tune-up station

between some or all stages. Sending the beam to this station would require flipping the polarity of one

of the interstage dipoles. The drivers also require diagnostics as they enter and exit the plasma stages.

Beam-position monitors should be located before and after each stage; a natural location for a post-

plasma spectrum measurement is the entrance of the driver-beam dump, onto which the energetically

dispersed driver is anyway steered.

5.5.3 Collimation

While collimation is not a requirement within the plasma linac, in practice multiple plasma accelerators

with complex beam optics between them will present a narrower aperture than collimators in the beam-

delivery system. This presents a new possibility: to do away with at least some of the (very lengthy)

“conventional” collimator system integrated into the BDS in favour of a distributed collimation system

throughout the plasma linac. There are several benefits to such a setup: the halo furthest distant from the

beam core is removed first, at low energy, followed by a gradual removal of the remaining halo at higher

energy.

Two types of collimation will be required in the interstage: energy collimation and beta (transverse-

phase-space) collimation. The energy collimation can be performed at the location of the central sextu-

pole, as this location has large dispersion and small beam sizes—ideal for energy collimation. The beta

collimation is likely to be done best at the location of the plasma lenses; these anyway impose a radius

restriction on the beam. One remaining issue is that of collimating the transverse phase space at different

phase advances: the plasma lenses are mainly located at the same phase advance (modulo 180◦), which

makes it challenging to collimate the phase 90◦ away.

5.5.4 Beam dumps, heat handling and the radiation environment

The above discussion on collimation requires also a strategy to deal with the collimated particles. Unless

these are directed into dedicated beam dumps, they will lead to heating of the surrounding area, but more

importantly activate the plasma-accelerator components. The largest issue in this regard is however the

dumping of the depleted drivers. Multiple megawatts of dumped beam power—most of it at sub-GeV

energies—–will need to be handled. A large amount of cooling will also be required. Dedicated radiation

simulations using FLUKA [28] are planned to design the appropriate beam dumps.

5.5.5 Beam quality

Several sources of emittance growth need to be considered for a PWFA collider [29, 30]. Some are well

known from RF-based linear-collider studies, including chromatic emittance growth and the wakefield

effect due to beam misalignment. In the plasma bubble, the transverse fields, both focusing and the

wakefield effects, are stronger than in an RF collider [31, 32]. The effect of these on the beam therefore

needs special attention. For example, transverse wakefields are expected to be very strong, and betatron

radiation is an effect that will be important in PWFA colliders, especially towards TeV-scale energies.
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polarization budget.

In an accelerator, the spin will precess according to the Thomas-BMT equations [36, 37], which

describe the precession of the spin of a charged particle in electric and magnetic fields. In a plasma

bubble (i.e. the blow-out regime, as used in HALHF) the equations may be greatly simplified, and the spin

precession will depend only on the radial focusing force, i.e. the off-axis position within the bubble. For

flat beams (σy ≪ σx), having polarization along the y-axis in the plasma seems ideal, as the precession

of the y-component of spin is minimised. The BDS would then need to rotate the spin to give longitudinal

polarization in the collisions.

Spin-transport (the simplified Thomas-BMT equations) will be implemented as simplified models

in ABEL. This will allow for start-to-end simulations, and the level of spin preservation in HALHF may

be quantified. Spin-transport is already implemented in HiPACE++.

While study with simulations is important, facilities/experiments to demonstrate experimentally

the conservation of polarization are essential. A challenge is the limited number of polarized beams

available for experiments world wide. In the short term, a relatively feasible experiment may be to

test polarization preservation in an active plasma lens at the ELSA or MAMi accelerators at Bonn and

Mainz, respectively. In the longer term, work on highly polarized plasma photocathodes is vital and

will hopefully be pursued in several laboratories. An implementation of the SPARTA project [38] with a

polarized front-end would be the ultimate demonstrator for HALHF.

5.6 Plasma generation, heating, cooling and power flow, efficiency

Plasma accelerators can in principle achieve energy-transfer efficiencies comparable to traditional radio-

frequency machines [39]. However, due to the nature of the plasma-acceleration process, a certain pro-

portion of the driving beam’s energy will remain in the plasma after the wakefield has passed. What

happens to that energy, i.e. how it is transported and on what timescale, will have implications for the

choice of plasma-source technology and how that plasma source is operated. The following subsections

examine these topics and their inter-relatedness in the context of HALHF.

5.6.1 Efficiency

The overall energy-transfer efficiency, i.e. the energy gained by the accelerating bunch divided by the

input driver energy, at HALHF is expected to be 40%, with another 40% of the initial drive-beam energy

remaining in the plasma. Separate experiments have already shown that 57% of the drive-beam energy

can be transferred to the plasma [40] and that 42% of the deposited drive-beam energy can be converted

to gain in witness-beam energy [41]. Combining these figures suggests an overall efficiency of 24% is

possible, so the HALHF proposal is ambitious but realistic. While a high efficiency of driver energy to

the witness beam reduces the heating rate, moderate changes in its value will not meaningfully alter the

scale of the technological challenge, which requires plasma devices capable of withstanding orders-of-

magnitude higher heating loads than the current state of the art. Fortunately there is the potential to make

rapid progress in this area with simple ideas, numerical simulations, and experimentation.

5.6.2 Plasma generation

Two common methods of field ionisation have been considered for HALHF: laser or high-voltage-

discharge ionisation1. The target density envisaged for HALHF is ∼1015 cm−3, which is compatible

with both generation mechanisms. A pre-ionised plasma source, rather than relying on beam ionisation,

is preferred to combat driver head erosion. Laser ionisation is potentially the more flexible of the two

options, as advanced shaping methods (with the use of Bessel beams for example) may give control

1AWAKE is investigating plasma generation with both discharge and Helicon sources in the range 1–10× 10
14

cm
−3 with

a baseline of 7× 10
14

cm
−3 [42–44]
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over the shape of the plasma density ramps, which are crucial for emittance preservation. Additionally,

plasma of any (sub-critical) density can be ionised. In order to ionise Ar or H, a focused intensity of

around 2× 1014Wcm−2 is required. The laser energy of a 40 fs (Ti:sapphire) laser required to ionise a

7.8 m long stage was calculated assuming a plasma column radius of twice the blowout radius (assumed

to be 0.42 mm). A Bessel beam to do this would require 8 rings, each of energy 55 mJ. Therefore, a laser

delivering >0.5 J (plus some conservative safety factor) would be required, which at 16 kHz (average) re-

petition rate is far beyond the state of the art. Furthermore, such lasers typically run with constant (CW)

pulse spacing, perhaps excluding compatibility with the pulsed operation of the drive-beam and plasma

linac. However, in the next section, it will be shown that the energy deposition from the train of driver

bunches should keep the plasma hot enough to remain fully ionised, meaning that plasma confinement

may be a more pressing issue than ultrahigh-repetition-rate plasma generation, and that only one external

ionisation event may be required per bunch train. Discharge ionisation is relatively simple, although the

downside is that it favours higher densities (to stay close to the Paschen curve minimum in a 5 m plasma,

a initial density of order 1016 cm−3 is required). Strategies to mitigate this initial density requirement

exist, such as using a hot gas, employing a glow discharge or localised laser ionisation to initiate the

discharge. Scaled calculations from FLASHForward measurements [45] indicate that the plasma re-

quired for HALHF can be produced with a few tens of Joules. The ease and low-energy requirements of

discharge ionisation recommend it for the HALHF baseline design.

5.6.3 Heating

As mentioned in a previous subsection, 40% of the drive-beam energy will be deposited in the plasma.

This equates to ∼13 J of total energy per acceleration event (or ∼1.6 J/m averaged over the length of

the plasma-acceleration module) reaching ∼2 kJ from the full 160-bunch train. Unfortunately, relat-

ively little is known about how this energy is transported within the plasma but naïve assumptions can

help frame the problem. For example, if all the energy deposited in the plasma is equally distributed

to all plasma electrons and ions in the plasma source (assuming a diameter of 1 mm, which is typ-

ical at FLASHForward), the temperature of the plasma constituents will rise to ∼10 keV from a single

bunch—sufficiently high to ionise almost all levels of argon. Furthermore, if no energy were to be lost

from the plasma between bunches in the train via, for example, electromagnetic radiation or conduction

by the plasma source, this temperature could rise to ∼1.6 MeV, orders of magnitude hotter than some fu-

sion reactors. Lower temperatures may be reached by using cm-scale plasma-source diameters but only

if the energy can be evenly distributed on a sufficiently short timescale. Ultimately, little is known about

the operation of plasma accelerators at these temperatures, both from the point of view of the plasma

physics and how they affect the wakefield process. For example, for a hot (100 eV) plasma with HALHF

densities (6× 1014 cm−3) the electron-ion collision time is on the order of microseconds–orders of mag-

nitude longer than the temporal separation between bunches. It is therefore highly likely that the plasma

will be far from equilibrium at the arrival time of the next bunch in the train, thus significantly modify-

ing the wakefield properties. Targeted research, in the form of long-term PIC simulations, with all the

necessary physics included, and experimental results, with direct plasma-electron and -ion temperature

diagnostics, is planned at the University of Oxford.

5.6.4 Cooling

The energy deposited in the plasma will make its way to the surrounding plasma vessel if no remedial

measures are taken. Although the energy-transport channels in a plasma accelerator remain relatively

unmapped, upper bounds on the required cooling rates can be calculated from the energy deposited in

the plasma from the drive beam. The HALHF baseline parameters need around 16,000 bunches per

second to achieve the necessary luminosity. With the 1.6 J/m of energy deposition previously calculated

for a single acceleration event, the time-averaged cooling rate required for the entire bunch train corres-

ponds to 38 kW/m, larger than the cooling rates expected at CLIC but on the same order of magnitude.
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Furthermore, if HALHF were to operate in a burst mode as originally proposed, the energy deposition

over the bunch train would be 256 J/m in 2.56 µs, likely leading to MPa principle stresses on the plasma

source material. Novel plasma-source designs capable of withstanding the extreme and rapid stresses

and temperature changes are therefore an important R&D topic for HALHF.

5.7 Damping rings

It is assumed that a polarized source with suitable performance and longevity will be available by the

time of HALHF construction, allowing operation without an electron damping ring. If this turns out not

to be the case, addition of a damping ring is a relatively minor perturbation on the design.

The positron damping-ring design for HALHF has unfortunately not been pursued due to lack

of effort and no funding resources being available. The working assumption is that the design for the

CLIC dual positron damping ring can be adapted to HALHF requirements. A detailed design for such a

damping ring is a priority for the next stage in HALHF design, as it is well known that dampings rings

can put severe limitations on bunch currents and the bunch-train pattern of the facility.

5.8 Positron linac

The guiding principle of HALHF is to avoid the necessity for positron acceleration in plasmas [46] by

using metallic cavity structures to do this task. The asymmetric energy of HALHF is predicated on

the requirement to miniminse the cost of this positron linac – a symmetrical machine would require a

positron linac to accelerate to half the CoM energy, which would be very expensive. Even with the

current asymmetry, giving a positron energy of 41.7 GeV for the Higgs factory, the positron linac is a

significant cost element and also is one of the longest parts of the complex. It is therefore important to

minimise this cost as far as possible. An important element in such a minimisation is to maximise the

accelerating gradient. This pushes us in the direction of a new technology, also being considered for a

Higgs factory, that of cool copper [11, 47].

As a new technology, we considered it important to choose a value of the gradient higher than

achievable with warm linacs, such as that of the venerable SLAC linac, but well away from the state of

the art. The Cool Copper collaborators have recently achieved 140 MV/m in beam tests at Next Linear

Collider Test Accelerator (NLCTA) at SLAC, with a breakdown rate reduction by a factor of 50 compared

to operation at room temperature [48]. We propose a gradient of 40 MV/m, although this could well be

safely increased in further design optimisations.

We are collaborating closely with the Cool Copper researchers. They are currently constructing

a Quarter Cryo-Module with Rafts Assembly (see Fig. 12) to be tested at high power at the Advanced

Photon Source (APS) at Argonne using the Linac High-Power RF Test stand and the Linac Extension

Area. Tests will include:

– a high power test measuring breakdown rate with a 30 MW klystron;

– full power + beam tests;

– a second phase with two structures and a 60 MW klystron;

– a repeat full test with the quarter cryo-module.

Initial studies for a cool copper positron linac for HALHF indicate that the requirements should be readily

achievable. Figure 13 shows the RF power required and the effective gradient for the HALHF bunch

pattern. If for whatever reason it transpires that cool copper does not provide a solution for HALHF’s

requirements, there is a fall-back, as shown in Fig. 2, viz. a warm linac with a gradient of 25 MV/m.

Although this will obviously be longer and more expensive, it is rather similar to the SLAC linac, which

typically operated with gradients between 17 and 20 MV/m. It is therefore a very conservative choice

and a safe fall-back solution. More information is contained in the Cool Copper Collider submission to

this process [47].
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the HALHF BDS is the large emittance values, which lead to a significant reduction in luminosity at

the IP. Unlike the more compact BDS systems in CLIC and ILC, HALHF’s emittance constraints result

in a longer and more complex BDS. To mitigate the impact of large emittance and optimise the BDS

performance, several possible solutions are being explored:

– optimising the optics: adjusting the chromaticity correction scheme and increasing dispersion

through larger bending angles;

– expanding the collimation sections: ensuring efficient removal of beam halo to enhance beam

quality;

– using advanced magnet technology: exploring Nb3Sn superconducting magnets to reduce the sys-

tem’s length constraints;

– reducing the beam emittance: shortening the required BDS length by operating closer to ILC/CLIC

parameters, but at the cost of introducing an electron damping ring and making emittance preser-

vation more challenging in the plasma linac.

Recent studies underline that it will not be possible to fit the BDS within the desired length constraints

unless we find a compromise between the plasma linac integration, which could alter beam dynamics

and help in reducing emittance and adding a damping ring, which, while complex, might be the most

effective way to shorten the BDS.

5.9.2 Dual IP

The dual BDS option, inspired by the CLIC dual IP design [49], would further extend the overall system

length. The additional separation beamline and dipoles required for the dual IP configuration increase

complexity and engineering constraints. Given these challenges, the HALHF BDS length would need to

exceed 2.6 km, with further extensions depending on the final implementation of the dual IP scheme.

5.9.3 Future work

To move towards a feasible BDS design, upcoming work will focus on refining the electron BDS and

testing alternative optics solutions, assessing the feasibility of damping rings and their impact on reducing

emittance and investigating plasma linac integration as a possible alternative to traditional acceleration

schemes. To evaluate dual IP implementation, considering both luminosity and length constraints will

be necessary. Moreover, collaborating with plasma-accelerator experts to explore new approaches for

collimation and beam focusing would be fundamental.

6 R&D plan

In this section, we describe the R&D necessary for the initial Phase-1 activities in some detail. Table 3

summarises our estimate for the overall R&D programme necessary to produce a Technical Design Re-

port for HALHF, while Table 4 breaks down the work for the PWFA arm in more granularity. The nine

Technology Readiness Levels (TRL) for various subsystems and aspects of HALHF shown therein are

defined in Fig 14.

While necessarily only approximate, we believe that funding close to what is indicated here (i.e.,

∼5% of the collider cost) would be sufficient to make a major step forward towards making a PWFA

facility a reality for particle-physics applications. This in turn would have major implications for work

towards a 10 TeV collider [50], seen e.g. in the USA as the next step beyond an e+e− Higgs factory.

A key and indeed minimum requirement for the approval of a technology of the novelty of HALHF

is the production of a demonstrator that can exhibit the properties required of a user-driven facility. This

demonstrator facility and the TDR are the main deliverables of the HALHF R&D programme. The

Phase 1 programme that starts in year 0 and lasts for 3–5 years, as shown in Table 3, can be described in

somewhat more detail than the Phase 2 and 3 programmes that necessarily depend on success in Phase 1.
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R&D element Start

year

Duration

(years)

Personnel

(FTE years)

Capital

(MCHF)

Phase 1: Basic R&D and integrated collider design 0 5

Plasma accelerator R&D:

Single-stage quality preservation at high efficiency demonstration (ongoing) 0 5 90 13

Basic staging and beam-quality R&D:

Self-consistent PWFA staging simulations (incl. spin polarization) 0 3 15 2

Demonstrating achromatic staging optics (nonlinear plasma lens) 0 3 5 3

Quality-preserving stage-to-stage transport experiment 3 2 10 5

Basic plasma heating and cooling R&D

Self-consistent long-term plasma evolution simulations 0 3 10 1

Cooled plasma-cell development 0 5 30 5

High-peak-power plasma evolution experiment (in existing PWFA facilities) 0 5 10 2

Collider design (toward CDR):

Polarized e+ source R&D 0 5 16 3

Positron linac design (e.g., cool copper) 0 5 10 10

Drive-beam complex design (linac, combiner rings, etc.) 0 5 20 7

Beam-delivery system design (incl. double IP) 0 5 10 1

Asymmetric physics and detector design (Not included in accelerator design)

Phase 2: Key demonstrations 5 5

Plasma demonstrations:

Staging and stability demonstrator (new dedicated facility; SFQED application) 5 5 25 60

High-average-power plasma-cell demonstration (upgrading an existing facility) 5 5 20 20

Single-stage polarization preservation experiment 7 3 15 20

Self-consistent full-train start-to-end simulations 5 5 5 1

Other systems demonstrations:

Cool-copper RF linac demonstrator (parallel development to HALHF)

Polarized positron source demonstrator (parallel development to HALHF)

Phase 3: HALHF (all in one) demonstrator 10 5

Upgrade of staging facility with high-power plasma cells and RF 10 5 20 25

Upgrade to include increased beam quality 12 3 20 25

Upgrade to include spin polarized source 13 2 10 10

Total 15 yrs 341 FTE yrs 213 MCHF

Table 3: HALHF R&D Milestones and required resources to produce a Technical Design Report (TDR).

(This table is reproduced from Table 2 in the Comprehensive Summary [1].)

Critical parameters TRL R&D time (y)

(design/total)

R&D current

(MC)

R&D needed

(MC; design/total)

FTE

current

FTE-yrs

needed

Comments

Electron beams > 100 GeV 1 7–8 / 11–13 7/100 1 40 No PWFA-test facilities have produced >100

GeV beams

Acceleration in one stage

(∼10 GeV)

5 5 / 9–10 10/100 3 50 AWAKE demonstration but technology may not

be suitable

Plasma uniformity

(long & trans.)

4 5/9–10 2/100 2 15 AWAKE demonstration but technology may not

be suitable

Preserving beam

quality/emittance

3.5 7–8/11–13 0.5 (ERC +

Oslo national)

3 / 100 5 25 Normalized emittance preserved at <3 um levels

with small currents

Spin, polarization 2 5 / 9–10 0.1 (DESY) 3/100 1 16 Technology concept formulated

Stabilisation (active and

passive)

3 7–8 / 11–13 1/100 1 10 Studies at AWAKE and LWFA, but not at

HALHF requirements

Ultra-low-emittance beams 2 7–8 / 11–13 3/100 0 20 Not yet collider emittances; need better test

facilities.

External injection and timing 4 7–8 / 11–13 1/100 0 10 Precise timing for external injection

demonstrated at AWAKE

High rep-rate targetry with heat

management

2 5 / 9–10 7/100 3 40 Heat modification of plasma properties/profile

and target cooling requires new concepts

Temporal plasma

uniformity/stability

4 5 / 9–10 3/100 0 10 AWAKE demonstration but technology may not

be suitable

Driver removal 2 7–8 / 11–13 2/100 0.5 10 HALHF concept exists

Drivers @ high rep. rate & eff. 5 5 / 9–10 5/100 0.5 10 Similar to CLIC driver, demonstrated in CTF3

Interstage coupling 2 7–8 / 11–13 1 (ERC) 3/100 3 10 HALHF concept exists

Total system design with

end-to-end

3 3–4 0.5 (Oslo,

Oxford)

3 2 20 Not yet at pre-CDR level. Aim for pre-CDR

document early in 2026.

Simulations 5 part of above 0.5 (ERC +

Oslo national)

part of above 4 5 Single-stage simulation well developed -

dedicated framework (ABEL) for start-to-end

Self-consistent design 4 part of above part of above part of above in prev.

2 rows

5 Plasma linac start-to-end simulations performed

using HIPACE++/ABEL

Table 4: HALHF plasma-arm R&D: Technology Readiness Levels (TRL), required resources and times-

cales to produce TDR. “FTE current” means currently in place; “needed” is integrated total requirement.

“R&D current” is only non-zero if dedicated to HALHF. Adapted from LDG Accelerator Roadmap

review submission, February 2025. (This table is reproduced from Table 3 in the Comprehensive Sum-

mary [1].)
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Figure 14: Definition of Technology Readiness Levels. Source: NASA Procedures and Guidelines

7123.1 B.

6.1 R&D on single-stage properties

The single-stage properties that constitute the first item in Phase 1 are a central theme of the world-wide

PWFA research effort currently under way. The unique feature of HALHF research in this area is the

requirement for high power in order to achieve the required luminosity. This is not being investigated at

any significant level outside the HALHF Collaboration. Indeed, only the FLASHForward facility [51,

52] at DESY is capable of relevant experimentation using high-energy beams (≥ 1 GeV). The number

of FTEs engaged in such experimentation, which is not explicitly for HALHF, is to the best of our

knowledge of order three. A similar number is engaged on the design of plasma cells suitable for HALHF

parameters; as is discussed in more detail below, a significant increase in numbers is required to make

progress on the HALHF design.

6.2 R&D on staging

The R&D on staging is currently planned using both LWFA and PWFA. The original staging experi-

ment [53] was carried out at the BELLA facility [54] at Lawrence Berkeley National Laboratory and

further work is planned there. While only low charge and low repetition rates are possible, this work

is still relevant for HALHF. The PWFA staging activity is mostly under the aegis of the SPARTA [38]

project, which although not specifically orientated towards HALHF, has a substantial overlap in person-

nel with the HALHF Collaboration and has goals that are very congruent. A dedicated HALHF activity

would have significant synergetic effects and strengthen both projects towards the goal of producing a

high-energy PWFA demonstrator.

The optical elements required for staging are also being developed, again predominantly within

the SPARTA project. First experimental tests of nonlinear plasma lenses, required for compact and
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achromatic beam transport, are currently being carried out at the CLEAR facility at CERN. This work

needs to be expanded and a dedicated design team for HALHF is required to optimise the setup for the

48 HALHF stages in the current baseline design.

6.3 R&D on spin polarization

There is currently little R&D devoted to issues of spin-polarization preservation in PWFA. This aspect is

a key advantage of linear colliders compared to circular colliders, so that it is essential to fund research

in this area. Although PIC simulations imply that polarization is preserved during non-linear plasma

acceleration, an experimental demonstration is necessary.

6.4 R&D on plasma heating and cooling

R&D activity related to plasma-cell design and cooling, a crucial topic for HALHF, aims to develop

both software and hardware to study key thermodynamic processes at high-repetition-rate [55] and high-

average-power plasma accelerators. The two main areas of work are firstly to understand how the energy

deposited in the plasma evolves and secondly to assess how the temperature rise this produces modifies

the plasma wakefields.

Achieving these goals will require new approaches and solutions to elucidate the quantitative

implications of high temperature on the plasma-wakefield process, enabling the development of strategies

to combat plasma heating as well as techniques to cool high-average-power plasma stages. Usually, this

is approached by simulation using PIC codes and then carrying out corresponding experiments. However,

in the case of HALHF a different approach is needed because of the following challenges:

– PIC codes only simulate the physics over timescales orders-of-magnitude shorter (fs–ps) than the

separation between high-repetition-rate bunches at HALHF (ns–µs). They therefore omit aspects

of physics required to simulate a high-repetition-rate plasma accelerator. Even were these pro-

cesses to be contained in the PIC codes, simulations over such a long timescale are prohibitively

expensive computationally because of the nm-level resolution at which important plasma-physics

processes take place;

– Experiments typically use measurements of the plasma-accelerated beam to infer the instantaneous

plasma properties. Unfortunately, plasma temperature changes manifest themselves in such meas-

urements in similar ways to e.g. changes in plasma density. This makes such indirect diagnostics

unsuitable to measure the thermodynamic changes in the plasma.

The necessary R&D must be tackled both in the laboratory and in a beam line. A HALHF labor-

atory to pursue design of suitable plasma cells must be established at a suitable site. A beam-line to

measure the properties of such cells would be located at a PWFA laboratory. The most suitable currently

operating is FLASHForward at DESY [51] but FACET-II at SLAC [56], or EuPRAXIA [57] (depending

on the timescale for funding), could also be possible sites. Detailed assessments of necessary resources

for this programme are currently being completed, informing similar estimates for the other aspects of

the HALHF R&D programme.

6.5 R&D on overall collider design and non-plasma subsystems

The next items in Table 3 refer to the overall collider R&D, which would aim to produce a full Conceptual

Design Report for HALHF within five years of sufficient funding being allocated.

There is significant activity in the design of the positron source, which is also required for ILC,

as discussed in Sect. 5.2. However, this is insufficient to provide a CDR for HALHF, which would

require not only several FTEs of sophisticated engineering design but also capital expenditure to produce

prototypes and testing of the necessary rotating target.
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For the cool copper linac, we hope that a small HALHF effort here will be sufficient to “piggy-

back” on the effort centered at SLAC to develop this technology. We are in close contact with the C3

Collaboration [47] on the design of a linac suitable for the rather conservative HALHF parameters. The

necessary design work and help in the development of the technology nevertheless requires dedicated

HALHF staff to interface with the C3 effort.

The drive-beam complex is very similar to that of CLIC but nevertheless has distinctive features

that will require dedicated design work in close collaboration with our CLIC colleagues. This work

builds on the many FTEs of effort so far dedicated to CLIC.

The ongoing design for the BDS is described in Sect. 5.9. The current design effort leverages the

work done on the CLIC BDS and is dedicated to HALHF. Current funding will however expire within

two years and this must be replaced and enhanced if the design is to be successful. The large emittance

of the electron beam leaving the PWFA accelerator causes significant difficulties compared to the much

smaller assumed emittance in the CLIC design.

6.6 R&D on particle-physics experimentation

The design of detectors suitable for HALHF is a significant task; the current effort has so far only been

able to scratch the surface. Not only will some dedicated R&D be required for specialised detectors

in the forward direction and for luminosity monitoring, but also significant software effort is required to

modify GEANT to deal with asymmetric collisions. However, the required effort is not part of the current

programme described in this document, which is dedicated to accelerator-related topics.

6.7 Currently missing R&D activities

In addition to the topics explicitly pulled out in Tables 3 and 4, there are significant other topics where

no HALHF design work is currently being undertaken due to insufficient resources being available. The

most important of these is the damping rings. However, we are hopeful that some HALHF collaborators

will be able to begin this research in the next few months. It is expected that overlap at the interfaces

with the linac and positron-source groups will provide sufficient additional effort to allow a damping-ring

scheme to be devised at least at a conceptual level. Work on producing beam dynamics for some of the

HALHF components has begun but must be greatly strengthened as e.g. details of the positron source

cannot be finalised without a full HALHF beam lattice.
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