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A. F. Żarnecki5 , K. Zembaczyński5
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Abstract Two samples of silicon pad sensors and two sam-

ples of GaAs sensors are studied in an electron beam with

5 GeV energy from the DESY-II test-beam facility. The sizes

of the silicon and GaAs sensors are about 9 × 9 cm2 and 5 ×

8 cm2, respectively. The thickness is 500 µm for both the sili-

con and GaAs sensors. The pad size is about 5 × 5 mm2. The

sensors are foreseen to be used in a compact electromagnetic

sampling calorimeter. The readout of the pads is done via

traces connected to the pads and the front-end ASICs at the

edges of the sensors. For the silicon sensors, copper traces

on a Kapton foil are connected to the sensor pads with con-

ducting glue. The pads of the GaAs sensors are connected

to bond-pads via aluminium traces on the sensor substrate.

The readout is based on a dedicated front-end ASIC, called

FLAME. Pre-processing of the raw data and deconvolution

is performed with FPGAs. The whole system is orchestrated

by a Trigger Logic Unit. Results are shown for the signal-

to-noise ratio, the homogeneity of the response, edge effects

on pads, cross talk and wrongly assigned signals due to the

readout traces.

1 Introduction

For several applications of electromagnetic calorimeters, the

Molière radius [1,2] is an important parameter. It is a mea-

sure of the transversal spread of a shower originating from

a e-mail: wolfgang.lohmann@desy.de (corresponding author)

an electron or photon in matter. It is proportional to the radia-

tion length X0. In materials of low X0 the shower is squeezed

inside a small radius, facilitating its detection in case of back-

ground, and ensuring a precise shower position measurement.

In addition, the probability to resolve overlapping showers is

enhanced. In practice, what matters is the effective X0 which

depends on the absorber and the space used for signal extrac-

tion. For compact calorimetry, the latter has to be minimized.

Examples of relevance are luminometers in experiments

at electron-positron colliders [3] or an electromagnetic

calorimeter in the laser-electron scattering experiment LUXE

[4] investigating strong field QED. In the former, Bhabha

scattering [5] is used as a gauge process. Using a highly com-

pact calorimeter, i.e. with a small Molière radius, the fiducial

volume is well defined, and the space needed is relatively

small. In addition, the measurement of the shower of a high

energy electron on top of widely spread low energy back-

ground is improved. In the laser-electron scattering case, the

number of secondary electrons and positrons per bunch cross-

ing varies over a wide range, and both the determination of the

number of electrons and positrons and their energy spectrum

per bunch crossing favours a highly compact calorimeter.

In sampling calorimeters, tungsten is the favoured absorber

material, with a Molière radius of about 9.3 mm. Tungsten

plates are interspersed with active pad sensors to form a sand-

wich. To keep the Molière radius near the one of tungsten,

the gap between tungsten plates must be kept small. Hence,

thin sensor-planes are needed. In this case, solid state sen-

sors are favoured because the thickness can be kept to a few
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hundreds micrometers while the generated signals are suffi-

ciently large to detect even minimum ionising particles with

high efficiency.

Here two technologies of ultra-thin sensor planes are

investigated based on silicon (Si) and gallium arsenide

(GaAs) pad sensors.1 In both, thin metal traces guide the sig-

nal on a pad to the sensor edge where the front-end ASICs

are positioned. For the GaAs sensors, these traces are made

of aluminium, embedded in the gaps between the pads, and

for the Si case, Kapton fan-outs with copper traces are glued

to the sensor. Both technologies are new. Traces embedded

between pads of the GaAs sensor are used for the first time. A

similar technology was developed previously to improve the

granularity of silicon strip sensors [8]. Kapton fan-outs with

copper traces bonded on the sensor pads are described in a

previous publication [9]. Here electrically conductive glue is

used to connect the copper traces to the pads, requiring less

space than wire bonds. Using these connectivity schemes the

thickness of the sensor plane can be easily kept below 1 mm.

In the LUXE experiment two electromagnetic calorime-

ters are foreseen to measure the multiplicity and energy spec-

trum of electrons and positrons produced in the multi-photon

Breit-Wheeler process [10]. The design, prototyping and

construction of these calorimeters is pursued by the LUXE

ECAL team. In this paper a full system test of two considered

pad-structured sensors for the LUXE ECAL is reported. The

sensors are positioned in a 5 GeV electron beam at DESY.

A pixel telescope is used to measure the trajectory of each

triggered electron. The signal on each pad is amplified and

digitised by a dedicated front-end electronics. Results are

presented on the signal-to-noise ratio, the homogeneity of

the response of different pads, edge effects, cross talk and

signals due to the readout traces on the GaAs substrate.

2 Sensors

Silicon sensors, produced by Hamamatsu initially for the

CALICE collaboration [11], are arrays of 5.52 × 5.52 mm2,

p+ on n substrate diodes. The thickness is 500 µm and

the resistivity is 3 k� cm. Each sensor has a total area of

89.9 × 89.9 mm2, structured in 16 × 16 pads covered with

aluminium, without guard rings. The gap between pads is 10

µm. The active area of the sensor is surrounded by a 0.61 mm

wide inactive zone. A picture of a sensor is shown in Fig. 1.

For all pads of the two sensors studied, the leakage cur-

rent was measured as a function of the bias voltage. A typ-

ical result is shown in Fig. 2. Full depletion of the sensor is

reached at a bias voltage of about 50 V.

1 Compared to Si pad sensors GaAs sensors show a larger radiation

tolerance under electron exposure at room temperature [6,7].

Fig. 1 Picture of the Si sensor with 16 × 16 pads, each pad with a

5.52 × 5.52 mm2 aluminium metallisation, in its protection box
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Fig. 2 Leakage current as a function of the applied voltage for a

selected pad of the Si sensor measured at 20 ◦C

GaAs sensors [12] are made of single crystals. High

resistivity of 106 k� cm is reached by compensation with

chromium. The pads are 4.7 × 4.7 mm2, with 0.3 mm gap

between pads. Pads consist of a 0.05 µm vanadium layer, cov-

ered with 1 µm aluminium, made with electron beam evapo-

ration and magnetron sputtering. The back-plane is made of

nickel and aluminium of 0.02 and 1 µm thickness, respec-

tively. The sensors are 500 µm thick with an active area of

49.7 × 74.7 mm2 leading to 10 × 15 pads without guard

rings. The signals from the pads are routed to bond pads on

the top edge of the sensor by aluminium traces embedded in

the gap between pads, thus avoiding the presence of a flexible

printed circuit board (PCB) fanout. The traces are made of

1 µm thick aluminium film deposited on a SiO2 passivation

layer by means of magnetron sputtering. A prototype sensor

is shown in Fig. 3.

An illustration of the structure, as described above, can be

seen in the cross-profile shown in Fig. 4. The leakage current

123



Eur. Phys. J. C           (2025) 85:684 Page 3 of 13   684 

Fig. 3 Picture of a GaAs sensor. The bond-pads are visible on top of

the sensor

of all pads was measured as a function of the bias voltage.

A typical example is shown in Fig. 5. The leakage current

rises almost linearly with the bias voltage, as expected for a

compensated semiconductor. At a bias voltage of 100 V the

leakage current amounts to about 50 nA.

A flexible Kapton PCB is used to connect the sensor pads

to the front-end ASIC board (FEB). In the case of the Si

sensor, copper traces on the PCB are connected to the pads

with the conductive glue Epotek 4110. For the GaAs sensor,

the bonding pads on the top of the sensor, as shown in Fig. 3,

are connected to the PCB.

A picture of the PCB used for the Si sensor read out is

shown in Fig. 6. For both sensors, the bias voltage is supplied
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Fig. 5 The leakage current of a GaAs pad as a function of the bias

voltage, measured at 20◦C

to the sensor through Kapton PCB glued to the sensor back-

plane.

3 Front-end electronics and data acquisition

Each sensor plane is read out by front-end (FE) ASICs called

FLAME (FcaL Asic for Multiplane rEadout), designed

for silicon-pad detectors of the LumiCal calorimeter for a

future electron-positron linear collider experiment [13,14].

The main specifications of the FLAME ASIC are shown in

Table 1.

Fig. 4 Schematic cross-profile

of a GaAs sensor, not in scale.

The aluminium traces are

positioned between the columns

of pads, on top of a SO2

passivation layer
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Fig. 6 Design of the flexible PCB used to read out the Si sensor. Bot-

tom left, one sees the location of the connector. The red squares will

be glued to the sensor pads. The red and blue lines represent the traces

between pads and the connector pins (in red, traces located on the top

layer and in blue traces located on the bottom layer of the flexible PCB)

Table 1 Summary of the specifications of the FLAME ASIC

Variable Specification

Technology TSMC CMOS 130 nm

Channels per ASIC 32

Power dissipation/channel 3.1 mW

Noise ∼1000 e−@10 pF + 50e−/pF

Dynamic range Input charge up to ∼ 6 pC

Linearity Within 5% over the dynamic range

Pulse shape Tpeak ∼ 55 ns

ADC bits 10 bits

ADC sampling rate up to ∼ 20 MSps

Calibration modes Analogue test pulses, digital data

loading

Output serialiser serial Gb-link, up to 9 Gbit/s

Slow controls interface I2C, interface single-ended

A block diagram of FLAME, a 32-channel ASIC designed

in CMOS 130 nm technology, is shown in Fig. 7. FLAME

comprises an analogue FE and a 10-bit ADC in each chan-

nel, followed by a fast data serialiser. It extracts, filters and

digitises analogue signals from the sensor, performs fast seri-

alisation and transmits serial output data.

As seen in Fig. 7, the 32-channel chip is designed as a pair

of two identical 16-channel blocks. Each block has its own

serialiser and data transmitter so that during operation, two

fast data streams are continuously sent to an external data

acquisition system (DAQ). The biasing circuitry is common

to the two 16-channel blocks and is placed in between. Also

the slow control block is common and there is only one on the

chip. The analogue FE consists of a variable gain preampli-

fier with pole-zero cancellation (PZC) and a fully differential

CR–RC shaper with peaking time of about 55 ns. The shaper

includes also an 8-bit Digital to Analog Converter (DAC),

with 32 mV range, for precise baseline setting. The analogue

FE consumes in total 1.5 mW/channel. The Analogue to Dig-

ital Converter (ADC) digitises with 10-bit resolution and at

least 20 MSps sampling rate. Using asynchronous readout,

the sampling rate should be high enough to reconstruct the

signal amplitude from the pulse samples. In standard readout

mode, fast deconvolution is performed in the FPGA using a

procedure that, based on the first-order semi-Gaussian pulse

shape, requires three samples [15]. The same procedure is

applied to raw data, and sometimes a standard fit is also used

for verification. The reconstruction quality works well when

the sampling period is similar to the peaking time of the semi-

Gaussian pulse. The power consumption is below 0.5 mW

per channel at 20 MSps. In order to ensure the linearity of

the ADC, the input switches are bootstrapped, significantly

reducing their dynamic resistance. The dynamic range of the

ASICs can be switched between high and low gain. At high

gain, the response to the input charge is almost linear between

0.5 to 75 minimum-ionising-particle (MIP) equivalent depo-

sitions in a 500 µm thick Si sensor. At low gain, up to a charge

of 5 pC the response is linear, corresponding to about 1000

MIP-equivalents,2 and the lower threshold is in the range of a

few 10 MIP-equivalents. Currently, the gain setting cannot be

changed dynamically, i.e. the existing implementation would

require the gain setting to be changed depending on the posi-

tion of the readout ASIC in the electromagnetic shower. A

more flexible implementation with dynamic gain change is

foreseen in the future.

Data from the ASICs are collected and pre-processed in

a back-end FPGA board. When a trigger signal is sent to the

FPGA, up to 64 raw ADC samples are collected in an event

for each of the readout channels. In the raw data readout

mode, all ADC samples are recorded. In the standard read-

out mode, the event is processed by the FPGA as described

above. For signals on pads above a predefined threshold, the

signal size and the time-of-arrival (TOA) are calculated and

recorded. This procedure, combined with zero suppression,

2 For input charges between 5 pC and 50 pC the response is non-linear,

hence a dedicated calibration is needed to determine the size of the input

charge.
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Fig. 7 Block diagram of a 32-channel FLAME ASIC

Fig. 8 Measured gain of all channels using a charge injector. The

dashed lines indicate the ranges of different ASICs

significantly reduces the amount of data. Finally, the event

data are sent from the FPGA board to the DAQ computer

using the User Datagram Protocol (UDP) through a single

1 Gbps Ethernet link.

To correct for differences in the amplification of the

FE amplifiers, each readout channel is calibrated using a

capacitor-resistor network to feed-in a known test-charge in

the preamplifier input. The result for all channels in terms of

ADC counts per fC is shown in Fig. 8. The distribution of the

Fig. 9 The distribution of the normalised gains

gains, normalised to the mean value, for all readout channels

is shown in Fig. 9.

As can be seen, the normalised gains vary within 1.9%.

4 Beam, trigger and beam telescope

Electrons of 5 GeV energy produced at the DESY-II test-

beam facility [16] are used in this study. The electrons pass a

collimator of 1.2×1.2 cm2 aperture. Two scintillation coun-
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Fig. 10 Sketch of the test beam set-up. Electrons arrive from the right, pass the first scintillator, then six Alpide sensor planes, the second scintillator,

and hit the sensor, denoted here as DUT. The dimensions are given in mm

Fig. 11 Scheme of the readout

system. The TLU trigger is sent

both to the telescope and to the

FPGAs. The FPGAs orchestrate

the FE ASICS and perform the

pre-processing of the ADC raw

data. The telescope and the

FPGAs are read out by separate

computers, monitored via the

EUDAQ run control

ters upstream and downstream of the beam telescope are used

to form a trigger signal in the Trigger Logic Unit (TLU) [17].

The beam telescope comprises six planes of Alpide sensors

with a sensitive area of 1.5 × 3.0 cm2 and a pixel pitch of

29.24×26.88 µm2. The sensors under test are positioned just

downstream of the last telescope-plane. A sketch of the test

beam set-up is shown in Fig. 10.

Both the telescope sensors and the sensor under test are

read out separately after arrival of a TLU trigger signal and

form an event. The TLU delivers a trigger number for syn-

chronising the records from the telescope and the sensor. In

addition, a time stamp is given to each record. The readout

flow is monitored by the EUDAQ [18,19] run control. The

average trigger rate during data taking was about 1.5 kHz.

The scheme of the readout is shown in Fig. 11.

The beam telescope is used to measure the trajectory of

each beam electron. The track reconstruction is done with the

Fig. 12 The distribution of χ2/ndf (χ2 per number of degrees of free-

dom) for electron trajectories fitted in the telescope

123



Eur. Phys. J. C           (2025) 85:684 Page 7 of 13   684 

Fig. 13 Projection of the beam

profile on the x-axis (left) and

y-axis (right) of the sensor plane

using telescope data

software package Corryvreckan using the General Broken

Line option [20]. For the alignment of the telescope planes,

about 50 k events at the beginning of each run are used. A

typical χ2 distribution of the track fit is shown in Fig. 12.

The uncertainty of the prediction of the impact point of the

electron on the sensor plane amounts to about 37 µm, dom-

inated by multiple scattering in the downstream telescope

plane and the air-gap between this plane and the sensor.

5 Data taking and analysis

5.1 Detector alignment

In order to perform a systematic scan of the signal response

of sensor pads for each run, the location of the sensor pads in

the coordinate system of the telescope has to be determined

from data.

The profile of the beam at the sensor plane, shown in

Fig. 13, is such that at maximum an array of 3 × 3 pads is

exposed to the beam.

Two complementary procedures for the telescope-sensor

alignment were developed. In both cases, only the transla-

tion and rotation of the x and y sensor coordinates in the

telescope system is considered. The distance between the

telescope reference plane and the sensor plane was measured

in situ. The issue whether the two planes are parallel can be

addressed after the translation and rotation is performed, by

checking whether the parameters of the sensor-grid conform

to the expectations. The first alignment procedure consists

of finding the transformation for which the number of hits

observed in a given pad is maximised relative to the expected

position of the hits from the telescope. For this procedure, a

sample of events is selected with only a single pad with sig-

nal compatible with a minimum ionising particle as well as a

single track reconstructed in the telescope. Each pad is then

assigned a “colour” and the map of the expected x and y

positions extrapolated from the reconstructed track is drawn

in that colour. An example is shown in Fig. 14.

A colour grid compatible with the pad structure of the sen-

sor is observed. A slight rotation of the sensor in the telescope

coordinate system is detected. There are also hits of a given

colour which are predicted outside the pad they were assigned

to. These hits indicate that the extrapolation of the track to the

sensor is affected by the telescope resolution and, in addition,

by multiple scattering in the downstream telescope plane and

the air-gap between this plane and the sensor. The number of

hits observed outside the assigned pad can be used to estimate

the precision with which the expected position of the hit is

determined. A model assuming a Gaussian smearing and the

measured beam profile leads to a resolution of 40 µm. This

number, obtained after eliminating large values of χ2/ndf to

remain compatible with a Gaussian behaviour, is in agree-

ment with the estimate obtained from the telescope inherent

resolution combined with the impact of multiple scattering.

The second procedure makes use of the edge effects

between sensor pads. The idea is to use beam-electrons enter-

ing the inter-pad area and to apply a Hough transform [21]

to find the lines that correspond to the pad edges. A map of

the grid-edges in the telescope coordinate system is obtained

by selecting events with a single track, and exactly two adja-

cent pads with signals, either in the horizontal or vertical

direction.

A modified Hough transform [22] is used to determine the

position of the grid-lines. The parameter space consists of the

vertical shift and rotation of the sensor coordinate system in

Fig. 14 The example maps of

expected track position on the

face of the Si sensor in the

telescope coordinate system, xT

and yT before alignment (left)

and in the sensor coordinate

system, xS and yS, after

alignment (right). Each pad is

assigned the same colour in both

maps
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the telescope system. To minimise the combinatorial back-

ground in the line parameter-space, the parameters are deter-

mined for each pair of hits, provided the distance between the

two hits is sufficiently large in x (y) for horizontal (vertical)

grid-lines. The parameters of the lines will show up in the

parameter space as maxima. The results of this procedure are

shown in Fig. 15. The distribution around these maxima can

be used to determine the precision of the alignment.

The results obtained with the Hough transform are nearly

identical to the ones from maximising the pad content, how-

ever this procedure is faster and therefore easier to apply for

alignment in the analysis.

6 Results

6.1 Signal size distributions

Using tracks of the telescope with a predicted impact point

on the area of a pad with the small regions near the edges

excluded, the signal recorded from the DAQ in units of ADC

counts is obtained. Typical signal distributions are shown in

Fig. 16 for the Si and GaAs sensors, respectively.

A fit is performed with a Landau distribution function

convoluted with a Gaussian to determine the most probable

value, MPV, resulting in values of 21.9 and 20.3 ADC counts

for the Si and GaAs sensors, respectively. As explained

below (see 6.2), the similarity between the MPVs for silicon

and GaAs is incidental. Using the measured widths of the

pedestals of 1.4 and 1.2 ADC channels, the signal-to-noise

ratio is 15 and 17 for the Si and GaAs sensors, respectively.

Hence, this system of sensor planes and readout is well suited

to detect MIPs with high efficiency, being potentially impor-

tant for alignment and channel-by-channel calibration.

6.2 Monte Carlo simulation

The response of both Si and GaAs sensors to 5 GeV elec-

trons is obtained using a stand-alone application based on

the Geant4 package [23] for simulation and the ROOT frame-

work [24] for outcome evaluation. The Geant4 implementa-

tion of the sensor geometry includes, for the Si sensor, the

Kapton PCB board used to supply the bias voltage and the

Kapton-copper fanout for the signal routing. The sensor is

divided into 16 × 16 pads with each pad marked as sensitive

volume for the energy deposition collection. For the GaAs,

along with the sensor geometry, the nickel and aluminium

back-planes and the gaps between pads are implemented.

To model the interaction of the beam electrons with the

sensors’ material, the standard QGS P_B E RT physics list

was used with the ’option 4’ or _E M Z of electromagnetic

physics and a range cut-off of 1 µm. The beam parameters

are set using GPS commands from Geant4, and the source

Fig. 15 The map of expected track position on the face of the Si sensor

in the telescope coordinate system, xT and yT, for events in which the

beam is expected to have crossed the inter-pad area. Also shown are the

lines obtained by applying the modified Hough transform

was simulated mimicking the beam after the collimator, with

a square shape of 1.2 × 1.2 cm2 placed at 3.27 m upstream

of the sensors. Each beam electron crosses the trigger scin-

tillators and the six telescope planes.

To model the response and the readout electronics, the fol-

lowing procedure is applied. The energy loss of 5 GeV elec-

trons in the Si sensor is converted into the number of charge

carriers using an average energy to create an electron–hole

pair of 3.6 eV [25]. The number of drifting charge carriers

is then converted into ADC counts using the gain factor of

the readout electronics, as measured in the laboratory with

a known test-charge, of 3.47 ADC counts per fC. Gaussian

smearing is applied to each readout channel to account for

the noise of the FE electronics. The width of the Gaussian is

obtained from a fit to pedestals measured in dedicated runs in

the test-beam set-up. An additional correction factor is added

as a free parameter in the fit in order to get agreement between

the MPVs of the signal distribution in data and simulation.

This factor amounts to 1.05. The distribution of the signal

size, as measured in the test-beam, is compared to the results

of the Geant4 simulation, after applying the readout model

as described above, in Fig. 17. A very good modelling of the

test-beam data is obtained. The response of the GaAs sensor

is simulated in a similar manner, and the comparison to data

is shown in Fig. 18. The energy to create an electron–hole

pair is 4.2 eV [26]. The energy loss of electrons in GaAs is

about a factor 2.1 larger than in Si. However, the product of

hole mobility and hole lifetime is very small for chromium

compensated sensors, such that the hole drift contribution

to the signal is highly suppressed [27] and assumed to be

zero. The MPV values of the simulation and data agree again

within 5%. The nearly same values of the MPVs for Si and

GaAs sensors of the same thickness are hence incidental.

6.3 Response on single pads

To study the uniformity of the response within a single pad,

it is subdivided into virtual strips in x and y directions, with
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Fig. 16 Distribution of the

signal in a pad of the Si (left)

and GaAs (right) sensor. The

continuous line represents the

result of a fit with a Landau

distribution function convoluted

with a Gaussian in the

corresponding range

a strip width of 55 and 50 µm3 for Si and GaAs sensors,

respectively. The MPV value is then determined for the sig-

nal distribution in each strip, each of which looks like pre-

viously shown in Fig. 16. A typical example of the MPV

values obtained for the strips in the y coordinate are shown

as a function of the strip number in Fig. 19, for both the Si

and the GaAs sensors.

As can be seen, the signal size is stable over a large y range

while it drops down at the edges. For the GaAs sensor the

signal drop is more pronounced than for the Si sensor, starting

already about half a mm before the edge. More details are

visible when zooming into the ratio of the MPV to its central

value within the pad. Examples are shown in Fig. 20.

The MPV ratio as a function of the y-coordinate for the Si

sensor exhibits variations of about 1%. For the GaAs sensor,

a rapid signal drop 0.5 mm before the edges is confirmed. The

3 These values are arbitrarily chosen but are in the range of the expected

precision of the impact point predicted by the telescope.

Fig. 17 Distribution of the Si sensor response to electrons, as measured

in the test beam, compared to the Geant4 simulation results. The Monte

Carlo distribution is normalised to the number of events in the maximum

of the signal distribution obtained in data. The bottom panel shows the

ratio of the two distributions

same results are observed for the MPV dependence on the

x coordinate of a Si or GaAs sensor pad. These results may

have impact on the precision of the shower position recon-

struction and energy reconstruction, and should be carefully

considered in performance simulations of a detector design.

6.4 Signal size between pads

Using the impact point on the sensor as predicted by the tele-

scope, the signal size was also studied in the regions between

pads. Examples for a Si and a GaAs sensor are shown in

Figs. 21 and 22, respectively. The MPV is shown as a func-

tion of the local x coordinate crossing the region between

two pads. For the Si sensor, the MPV drops sharply at the

edge of the pad while the MPV in the adjacent pad rises up.

Adding at a given position both MPV values, no signal loss

is observed in the transition from a pad to its neighbour. The

same result is obtained for the signal size as a function of the

y coordinate.

Fig. 18 Distribution of the GaAs sensor response to electrons, as mea-

sured in the test beam, compared to the Geant4 simulation results. The

Monte Carlo distribution is normalised to the number of events in the

maximum of the signal distribution obtained in data. The bottom panel

shows the ratio of the two distributions
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Fig. 19 Distribution of the

MPV of the signal of a Si sensor

(left) and a GaAs sensor (right)

as a function of the strip number

along the y coordinate

Fig. 20 Distribution of the

normalised signal size of a Si

sensor (left) and a GaAs sensor

(right) as a function of the strip

number along the y coordinate

Fig. 21 MPV as a function of the x position in the region between

neighbour pads for a Si sensor

The same measurements for the GaAs sensor also show a

drop of the response between adjacent pads. However, after

adding the signal sizes of neighbour pads, measured at a

certain position, the drop is still visible and amounts to about

40%. For the GaAs sensor, the measurement as a function

of the y-coordinate shows a drop of about 10%. The drop

is expected to be more pronounced in the x coordinate due

to the presence of the aluminium readout traces in the gap

Fig. 22 MPV as a function of the x position in the region between

neighbour pads for a GaAs sensor

between pads. The relatively larger response drop in case of

the larger gap may jeopardize the shower energy and position

reconstruction in a calorimeter. A detailed simulation study

should quantify the effect. A worse position resolution is

particularly critical when defining the fiducial volume in a

luminometer at electron-positron colliders [3].
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Fig. 23 Distribution of the MPV values for all pads of a Si sensor as a

function of pad (channel) number

Fig. 24 Distribution of the MPV values for all pads of a GaAs sensor

as a function of pad (channel) number

6.5 Homogeneity of the response

By sweeping the beam spot over the whole surface of the

sensors, the signal response of all pads was measured. The

values of the MPV determined for all pads of a Si and a GaAs

sensor as a function of pad (channel) number are shown in

Figs. 23 and 24. The values are corrected for variations in

the FE amplifier gains. The distribution of the MPV values

for each sensor is almost Gaussian with mean values of 20.5

and 20.5 and widths of 0.6 and 0.4, in ADC counts, for the

Si and GaAs sensor, respectively.

The measured spread of the pad response will be con-

sidered in ongoing simulation studies to understand whether

it is critical for the performance of ECAL. In addition, the

channel-by-channel gain differences are easily corrected for

using test-beam data.

Fig. 25 The distribution of signals from beam electrons hitting the area

of the aluminium traces between two pads in the upper row on the GaAs

sensor and assigned to pads to which the traces are connected

6.6 Cross-talk studies

For both Si and GaAs sensors, the capacitance between cop-

per or aluminium strips is estimated to be less than 14 pF. This

is small compared to the input capacitance of the preampli-

fiers of a few hundreds pF. Hence cross talk between neigh-

bouring channels is expected to be below 5%. In the data

taken with Si sensors, no indication of cross talk is found.

The traces between pads of the GaAs sensor, as shown in

Figs. 3 and 4, are on the same potential as the pads. Beam

electrons hitting the area of the traces release charge carriers

in the sensor, and their drift in the electric field between traces

and the back-plane may induce signals on the traces. These

signals would be assigned to the pads to which the traces

are connected, thus faking depositions far from e.g. a narrow

shower of an electron. As seen in the picture of a GaAs sensor,

shown in Fig. 3, the bond pads on the top are connected

to the sensor pads below via aluminium traces in the gaps

between pad colums. The gaps in the upper row contain all

strips. Using beam electrons with a trajectory pointing to a

spot in the area of the traces between two chosen pads in the

upper row, signals are searched for in pads connected to these

traces, located in the rows below. Indeed such signals are

found in pads below the upper row, and on the left side of the

considered gap only i.e. the pads connected to the aluminium

strips in this gap. The distribution of the registered signal size

for a fixed number of beam electrons is shown in Fig. 25. As

can be seen, the signals are, compared the the distribution in

Fig. 16, relatively small. It should be noted though that only

about 1% of the electrons crossing the aluminium strip area,

show a signal in the pads to which the strips are connected.

The integral of this distribution is a measure of the total

signal size assigned to wrong pads. The ratio of this integral
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to the integral of the signals on the neighbour pad hit with the

same beam intensity4 is about 2 ·10−4. This is the worst case

scenario, since the number of aluminium strips is decreasing

when going down in the rows, and this fraction of wrongly

assigned signal size is considered to be of tolerable impact

for any calorimetric application.

7 Summary

Two samples of Si pad sensors and two samples of GaAs

sensors of 500 µm thickness and pad sizes of about 5×5 mm2

were studied in an electron beam of 5 GeV. These sensors are

foreseen to be installed in a highly compact and segmented

electromagnetic sandwich calorimeter, and will be positioned

in thin gaps between tungsten plates. Therefore the signals

from the pads are guided to the edges of the sensors where

the front-end electronics is positioned. For the Si sensors,

copper traces on a Kapton foil are used, connected to the

sensor pads with conducting glue. The pads of the GaAs

sensors are connected to bond pads at the sensor edge via

aluminium traces on the sensor substrate.

A full system test was performed. The sensors were

read out by dedicated FE ASICs in 130 nm CMOS technol-

ogy, called FLAME. Data is taken with and without pre-

processing and deconvolution performed with FPGAs.

The signal distribution of single pads follows a Landau

distribution convoluted with a Gaussian. A simulation of the

expected signal distribution using Geant4 is in very good

agreement with data. The signal-to-noise ratio for single elec-

trons amounts to 15 and 17 for Si and GaAs sensors, respec-

tively.

The response as a function of the local pad coordinate

varies within a few per cent for the Si sensor. A larger drop is

observed at the edges of the pads on the GaAs sensor. For Si

sensors no signal loss between pads is observed. For GaAs

sensors a loss of up to 40% in the horizontal direction and

up to 10% in the vertical direction, in a range of 0.5 mm

between adjacent pads is measured. The average response of

the sensor pads varies between 3% for Si sensors and 2% for

GaAs sensors.

For Si sensors no cross talk between pads and copper

traces is seen. Signals due to hits in the trace region on the

GaAs sensors, assigned to the pads connected to the traces,

are observed but are small in size. Assuming a flat beam

intensity, their integrated size, compared to the one of a pad,

amounts to 2 · 10−4.

These technologies of very thin Si and GaAs sensor

planes, readout via FLAME ASICs, are very promising for

application in a highly compact and granular electromagnetic

calorimeter. Traces on the substrate may potentially lead to

4 A flat beam density over the pad and the trace area is assumed.

smaller thickness of the sensor plane, however areas of sig-

nal loss between pads may require more effort in calibration

and lead to on loss of precision in the shower position recon-

struction.
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