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Abstract In this article, we examine the validity range of
the Effective Field Theory (EFT) description of high-energy
Drell-Yan processes at the LHC. To this purpose, we con-
sider explicit mediators that contribute to these processes in
the s- and #-channels, comparing their effects in Drell-Yan
distributions with the ones obtained by matching onto the cor-
responding EFT. We determine the conditions for the EFT
results to accurately describe these scenarios. In particular,
we explore the impact of including dimension-eight (d = 8)
operators in the faster convergence of the EFT series, at the
analytical and numerical level, considering contributions to
the cross section up to the square of d = 8 EFT operator
insertions. Moreover, we discuss the possible implications of
clipping LHC data and illustrate results for a specific New-
Physics scenario motivated by low-energy flavor data.

1 Introduction

The absence of signals in direct searches for new particles at
the Large Hadron Collider (LHC) indicates that there may be
a separation between the electroweak scale and the unknown
scale of New Physics. With this assumption, the most conve-
nient approach to describe LHC data becomes Effective Field
Theories (EFTs), and the main target of LHC searches are
deviations from the Standard Model (SM) expectations in the
high-energy tails of the kinematical distributions. Such non-
resonant analyses have been performed for many channels,
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including the Drell-Yan processes pp — €£ and pp — Lv
(¢ = e, u, ), which are efficient probes of semileptonic
four-fermion operators.

The importance of the high-pr tails of the Drell-Yan dis-
tributions can be understood considering the naive EFT pre-
dictions from contact interactions to high-energy amplitudes,
which can scale as (E/A)" for E < A, with n > 0, where
A denotes the EFT cutoff and E is the typical energy scale of
these processes. Therefore, if the EFT description is valid, the
energy enhancement of the Drell-Yan cross section allows us
to derive stringent constraints on the corresponding Wilson
coefficients, which can be competitive, e.g., to electroweak
observables [1-4], as well as to low-energy flavor bounds, if
we exploit the flavor content of the proton [5-27].

The main caveat of EFT analyses at colliders is that
the experimental sensitivity on C/A? is not always suf-
ficient to consistently probe EFTs, ie., with £ < A,
while having Wilson coefficients C within the perturbative
regime [28]. The applicability range of an EFT and the impact
of d = 8 operators can be estimated in various manners [28—
32]. For instance, by defining the so-called maximal cutoff
scale (Amax) that can be consistently probed for a perturba-
tive scenario. The value of Apax is defined by the require-
ment that the 2 — 2 scattering amplitude does not exceed the
16772 limit arising from perturbativity [1], giving a first indi-
cation of the limits of the EFT description. Another approach
often used is to provide constraints as a function of a mass
scale M.y in some kinematical variable relevant to the pro-
cess considered, above which all data are discarded [1,30].
In this way, it is possible to extract weaker, but potentially
more robust, EFT limits, even though the phase-space migra-
tion of events in the detector simulation can be a potential
problem [28,33].
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The approaches described above are helpful for naively
assessing the limits of applicability of the constraints derived
by the EFT. However, the definite answer to whether EFT
results can be applied to a given scenario will depend on
its ultraviolet (UV) properties, in particular, if there is a
small separation between E and A, as it is often the case
in collider studies. For instance, tree-level contributions in
the s- or 7-channels will deform the EFT bounds differently
when E approaches the EFT cutoff. While non-resonant ¢-
channel contributions to Drell-Yan processes by leptoquark
states [34,35] can reproduce the EFT results even for val-
ues of E in the vicinity of A, it is well-known that the
EFT description fails for resonant colorless s-channel medi-
ators already for E much below A [1].! The comparison of
the direct limits on these concrete scenarios with the ones
derived through the EFT approach allows us to precisely
determine which mediator masses are well-described by the
EFT. This will depend on several factors: (i) the topology of
the diagram, (ii) the flavor of the initial quarks and the corre-
sponding Parton-Distribution-Function (PDF) suppression,
and (iii) the sensitivity of the experimental search, which
depends on the flavor of all the particles considered.

The purpose of this paper is to assess the range of
validity of Drell-Yan constraints on EFTs by directly com-
paring limits on selected concrete UV scenarios with the
results derived through EFT analyses. We will consider two
tree-level benchmark scenarios, classified in terms of their
SUQB)e, SUR)L, U(1)y) quantum numbers: (i) a vector
leptoquark U; ~ (3,1,2/3) and (ii) a colorless Z" ~
(1,1, 0) boson; which contribute to these processes in the
t- and s-channel, respectively. We will consider the neutral-
current dilepton searches made available by CMS [37] and
ATLAS [38], which have been recast in Refs. [5,6], and we
will perform this comparison for different flavors of the initial
and final states. Our main goal is to establish a clear prescrip-
tion for the situations where the EFT results can be applied to
concrete UV scenarios by simply matching the models to the
EFT Lagrangian, thus avoiding costly and model-dependent
numerical simulations of the mediator’s propagation. The
impact of dimension-eight operators in our analysis will also
be explored at the amplitude and cross-section level (see also
Refs. [5,39-41]).

The remainder of this article is organized as follows. In
Sect. 2, we introduce our framework and describe the Drell—
Yan probes of flavor at high-pr. In Sect. 3, we consider a few
concrete UV scenarios that are matched onto the SMEFT at
tree level. We then study in Sect. 4 the convergence of the
EFT expansion and in Sect. 5 the impact of clipping data.
In Sect. 6, we illustrate our results for a specific realization

I The situation is even less intuitive for loop-level contributions, as
shown, e.g., in Ref. [36] for probes of effective dipole operators in a
high-energy lepton collider.
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of the U; leptoquark model, which has been proposed to
accommodate anomalies in B-physics data. We summarize
our main findings in Sect. 7.

2 EFT approach

We start by defining our framework. We consider the SMEFT
Lagrangian [42,43], which is invariant under the SU (3), x
SU2)L x U(l)y gauge symmetry, and we keep operators
up to dimension d = 8,

Céﬁ) CL(IS)
LSMEFT D ZFO;@-FZFO((IS)-F'“ ) (H
a a

where A denotes the EFT cutoff. The effective coefficients
are generically denoted by Céd) and the effective opera-
tors (’);d) can be of several types and with different flavor
content, which are labeled by the index a. We will consider
the Warsaw basis for the d = 6 operators [43] and its exten-
sion to d = 8 from Ref. [44] (see also Ref. [45]), which are
both implemented in the HighPT package [6]. For conve-
nience, the operators appearing in the benchmark scenarios

that will be discussed in the following are collected in Table 1.

Amplitude decomposition The most general decomposition
of the four-point scattering amplitude for the g;q; — £ E;
process (with ¢ = u, d), which is Lorentz invariant and
consistent with the SU (3), X U (1)em gauge symmetry, reads

- — 1 ij (7 "
Aig; = 66 = 35 2 A (@le) @r'e). @
rer’

which is weighted by the Higgs vacuum expectation value
v o= (ﬁG p)_l/z, and quark and lepton flavor indices
are denoted by Latin letters (i, j = 1,2,3) and Greek
letters (o, B = 1,2,3), respectively. The form factors
f‘lfﬂrlf = f‘lfﬂ 1/ (8, ) are functions of the partonic Mandel-
stam variables § = (pg; + pqi)2 and = (pg; — Pe)%
which describe the effects of EFT operators and/or concrete
mediators, in addition to the SM contributions [5]. The viable

Lorentz structures are given by

I QT €{Px ® Py, yuPx ® y" Py, 0., Px ® o' Px},
(3)

where Px,y are the chirality projectors with X,Y €
{L, R}, in addition to dipoles that induce a milder energy-
enhancement, cf. Ref. [5]. In the SM, the only non-vanishing
form factors are

Foil, = bupdij FRY )
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where we use the subscript Vy for the vector current (y, Px),
and?
2

2

v v
F = ezQeQ + {8q ®)
Xy = 7T 5 2Z ; zrzgl 84

where mz and Iz are the Z-boson mass and width, gf/f =
(g2/cw) (tix — s2W 0+ ) denotes the Z couplings to fermions

Y € {u,d, }, Qy stands for their electric charge, tix is the
third component of the weak isospin, and cy = cos Oy and
sw = sin Oy, where Oy denotes the weak mixing angle. In
the high-energy limit § >> mz, the SM form factor behaves
as ]—'SY o v?/§. The matching between the form factors
defined in Eq. (2) and the d < 8 operators in the SMEFT
as well as concrete mediators is given in Ref. [5]. Notice, in
particular, that the new mediators will induce poles in s, for

A

it = —§ — f, depending on the topology of the diagrams.

Drell-Yan processes The general amplitude defined in
Eq. (2) can be used to compute the partonic cross section
for giqj — €;€+ (51,

FaB] 2

5(qiqj = Ly ty) = r,r/

4 Z/ dtMrr/

rer’

(6)

where I’ ® I can be the allowed Lorentz structures in Eq. (3)
and the weights Mp v = Mp v (w) are functions of @ =

i/,

My vy (@) = (1 +2w) Sxy + o,

My sy (0) = 1/4,

My 1y (@) = 4(1 + 2w)?, (7

where fermion masses are neglected.> The contributions of
d = 6 operators in the SMEFT are such that the correspond-
ing form factors F@=9) are independent of 7. Therefore, the
integral over 7 € (—§, 0) can be explicitly performed in this
case,

Ao by @=6) S Bij|2

6(@iqj — b e =" o FXF‘/MF o FE |
(®)

where the integrated weight-factors now read

MV}(,VY = 1/37 /VS)(,SY = 1/4a

Moy e = 4/3. )

2 Similarly, we will denote the scalar (Py ) and tensor (o, Px) currents
by Sx and Ty, respectively.

3 Notice that there are, in principle, off-diagonal terms between scalar
and tensor form factors, but these vanish upon the integration over 7 €
(=8, 0), if the form-factor dependence on 7 is neglected. See Ref. [5]
for the full expressions.

The energy enhancement of the cross section is now explicit
in the overall §/v* pre-factors, since the 7 @=9 form-factors
converge to a constant value at large § for contact interac-
tions [5].

The LHC cross section can be generally written as a sum
over all possible combinations of incoming quark flavors,

_ ds . _
oop > ) = 2 [ T las, bl > 6,
i,j
(10)

with

L) = //ld e fyy (o) + @ o 0]
(an

where /s = 13 TeV, fq; and fg, denote the PDFs of g;
and ¢; quarks, and pr stands for the factorization scale. In
our calculations, we set L = V3 to the scale of the hard
scattering process.

LHC limits We consider the neutral-current Drell-Yan con-
straints on the SMEFT provided by the HighPT pack-
age €) [5,6]. These results have been obtained through an
appropriate recast of the relevant CMS [37] and ATLAS [38]
searches. More specifically, the event samples were gener-
ated with MadGraphb5 [46], showered and hadronized by
Pythia8 [47], and the final-state object reconstruction and
detector simulations were performed using Delphes3 [48],
tuned to match the experimental searches. The
PDF4LHC15_nnlo_mc PDF set [49] has been used in
these reinterpretations. The final results are combined in a
Xz-distribution, with the background estimates taken from
the experimental papers (which include higher-order QCD
corrections) and the New-Physics contributions calculated
at tree level following the pipeline described above, see
Refs. [5,6] for more details.

3 Benchmark scenarios

In this section, we introduce the two benchmark scenarios
that will be used for the comparison between the EFT and
concrete models. These scenarios will be classified in terms
of their SM quantum numbers (SU (3)., SU(2)r, U(1)y):

Z/~(1,1, 0): The first scenario that we consider is a gauge-
singlet vector field that couples to the SM particles via the
following Lagrangian

1 m2,
Ly = —Zz;wz’“” + Tzzl;z’ﬂ +JMZ, (12)

@ Springer



463 Page 4 of 15

Eur. Phys. J.C (2025) 85:463

where 7', = D, Z,, — D, Z;L. For the Z’ model considered
here, we have D, Z" = 9,7’ 4 For simplicity, we assume
that the Z’ only couples to left-handed fermions,

_ I+
I =87 @ivudj + 85 lavulp. (14)

where ¢ and [ are SM quark and lepton doublets, with flavor
indices denoted again by Latin and Greek symbols, respec-
tively. Notice, in particular, that Z/ couplings to fermions
satisfy gl.(j = gﬁi’” and g(l) = gﬁa due to Hermiticity.

By integrating out the heavy Z’ from Eq. (12) at tree level,
we obtain the following effective Lagrangian with operators

up to dimension d = 8,

IR
—_— D, J,) (D*JY), 15
£h2 g~ g (Duh) (070 a3

where we have neglected the fermion masses. From this
Lagrangian, we find the d = 6 coefficient,

C(”] O @
[ lq afij gaﬁ gl] (16)
2 - 2 ’
A m,
in addition to the d = 8 ones,
(1 O @
[Clzquz]zzn _ 8ap 8ij
I (17)
Z/

The corresponding operators are collected in Table 1. The
d = 8 contributions given above correspond simply to the
higher-order terms in the expansion of the Z’ propagator in
the s-channel.

U1~(3,1,2/3): The second scenario that we consider is a
Ui leptoquark with Lagrangian,®

1o+
Ly, D =50 UM +mf U UL+ (UL + Hee),

2
(18)

4 The covariant derivative of the SM gauge group acting on a generic
field n reads

Dyn = (8 — i83GﬁTA - ig2W;it1 —ig1Buy)n, (13)

where g3 > 1 are the gauge couplings of SU(3)., SU(2)r, and U(1)y,
the corresponding generators are 1abeled T4, ¢!, and y, and the asso-
ciated gauge fields are denoted G and B,.

> We adopt the convention with dlagonal down-quark Yukawas, so
that the CKM matrix appears in the upper component of g; =
[(VTup)i, dpil.

6 Similarly to the Z’ scenario, this model is non-renormalizable due
to the presence of a massive vector boson. It is possible to extend this
model to generate the U1 mass following, e.g., Refs. [50,51].

xu
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Table 1 Dimension d = 6 and d = 8 operators appearing in the
matching to the concrete models in Sect. 3 and which induce energy-
enhanced contributions to the Drell-Yan cross section. Quark and lepton
doublets are denoted by g and /, with flavor indices represented by Latin
and Greek letters, respectively. The Pauli matrices are denoted by /
with I € {1, 2, 3}. We follow the conventions and notations of Ref. [5]

Dim. Yt Operator
1 - _
d=6 Ol(q) (lav™1)(qivnd;)
3 - _
0y (lay""1g) (Givut'a5)
1 - _
d=8 Oprpo D" (lay*1p) D, (q,-y,tq,-)
2 v
01(2;2[)2 (loz)’/4 D llﬂ)(qt Yu D ufi])
3 _
01(2;21)2 DV (I, Vﬂfllﬁ)Dv(quuf q;)
4
Oy @ D 1) Giva D L)

where Uy, = D,Uy, — D,Uy, and, for simplicity, we
consider only couplings to left-handed fermions

JII = X Givuly. (19)

By integrating out the U; leptoquark at tree level, we find
that the d < 8 Lagrangian is given by

i .
LoD — 5 = (Duhy) (DY)
U] mU]
1
+—— (Du )" (DY) (20)
U

We apply SU(2), and Dirac Fierz relations to reduce the
above Lagrangian to the Warsaw basis of d = 6 operators,
where the only non-vanishing coefficients are

I:Cl(‘;):l B I:Cl(;):l B ip_jax

aBij apij _ XL AL
= = . 21
A? A? 2my,

Moreover, we find that several operators appear at d =
8, including those that are not energy enhanced and thus
neglected here. The only operators that induce the maximal
energy scaling of the amplitudes (i.e., o« E*/A%*) contain two
additional derivatives with respect to the d = 6 terms. Their
coefficients read

[Cl(é”z Dz] iB_jox
q Otﬂij _ (_1)n+1 xL xL (22)
4 = 4
A 4my;,

forn € {1, 2, 3, 4}, with flavor indices denoted as above, cf.
Table 1. Note, in particular, that the same combinations of
leptoquark couplings appear in the numerators of the d = 6
and d = 8 coefficients.
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4 EFT vs. concrete models

In this section, we compare the full predictions from the con-
crete models introduced in Sect. 3 with the ones obtained
employing the EFT Lagrangian, which has been matched to
these models at a given order in the 1/A expansion. This
comparison will first be made at the parton level using the
analytical expressions in Sect. 4.1, which will then be convo-
luted with the PDFs for a numerical comparison in Sect. 4.2.

4.1 Partonic description

7/~(1,1,0) Firstly, we consider the Z’ model introduced
in Eq. (12) and we compute the partonic cross section for
giqj — €€ by using the expressions of Sect. 2 for both
the EFT, which is matched to the Z’ model, as well as the
full-model calculation. For definiteness, we consider down-
quark transitions (i.e., ¢ = d), but our expressions can be
extended mutatis mutandis to ¢ = u. The full cross section
normalized by the SM one reads’

P @, ?

8ii 8
=1+2aL8ine ij OID; + 0y

)
g,(,")gé&

1 s

Q>

SM

Q>

— Xy 1 —xy

(23)

where xy =§/Qz, Qz = mzz, —imyz Tz, and 'z is the
7' width, and we have factored out the following pre-factors

vt/52
SM 2’
2xy 1 Fxyl?

ng 2/s

s 24
PRI E .

ap = L=

as they become constant in the limit v2/§ — 0 [cf.
Eq. (5)]. Assuming the couplings to be real and neglecting
the Z’ width, the fractions in Eq. (23) are a geometric series
ins/ mzz, and its square, which can be expanded for xy < 1

(e, § <m%)

1 - n n+1

R 3 DNELC

Vv n=1 (1 —XV )
leading to
~7 ~
o (q) (O
M =1-2a.é;; 8ij gaﬁ Z/

¢
o lef0 8 ~201 55 8] +O(m ),
(26)

7 This expression can be easily extended to the lepton flavor violating
case by removing the interference term.

from which the energy enhancement of the cross sec-
tion becomes clear. Most importantly, the expansion of
the Z’ propagator in Eq. (23) is slowly convergent as §
approaches mzz/, since all the terms in the geometric series
contribute with the same sign. This is expected from the res-
onant nature of this process.

U1~(3,1,2/3) We turn now our attention to the U; lep-
toquark model defined in Eq. (18). The ratio of the full
did; — €3¢} cross section with respect to the SM one can
be written in a similar way after integration over 7 € (=5, 0).
Neglecting the leptoquark width, we can write [18,52-54]

Uy

Q>

o = | +2a1 8;j o1 (xv) Re[xix]*¥]

Q>

+br o2 (ey) [l 27)

where xy = §/ m%h, and the same pre-factors defined in
Eq. (24) are factored out. The phase-space functions ¢ (k =
1, 2) now involve the integral over the 7-channel leptoquark
propagator,

do ———— (28)

Pr(xy) = . (a)—x;])V

/0 3(1 + w)?

where @ = 7/5. The full expressions for these integrals are
given in Appendix A, while here we express them as power
series for xy < 1,

—  (=D"x}
wilay) = Zn(n+1)(n+2)
(—1)"
2(xv) = Z,,(n)fl? (29)

Notice, in particular, that this series converges faster than
the Z’-model one in Eq. (25), due to the alternating signs of
the sub-leading corrections, which are attributed to higher-
dimensional operators in the EFT formalism. Similarly to the
above calculation, we assume the couplings to be real and we
keep the first terms of the xy expansion,

Uy a

o S
1 _ . jo jouk
&SM_l 2ay §;jRe[x["x] ]—m2

Uj

~

i ]Ol * jo  Jjo* S
[bL |x | + 8,ij Xy ]—4
my,
+ O(mU ), (30)
Although we focused on a specific leptoquark scenario, we
stress that the above conclusions are valid for any tree-level
mediator in u- or r-channels.
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Fig. 1 The ratio of the differential cross section in the EFT approach
(d6gFr/dm?,) and the Z' ~ (1, 1,0) model (d67 /dm?,) are plotted
as a function of mf[/mzz,, where mg; = /3 is the invariant mass of
the dilepton system. The mediator mass is fixed to mz = 2 TeV and
the couplings to gé? gi(;’) = 1 (upper row) and g[([[) gi(f) = (0.3)2 (lower
row), for fixed lepton flavors and different quark flavors in the columns

4.2 Cross sections and quark flavor dependence

Next, we consider the effects on the previous conclusions
from convoluting the partonic cross sections with the dif-
ferent quark PDFs. The main expected impact is a differ-
ence between scenarios with mediators coupled to light or
heavy fermions, for which the EFT convergence can be stud-
ied numerically.

InFig. 1, we compare the EFT cross sections to the predic-
tions of the full Z’ model, as a function of the ratio m%e / mzz,,
for a fixed mass my = 2 TeV and fixed lepton flavor ¢,
where mgg V5 is the dilepton invariant mass.® Specifi-
cally, the ratio of the differential EFT cross section, com-
puted up to different truncation orders, to that obtained in the
full model is plotted. The dashed green line is determined
only taking into account the interference of d = 6 EFT oper-
ators with the SM amplitude, while the solid green, dashed

8 The full cross sections have been computed at tree level using the
HighPT package, not relying on the expansions shown in Egs. (26)
and (30).
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of this plot. The EFT cross section is computed at different orders in the
EFT expansion, with contributions up to interference of d = 6 terms
with the SM (dashed green), squared d = 6 terms (solid green), inter-
ference of d = 8 terms with the SM (dashed purple), and squared d = 8
terms (solid purple)

purple, and solid purple lines sequentially add contributions
from the square of d = 6 terms, the interference of d = 8
operators with the SM, and the square of the d = 8 terms,
respectively. Notice that the dashed lines correspond to trun-
cating the EFT series on cross-section level at Oy (A‘z) and
Oy (A™) for the green and purple lines, respectively. The
solid lines, on the other hand, represent a truncation on ampli-
tude level at O 4(A %) and O 4 (A ~*) again for the green and
purple lines, respectively. Here, we have introduced the nota-
tion Oy (A7) and O4(A™") to indicate a truncation of the
EFT series on the cross-section and amplitude level, respec-
tively. A further discussion of the two truncation approaches
is presented in Sect. 4.4. To obtain the EFT cross section,
the matching conditions in Eqs. (16) and (17) are employed.
The light gray dashed line indicates the cross section of the
full model. The couplings are fixed to g©g@ =1 (upper
row) and g© g@ = (0.3)? (lower row), with flavor-diagonal
couplings to quarks and leptons. The flavor of the quarks to
which the Z’ is coupled is varied from the first (left col-
umn) to the second (center column) and third (right column)
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Fig. 2 Comparison between EFT and full-model cross section for the Uy ~ (3, 1, 2/3) leptoquark with fixed mass my, = 2 TeV and couplings
x;* =1 (upper row) and x;* = 0.3 (lower row). See caption of Fig. 1 for details

generation. A similar comparison is made in Fig. 2 for the
U, leptoquark model, again considering two fixed values of
the couplings xze and different quark flavors.

4.3 Discussion

Several comments can be made by comparing the EFT and
the full model predictions in Figs. 1 and 2:

(i) Inall cases, we retrieve the EFT regime for m?,/m?3, —
0, that is, at low center-of-mass energies relative to the
mediator mass my, the cross section of the full model
is well approximated by the interference of d = 6 EFT
amplitude with the SM (dashed green line).

As soon as m%z / m%/ increases, it is necessary to include
contributions beyond the d = 6 interference with the
SM to correctly describe the full model cross sections.
The square of d 6 operators (solid green), which
we denote by (d = 6)2, are necessary in most cases
to obtain accurate predictions, whereas d = 8 terms
can improve the accuracy of the predictions. However,
notice that including only the linear d 8 terms
interfering with the SM (dashed purple) offers only

(ii)

(iii)

(iv)

marginally better limits, whereas a significant improve-

ment can be observed when including the (d = 8)2

contributions (solid purple).

In all considered cases, the EFT description appears

to converge better toward the full model when trun-

cating the EFT series on amplitude level O4(A™")

(solid lines), rather than on cross-section level O, (A™")

(dashed lines), i.e., when including New-Physics squared
contributions at both d = 6 and d = 8 rather than just
the corresponding interference terms with the SM. For
a more detailed discussion, see Sect. 4.4.

The EFT description provides a more accurate descrip-
tion of these processes for much larger values of
m%e / m%, for the leptoquark model than for the Z’ one, as
expected from the resonant nature of the latter scenario.
This can be understood in terms of the power series
for the cross sections, which has terms with alternating
and same signs, respectively [cf. Egs. (29) and (25)].
Notably, when including (d = 8)2 contributions (solid
purple) for the leptoquark model, the discrepancy of
the EFT approximation and the full model is below the
< 10 % level even for m%e/m%, ~ 1 and O(1) cou-
plings. In contrast, we find that the EFT series is con-
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verging at a significantly slower rate for the Z’ scenario,
when including higher-order terms, which only gradu-
ally improve the accuracy of the EFT approximation.

(v) Finally, the EFT convergence depends on the size of
the New-Physics couplings convoluted with the quark
PDFs. The EFT terms converge better for small cou-
plings and/or small PDFs (i.e., heavy flavors) since the
New-Physics contributions to the hadronic cross section
are smaller in this case.

Note also that we neglect Renormalization Group (RG)
evolution effects between the different energy scales probed
by the Drell-Yan data. Heavy new physics scenarios are
mostly sensitive to the high-pr tails of these distributions
where RG effects are small. Moreover, the RG effects are sim-
ilar between a UV theory and its corresponding low-energy
EFT. Therefore, when the ratio of the cross sections is taken,
we expect these effects to largely cancel out and not affect
the study of the EFT validity. However, for a broader phe-
nomenological analysis (which is beyond the scope of the
present work), these effects should be considered [55].

4.4 EFT series truncation: amplitude vs. cross-section level

In this section, we briefly elaborate on the different approaches
for truncating the EFT series that have been used in Figs. 1

and 2. In particular, we will contrast the truncation on

cross-section level, i.e., for physical observables, denoted

by Oy (A™") in our notation, against the truncation on ampli-

tude level represented by O 4(A™"). Schematically, we can

express the amplitude .4 and partonic cross section & in terms

of the individual EFT-order contributions as

Ao Asxe + Ag 2

N —6
6 ASM-i-p-f- X + 007

ering only the linear d = 6 interference terms of O, (A~2%)
suffices and the (d = 6)? contributions of O A(A_Z) can be
neglected due to the large scale suppression. Investigating
the EFT truncation for high-energy observables, such as the
Drell—Yan tails, is more subtle. The shapes of distributions
for high-pr observables are determined by the high-energy
properties of the corresponding amplitudes, which in turn
are governed by their analytical structure and the principle
of unitarity [56], even though the latter is lost for the EFT
at very high energies E > A above the cutoff.” Here, how-
ever, we consider energies where the unitarity is not yet lost.
When truncating the EFT series on amplitude level O 4 (A™")
for a given n € N, these properties are retained below the
cutoff E < A. However, when truncating on cross-section
level Oy (A™™) these properties are upset since this does not
correspond to a consistent truncation of the amplitude. In
the latter case, even negative values for cross sections are, in
principle, possible.

Furthermore, we notice that the EFT series is unphysical.
This can be understood through the LSZ formula [59] which
permits the freedom to perform field redefinitions for a the-
ory without changing its S matrix, that is, physical observ-
ables. However, in the case of an EFT, these field redefini-
tions generally shift contributions between different orders
in the EFT expansions, rendering the expansion unphysical.
Therefore, it appears that requiring a consistent EFT trun-
cation for physical observables is unwarranted. Instead, it is
useful to adopt a top-down perspective to determine a consis-
tent EFT truncation prescription for high-energy observables.
While the EFT is useful for studying experimental data in a
model-independent framework, it should ultimately always
be matched onto concrete underlying UV models of interest.
When this is done, the EFT is constructed (or in other words,

_ 2
= [Asml” + 2 x A

O4(A72)

2Re (AgM.A6) |~A6|2 +2Re (AgM-A6><6 + A§MA3) N 2Re (A2A6X5 + AEAS) N |A6><6|2 + |A8|2 .

’

AS A8

Oa(r™

3D

where Asm, Asg, Agxes, and Ag represent the amplitudes of
the SM, the EFT with a single d = 6 operator insertion,
with a double d = 6 operator insertion, and a single d = 8
operator insertion, respectively. The EFT power counting is
made explicit here by factoring out the appropriate powers
of the EFT cutoff scale A. The ellipsis indicate terms of
order O4(A~°) in the EFT expansion of the amplitude. For
low-energy measurements (e.g., in the flavor sector) consid-

@ Springer

its coefficients are adjusted) in such a way that the resulting
EFT amplitudes are mimicking the corresponding UV ampli-
tude to a given accuracy in the EFT power counting, see e.g.

9 Notice, in particular, that the Wilson coefficients of = 8 operators of
the considered class O,4 2 are also subject to positivity constraints [57]
(see also Ref. [58]).



Eur. Phys. J. C (2025) 85:463

Page 9of 15 463

Ref. [60].10 This naturally suggests that also in a bottom-
up scenarios, the EFT series should be truncated on ampli-
tude rather than cross-section level, at least if the bottom-up
analysis is intended to be linked to realistic UV scenarios at
a later stage.!! Only the former truncation method guaran-
tees that the EFT properly reproduces the behavior of UV
models. We therefore suggest truncating the EFT series on
amplitude level O4(A™") for some n € N. As explicitly
verified for Drell-Yan processes in Figs. 1 and 2 withn = 2
and 4 the O4(A™") truncations (solid lines) provide better
convergence toward the full model prediction than the cross-
section truncation Oy (A ") (dashed lines). According to this
prescription, the leading order @4 (A ~2) EFT contributions
contain both interference of d = 6 EFT operators with the
SM and the (d = 6)2 contributions to the cross section, which
can also be seen in Eq. (31). As discussed in Ref. [28], this
provides a well-defined, unambiguous, and gauge-invariant
setup. At the first subleading order O 4 (A ~#) interference of
d = 8 operators with the SM, (d = 8)2 contributions, as
well as the interference of (d = 6) with (d = 8) operators
are included. In addition to dimension-eight operators con-
tributing to the amplitude, the corresponding contributions
from double insertion of two d = 6 operators into the same
amplitude are taken into account at this order as well, cf.
Eq. (31), although this is not relevant for the present discus-
sion of Drell-Yan tails at tree level.

5 Clipped limits

Notice that the flavor of leptons is indifferent for the predic-
tions in Figs. 1 and 2. However, it affects the interpretation
of experimental measurements and, as a consequence, the
robustness of the EFT description, since the data sets col-
lected for £ = e,  include events at higher energies (i.e. with
larger m¢ values) compared to the data for £ = t, and since
the latter is also affected by uncertainties from the recon-
struction of the hadronic t decays. Therefore, higher energy
scales are probed for light leptons, typically in the O (10 TeV)
range, whereas O(1 TeV) scales are accessible for t leptons,
as shown e.g. in Ref. [5].

The comparison between our EFT and full model predic-
tions with the LHC data is made for the U; leptoquark in
Fig. 3. The expected upper limits on the coupling-over-mass
ratio |xi“ |/my, are shown as a function of the clipping vari-
able My. More precisely, the constraints are determined
only taking into account the experimental data below the

10" This is the case for both off-shell and on-shell matching, where the
corresponding EFT amplitudes are equated with the ones of the full
UV model in order to determine the matching conditions.

! In a pure bottom-up setup, where there is no intention of linking to
UV theories, this strategy is, of course, less compelling.

threshold scale given by M. For light leptons £ = e, u,
the clipping is performed for the reconstructed invariant mass
of the dilepton system m 5, i.e., considering only data with
myy < My, while for third-generation leptons £ = 7, we
clip the total traverse mass m'?" of the ditau system, which is
used as experimental observable in this case [38].

We have also verified that clipping the New-Physics signal
prediction on the partonic center-of-mass energy V5 =my,
rather than clipping on experimental observable level, yields
comparable results. For light leptons ¢ = e, i we find good

agreement, since we have mzfzc =~ myy. For T leptons, we find

some differences due to the mismatch between m‘}" and myy.
We actually have m'?" < my¢ and thus events with higher
center-of-mass energies can migrate down to lower values of
the observed energy variable m'f". Itis hence not obvious how
a consistent signal clipping prescription can be introduced in
this case. For a discussion of the problems when clipping the
signal rather than the data see e.g. Refs. [28,33]. However,
the patterns of the EFT convergence observed in the present
example are similar for clipping data and signal.

For definiteness, we consider the leptoquark coupled to
first-, second-, and third-generation quarks (top, center, and
bottom row, respectively), with different lepton flavors that
are constrained by LHC dataon pp — ££ with £ = e, u [37]
(left and center column) and ¢ = t [38] (right column).
These searches have been reinterpreted in the Hi ghPT pack-
age [6], which we employ to determine the limits presented
here.'? The dotted and dashed lines represent the 20 con-
straints obtained using the EFT approach and taking into
account only the d = 6 interference with the SM, or addi-
tionally also the (d = 6)2 contribution. We also show the
corresponding limits determined in the full model with lep-
toquark masses my, of 1, 2, and 3 TeV in red, yellow, and
blue, respectively.

First of all, we notice that the constraints obtained in the
full model converge well for all leptoquark masses toward
the EFT limits, computed considering (d = 6)? contribu-
tions (dashed line), in the limit M¢y, — 0, i.e., when only
considering low-energy data. On the contrary, the EFT lim-
its, calculated taking into account only the d = 6 interfer-
ence with the SM (dotted line), do not converge in this limit.
This can be understood by realizing that the larger the cou-
plings, the more important the (d = 6)? terms become rela-
tive to the linear d = 6 interference contribution. However,
when clipping at low values of M, most of the data is dis-
carded and we are hence obtaining weaker constraints in the

12 For the pp — tt channel, we use an updated version of HighPT [6]
in which the selections cuts are improved to better reproduce the exper-
imental search, which is highly sensitive to the pr cut for the leading
75, jet. These improved constraints will soon be publicly available in a
forthcoming updated version of HighPT.
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Fig. 3 Expected limits on the U; leptoquark coupling defined in
Eq. (18) from pp — {¢ data for £ = e, n (left and center col-
umn) [37] and ¢ = t (right column) [38] are plotted against the clip-
ping variable My, with bins above M, being discarded. For £ = e, u
we remove events with m}° > Mcy, while we discard events with
m‘}’t > Mgy for £ = 1. The top, center, and bottom row show the case
of couplings to first-, second-, and third-generation quarks, respectively.

large coupling regime.!3 Thus, the leading contribution in

13 This is the case at least when coupling to second- and third-
generation quarks. For first-generation quarks (top row in Fig. 3) the
valence-quark PDF enhancement still allows to probe relatively small
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The dotted and dashed lines correspond to the EFT constraints matched
to the leptoquark model with contributions up to (d = 6) interference
and (d = 6)? terms, i.e., O, (A‘Z) and OA(A_Z) truncations, respec-
tively. The leptoquark mass is fixed to different values to illustrate the
EFT convergence, namely my, = 1 TeV (red), my, = 2 TeV (orange)
and my, = 3 TeV (blue)

the M.y — O limit is given by the (d = 6)? terms (at least
for sea quarks) and the linear d = 6 interference terms can-

values for the coupling, where the d = 6 interference term dominates
and thus converges to the full model.
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not approximate the full model well. Also for larger values
of My, we find that the models always converge toward the
(d = 6)* EFT limits, when increasing the leptoquark mass.
Therefore, we conclude with this concrete example that using
only the linear d = 6 interference terms does not provide an
accurate description for the Drell-Yan tails and that (d = 6)2
contributions should always be included.

In addition, we find in Fig. 3, as expected, that the heavier
the leptoquark mass, the better the (4 = 6)? EFT approxima-
tion. Even for large values of M, the EFT provides accurate
limits, at least for leptoquark masses > 2 TeV. Moreover, we
see that the (d = 6)> EFT approximation tends to overesti-
mate the constraints on the coupling-over-mass ratio. While
the New-Physics scales probed by the data mostly depend
on the considered quark generations, and the energy range
where data are collected depends on the flavor of the lep-
tonic final state, we find similar overall patterns for the EFT
convergence for all flavor combinations.

6 Illustration: b — ctv

In this section, we consider the discrepancies in exclusive
B-meson decays with an underlying b — ctv transition as a
concrete example to quantitatively assess the validity of the
EFT description of pp — tt at the LHC. Drell-Yan pro-
cesses provide helpful constraints on the New-Physics sce-
narios proposed to accommodate these discrepancies [5,9],
since these low-energy processes occur at tree level in the SM,
being only sensitive to scales A at most at the O(TeV) range
with current precision [61].

Our goal is to directly compare the EFT results with the
constraints obtained in the full model, for different values of
the mediator mass, as in the previous sections, and to study
the convergence of the two approaches for large A values,
this time also comparing Drell-Yan bounds to other comple-
mentary data sets in the flavor and electroweak sectors. To do
so, we focus again on the U; vector leptoquark as a bench-
mark model, which is known to provide a good solution to
the b — clv discrepancies14 [62-66].

The observables determined at low energies are the ratios
Rpw = B(B — DWtd)/B(B — DWI) (withl = e, ),
which have been measured at LHCb and the B-factories [68]
R3? =03424£0.026, R;P =0.287+0.012 (32)
with a combined value that is about 3¢ above the average of
SM predictions [68]"°

14 See Refs. [27,67] for other viable leptoquark scenarios.

15 See also Refs. [69-71] for recent determinations of B — D* form-
factors of the lattice, which have been combined to predict Rp+, e.g., in
Refs. [72,73].

RM =0.298 +0.004, R3M = 0.254 4 0.005. (33)

The leptoquark effect in these observables can be schemati-
cally parametrized as

Rpe ~1 v Re( ! [C}} 13323 + [C ]%%33)
M =17 75 % L 133 1q 133
RE)I\(E) A2 Vcﬂ;a ! !
2 2333
v X7 X
=14+ —Re va + 21 , (34)
ZmUl ch

where we have again assumed down alignment for the left-
handed quark doublet, and kept couplings to the 7 lepton,
and the second- and third-generation quarks. Other relevant
constraints on this scenario are posed by the modifications of
Z and W couplings to leptons induced by the RG evolution,
which are sizable as they are proportional to the top Yukawa
coupling y, in this case [74—78]. In our case, the biggest effect
comes from Zvv vertex corrections, parametrized by [79-81]

2

8g] [C;,ll_3)]33(mz) ~ 61|6y—7;|2 log %[C;;H)hﬁ& (35)
For the Electroweak Precision Observables (EWPOs), we use
the inputs from Ref. [82]. The running for flavor observables,
on the other hand, is negligible for operators with vector
structure. The favored regions from flavor and EWPOs are
shown in Fig. 4 as blue and gray regions, respectively, as
a function of the coupling/mass ratio, for three benchmark
masses, namely my, = 1.5 TeV (left panel), 2 TeV (center
panel) and 3 TeV (right panel). For each case, the matching
scale is taken to be the leptoquark mass m;, , performing the
RG evolution from this value down to pew ~ myz (hence
the slightly different shapes of the electroweak regions for
different my, values) [79-81].

Turning our attention back to the Drell-Yan constraints
shown in red, we observe a good convergence of the EFT
(dashed line) toward the leptoquark model (filled red region),
with an O(10%) difference between them for my, =
1.5 TeV. Notice that the d = 6 EFT constraints do not change
between the three cases, since the only relevant quantity that
can be probed is the coupling/mass ratio. The EFT description
can be further improved by including d = 8 operators, with
a consistent truncation at O A(A“‘) (dot-dashed red line),
which are more important for low my, values, to accurately
describe the full model. Already for low leptoquark masses
of my, = 1.5 TeV, this truncation order offers an excellent
approximation of the full model. For masses < 1.5 TeV, we
have noticed that the cross section for the last bin of the
experimental search [38] becomes negative when truncating
the EFT series at O, (A~°) on cross-section level, i.e., con-
sidering the interference of d = 6 with d = 8 operators. This
highlights the issues associated to cross-section level trunca-
tions and further reinforces our statement that it is necessary
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Fig. 4 Limits on coupling/mass for a U leptoquark. The filled red
regions are 20 regions coming from Drell-Yan at the LHC using the
explicit mediator propagation in Hi ghPT [6], while the dotted, dashed,
and dot-dashed lines indicate the 20 contours in the SMEFT case with

to truncate the EFT series on amplitude level. Finally, we
note that already at my, = 3 TeV the differences between
the various approaches are completely negligible, in line with
the findings of the previous sections.

On the other hand, it appears clear from all three plots that
keeping only the linear terms in SMEFT coefficients (dotted
line) when computing the cross section never yields accurate
results. In fact, stopping the expansion at O, (A~2) leads to
overly pessimistic bounds. This should be compared with the
middle and right plots in the bottom of Fig. 3, where the same
patternis found. While one could regard these as conservative
bounds, it is worth noticing that this is not always the case,
and in most cases the linear dimension-six terms seem to lead
to a too restrictive constraint (cf. again Fig. 3).

In summary, we find that EFTs can reliably describe
Drell-Yan tails for 7- and u-channel mediators with masses
above 1.5 TeV, including the models proposed to address the
R p anomalies. We have shown that the EFT description at
O 4(A™?) is rather accurate for these masses and it can be
systematically improved by including the O 4(A~*) contri-
butions.

7 Summary

In this article, we have explored the validity range of the
EFT description of Drell-Yan processes and the uncertain-
ties associated with the EFT truncation through a direct com-
parison between concrete models and their respective EFTs
at low energies. We have considered two representative sce-
narios, namely a heavy Z’ ~ (1, 1, 0) boson and a vector
leptoquark U; ~ (3,1, 2/3), which contribute to these pro-
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d = 6 linear, d = 6 quadratic terms, and d = 8 quadratic terms,
respectively. RG evolution for the flavor and electroweak likelihood is
performed taking my, as the high scale, i.e., it is different for the three
plots

cesses via the s- and 7-channels, respectively, and which are
matched onto the SMEFT with operators up to dimension
d=28.

Firstly, we have computed the analytical expression for
the partonic cross section in each of the scenarios, account-
ing for the propagation of the new mediators. By perform-
ing an expansion of the cross section in the ratio xy =
m%z / m%, < 1, between the dilepton invariant-mass squared
and the squared mass of the mediators, we have shown that
the series obtained for the 7-channel mediator has a faster
convergence at low energies than the one obtained for the
s-channel. This is expected from the resonant nature of the
contributions in the former scenario and can be traced back to
the coefficients in the power series of the cross section, which
appear with the same signs for the s-channel propagator, but
with alternating signs for the 7-channel one. These subleading
corrections are associated with higher-dimensional operators
(i.e., beyond d = 6), which can improve the description of
the partonic cross sections as shown in Figs. 1 and 2.

We reiterate that only considering the interference between
the SM and d = 6 operators [i.e., O, (A~2) truncation in
our notation] leads to a poor EFT description in most cases,
making the inclusion of (d = 6)? terms [OA(A_Z)] neces-
sary. Furthermore, while the interference term of the d = 8
operators with the SM amplitude [, (A ~*)] only marginally
improves the EFT description, we found that d = 8 squared
contributions [O4(A~*)] can have a sizable impact on the
cross section if E/A is not small. In other words, it is prefer-
able to perform the truncation at the amplitude level instead
of the cross-section level. This feature is potentially con-
nected to the well-defined properties of high-energy scatter-
ing amplitudes, which are governed by analyticity and uni-
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tarity (in our case, below the EFT cutoff £ < A), which may
be lost with an inconsistent truncation on cross-section level.
Studying d = 8 effects this way is, of course, only possible
if a concrete UV model is considered. Assessing the impact
of d = 8 terms in a model-agnostic manner is less obvi-
ous. An option would be to fit the d = 6 Wilson coefficients
while marginalizing over the corresponding coefficients of
the d = 8 operators as done in Ref. [5]. However, as shown
in that reference, the complete decorrelation of the d = 6 and
d = 8 effects obtained through the marginalization leads to a
significant relaxation of the constraints. Although this can be
interpreted as a conservative limit, a considerable improve-
ment can be achieved once a specific model is considered [5].

By comparing the different panels of Figs. 1 and 2, we
have also shown that the EFT convergence depends on the
couplings convoluted with the initial quark PDFs, providing
a better description of the full-model results for small New-
Physics couplings and/or small PDFs (i.e., heavier quarks).
In practice, the range of couplings that are probed by real
data depends on the experimental sensitivity, which is usu-
ally better for £ = e, u [37] than for £ = t [38], as the
experimental searches usually cover higher energies in the
former case. These features are illustrated in Fig. 3 for the
U leptoquark, where the EFT description with d = 6 opera-
tors is more accurate and provides better limits for the lighter
flavors of quarks and leptons.

Finally, we have also made this explicit comparison for
a concrete example motivated by discrepancies between the
SM predictions and the experimental determinations of the
low-energy b — ctv transition. We have considered the
vector leptoquark model that was proposed to accommodate
this discrepancy, and we have compared the EFT and full-
model Drell-Yan bounds on the couplings that are fixed by
flavor and electroweak data. We have shown that the EFT
bounds based on d = 6 operators lead to bounds that are
O(10 %) stronger than the correct ones for a leptoquark of
mass my, = 1.5 TeV, which is currently allowed by direct
searches at the LHC [83,84]. We have demonstrated that the
EFT truncated at O4(A~2), i.e., including d = 6 operators
and truncating on amplitude level, provides a fairly good
description of this scenario for masses above 1.5 TeV, which
can be further improved by considering d = 8 operators with
a consistent (’)A(A_4) truncation.

While verifying the validity of the EFT approach in gen-
eral is a delicate problem as it depends on several factors:
the specific UV scenario (resonant or non-resonant), the fla-
vors of all involved particles (particularly in light of PDF-
suppression effects and t-reconstruction issues), the pro-
cesses considered (kind of process, tree or loop level), etc.,
the central results of the present work can be succinctly sum-
marized by: (i) for high-energy observables one should trun-
cate the EFT series on amplitude level, since only this can
guaranty the proper analytical structure of amplitudes at high

energies, whereas a truncation on cross-section level can lead,
for example, to negative cross sections in the high-energy
bins; (ii) while the applicability of EFTs for resonant UV sce-
narios is limited to cases of large scale hierarchies £ < A,
EFTs can offer good approximations for non-resonant sce-
narios even if the considered energies are not far below the
cutoff scale. In many cases truncating at Q4 (A ~2) already
provides good approximations in this case, whereas going
to O4(A™*) can offer excellent approximations even for
E ~ A.

Acknowledgements We warmly thank Florentin Jaffredo for collabo-
ration at the early stages of this project.

Funding This project has received support from the European Union’s
Horizon 2020 research and innovation programme under the Marie
Sktodowska-Curie grant agreement N° 860881-HIDDeN and
N° 101086085-ASYMMETRY and the IN2P3 (CNRS) Master Project
HighPTflavor. The work of DAF is supported by the US Department of
Energy under grant DOE-DE-SC0010008. FW acknowledges the sup-
port of the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) under grant 396021762 - TRR 257: Particle Physics Phe-
nomenology after the Higgs Discovery. LA also acknowledges funding
from the Deutsche Forschungsgemeinschaft under Germany’s Excel-
lence Strategy EXC 2121 “Quantum Universe” - 390833306, as well as
from the grant 491245950. MM acknowledges the support of Fundacdo
de Amparo a Pesquisa do Estado de Sdo Paulo (FAPESP) under the
grant numbers 2022/11293-8 and 2024/04246-9.

Data Availability Statement My manuscript has no associated data.
[Author’s’ comment: Data sharing not applicable to this article as no
datasets were generated during the current study.]

Code Availability Statement My manuscript has associated code/
software in a data repository. [Author’s comment: The code/software
used during the current study is available in the GitHub repository:
https://github.com/HighPT/HighPT.]

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adaptation,
distribution and reproduction in any medium or format, as long as you
give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indi-
cated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permit-
ted use, you will need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

Funded by SCOAP?.

Appendix A: Phase-space functions
In this appendix, we provide the explicit expressions for the

phase-space functions defined in Eq. (28) through the integral
ont e (—$§,0),
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2 1 2
1) = ;w - g1 1), (A1)
X X
02 (x) = 6+ 3x — wlog(l ey (A2)

These expressions can be expanded for 0 < x < 1, leading
to the expressions in Eq. (29).
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