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Abstract

Future e+e− colliders, such as the FCC-ee, aim to test the Standard Model to the ultimate
precision. This requires synergistic progress in detector technology and data analysis techniques.
This thesis comprehensively presents the interlinked efforts targeting these goals.

Jet flavour identification algorithms play a crucial role in maximally exploiting the physics
potential of the FCC-ee, particularly in the Higgs and electroweak sectors. The DeepJet-
Transformer algorithm, exploiting a transformer-based neural network that is substantially
faster to train than state-of-the-art graph neural networks, combines particle-flow reconstruc-
tion with advanced vertex reconstruction and hadron particle identification. Beyond an excellent
b- and c-jet discrimination, an s-jet tagging efficiency of 40% can be achieved with a 10% ud-jet
background efficiency. The impact of K±/π± discrimination with varying efficiencies and inclu-
sion of reconstructed V0s for strange tagging performance is shown. Similarly, the importance
of charged jet constituents and reconstructed secondary vertices for bottom and charm tagging
is presented. The bottom and charm tagging efficiencies were largely uniform over the entire
momentum and polar angle range of interest. However, the strange tagging efficiency showed a
dependence on the K± and V0 multiplicities in different momentum regimes.

A 5σ discovery significance can be achieved while isolating Z → ss̄ events from the exclusive
decays of the Z boson with an integrated luminosity of 60 nb−1 of e+e− collisions at

√
s =

91.2GeV, corresponding to less than a second of the FCC-ee run plan at the Z boson resonance.
The improved strange tagging performance opens new avenues for extracting quark-specific
asymmetries, such as the forward-backward asymmetry (AFB). Using advanced neural network-
based strange tagging and quark-antiquark jet separation with jet charge, the AFB measurement
in the strange decay channel of the Z boson is possible with an absolute statistical precision
of 2.6 · 10−6 at the FCC-ee, considering a luminosity of 125 ab−1 at the Z resonance. The
corresponding sin2 θW value can be measured with an absolute statistical precision of 4.6 · 10−6.

To support these improvements, ultra-thin, high-resolution, and robust vertex detectors are
essential. Recent advancements in the use of ultra-light monolithic active pixel sensors (MAPS),
developed in the 65 nm imaging process, for the ALICE ITS3 project by an international consor-
tium of the ALICE collaboration and the CERN EP R&D project envision drastic improvements
in vertexing performance. Process modification is introduced by adding a deep low-dose n-type
layer, which aids in the depletion of full sensor volume by extending the depletion region later-
ally while keeping a low sensor capacitance. It leads to faster charge collection and reduction in
charge shared with neighbouring pixels, thus improving the detection efficiency.

Pixel response calibration and energy resolution measurements performed with the 55Fe ra-
dioactive source in the controlled laboratory environment are presented. Four variants of pixel
geometry were tested with a small-scale analogue prototype, APTS, all showing over 99% charge
collection efficiency for a small reverse bias voltage of 1.2V. The impact of geometry variation
on detection efficiency, spatial resolution, and radiation tolerance is highlighted. In-pixel effi-
ciency studies show that the loss of efficiency at high thresholds is primarily concentrated at the
edges and corners of the pixels. APTS shows sub-3 µm spatial resolution and > 99% detection
efficiency, even under moderate irradiation, satisfying the stringent requirements of ALICE and
future collider environments.

Together, these developments highlight the integrated advancements in detector design, re-
construction algorithms, and physics potential, strengthening the next generation of precision
measurements at the FCC-ee and beyond.
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Introduction

"The important thing is not to stop questioning. Curiosity has its own reason for existence.
One cannot help but be in awe when he contemplates the mysteries of eternity, of life, of the
marvelous structure of reality. It is enough if one tries merely to comprehend a little of this
mystery each day."

Albert Einstein, 1955

Human curiosity and the quest to comprehend the natural world have formed the foundation
of scientific inquiry, and our understanding of the Universe has been drastically transformed over
the last century. A structure of the fundamental constituents of the Universe and their interac-
tions has emerged. The scientific theory that describes them is known as the Standard Model of
particle physics (SM) and has been one of the most successful achievements of collective human
thought. The two foundational pillars of the scientific method are theoretical formulation, i.e.
hypothesising or explaining natural phenomena, and empirical validation through experiments
and observations. It is the latter that will be the focus of this thesis.

High-energy experiments performed by colliding particles probe nature at the smallest dis-
tance scales and recreate the conditions of the early Universe. By colliding particles at ever-
increasing energies and intensities, these experiments have not only validated and refined nu-
merous predictions of the SM, but have also uncovered new phenomena that deepen our under-
standing of the fundamental structure of the Universe.

The next generation of high-energy particle colliders aims to test the SM to its ultimate limits,
as well as explore potential deviations signalling New Physics. The first stage of the Future Cir-
cular Collider, the FCC-ee, provides one of the most promising and ambitious physics programs
by targeting unprecedented luminosity and energy coverage in e+e− collisions. The FCC-ee
will provide an extraordinary opportunity to study the electroweak bosons and the Higgs boson
with remarkable statistical precision. It simultaneously presents novel experimental challenges,
requiring coordinated advancement in detector technology and data analysis techniques, both
of which are major themes of this thesis.

One of the cornerstones of the FCC-ee physics program is the ability to identify the flavour of
quarks that initiate jets in the final state. Jet flavour tagging enables precise studies of heavy-
flavour physics, Higgs couplings, and electroweak observables. The discrimination between b-, c-,
and s-jets and those originating from lighter quarks is therefore of critical importance. Recent
developments in machine learning, in particular neural network architectures capable of exploit-
ing complex particle-flow information and vertex reconstruction, promise major improvements
in flavour tagging capabilities at future colliders.

This thesis presents an algorithm for jet flavour identification that employs a transformer-
based neural network, called DeepJetTransformer. Despite being a general algorithm, the
development of this jet flavour tagger focussed on collision events at the Z resonance at the
FCC-ee and aimed to improve the strange jet tagging performance by introducing kaon/pion
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discrimination and novel reconstruction of neutral strange bosons.
Such improvements in jet flavour tagging will greatly benefit the measurements of quark-

specific electroweak observables, such as the forward-backward asymmetry (AFB). The mea-
surement of AFB in the process e+e− → Z → qq̄ at the FCC-ee, exploiting the high-statistics
run at the Z resonance, will provide one of the most sensitive tests of the electroweak param-
eters, including sin2 θW. Studies exploiting neural network-based jet flavour taggers to isolate
the Z → ss̄ final state and to assess the achievable statistical precision on the AsFB measurement
are presented in this thesis.

Delivering these physics goals puts stringent constraints on detector design and performance.
The tracking detectors are required to be light while providing exceptional spatial resolution,
especially the layers close to the interaction point, often referred to as the vertex detector.
Monolithic Active Pixel Sensors (MAPS), merging the sensitive volume and the readout circuitry
in a single device, have emerged as the leading candidate for the vertex detector technology at
the future colliders, including the FCC-ee.

The developments made by the ALICE collaboration at the Large Hadron Collider to upgrade
its Inner Tracking System (ITS) to a MAPS-based detector have been instrumental in driving
the MAPS technology in large-area detector applications. The next upgrade of the ITS, referred
to as the ITS3, relies on the use of ultra-thin MAPS with high granularity and has synonymous
requirements to the FCC-ee vertex detectors.

Test structures, with small and large pixel matrices, have been developed in the 65 nm CMOS
imaging technology to study the analogue and digital properties of MAPS. Moving to the lower
technology node reduces the power consumption of the detectors and enables more complex
in-pixel circuits. Process modifications implemented in MAPS allow for the depletion region to
extend to the full area of the sensor, improving charge collection and radiation tolerance. This
thesis presents the characterisation of MAPS with the Analogue Pixel Test Structure (APTS),
studying the impact on pixel geometry, pitch size, and substrate voltage on the charge collection,
detection efficiency, energy resolution, spatial resolution, and radiation tolerance.

This thesis presents a coherent set of studies addressing the interrelated challenges in data
analysis techniques and detector technology. It begins by presenting the theoretical foundation
and the experimental setup of particle colliders and detectors, while introducing the FCC-ee
and the IDEA detector concept. It then details the jet flavour tagging algorithm developed
for the FCC-ee environment and investigates the achievable precision in the measurement of
electroweak observables, specifically the forward-backward asymmetry, by exploiting jet flavour
tagging. It further examines the development and characterisation of ultra-thin MAPS with
an analogue test structure, and presents the characterisation of MAPS developed in the 65 nm

CMOS imaging technology with an 55Fe radioactive source in the laboratory setup and with a
hadron beam at the CERN-SPS facility.

Together, these efforts illustrate the synergy between detector design and analysis techniques
required to fully exploit the physics potential of future e+e− colliders.
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Part I

Setting the Stage
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1 The Standard Model of Particle Physics

The Standard Model (SM) is one of the most successful accomplishments in the quest to under-
stand the fundamental constituents of the Universe and their interactions. Over the last century,
the SM has explained a wide range of phenomena with extraordinary precision, as well as has
made several successful predictions, such as the existence of various particles that complete the
fundamental make-up of the SM.

In the SM, the wave-particle duality of quantum mechanics is generalised through quantised
fields, with particles arising as the excitations of these fields, while the forces are manifested as
the interaction of different fields.

1.1 The Gauge Fields

The Quantum Field Theory (QFT) is the foundational framework of the SM, unifying the
classical field theory with quantum mechanics and the special theory of relativity. It describes
the fundamental particles and their interactions as quantised excitations of matter and gauge
fields. A field is represented by the form ϕa(x

µ), with a being the index of a field in a group
and xµ being the spacetime 4-vector. The operations on the field are represented by operators
O acting on the field. The mathematical function that encodes the dynamics of the fields is
referred to as the Lagrangian, defined as,

L(t) =

∫
d3x L(ϕa, ∂µϕa, xµ), (1.1)

where, L is the Lagrangian density.
QFT is governed by symmetries, which are transformations under which the Lagrangian

density remains invariant. These symmetries can non-exclusively be categorised as local, global,
or internal, of which the local and the internal symmetries are of particular importance. The
fields in the SM are invariant under Lorentz transformation, as required by the special theory
of relativity. They are also invariant under the so-called gauge transformation and are said to
be gauge invariant. The gauge invariance is a local internal symmetry, in which the Lagrangian
density remains invariant under the transformation,

ϕa(x) → ϕ
′
a(x) = U(x)ϕa(x), (1.2)

where U(x) is a unitary transformation operator. The gauge invariance of the fields in the SM
results in the corresponding conserved charges.

Particles, defined as the quantised excitation of matter and gauge fields, are categorised into
fermions and bosons, based on their intrinsic spin. Fermions are particles with a half-integer
spin that follow the Fermi-Dirac statistics and are constrained by Pauli’s exclusion principle.
Fermions are represented by Dirac spinors, ψ(x) [6]. Bosons are particles with an integer spin
that follow the Bose-Einstein statistics. Vector bosons are represented by interacting Yang-Mills
fields, Aaµ [7].

The Lagrangian density of a fermions interacting with a vector field, invariant under local
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gauge transformation has the form,

L = ψ̄(x)(γµDµ −mψ)ψ − 1

2
Tr (FµνFµν) , (1.3)

where γµ are complex matrices that follow the Clifford Algebra [6], Dµ = ∂µ− igAµ with g being
the coupling strength. The field strength, Fµν , for the field Aµ is defined as,

Fµν = ∂µAν − ∂νAµ + ig[Aµ, Aν ]. (1.4)

1.2 Structure of Matter and Forces

The SM consists of 12 fundamental matter particles, the spin-1/2 fermions, and their anti-
particles, 12 fundamental force-carrying particles, the spin-1 gauge bosons, and one spin-0 scalar
particle. The gauge bosons manifest in two basic forces: the strong force carried by the gluons
and the electroweak interaction carried by γ, W±, and Z bosons. The SM interactions follow
the Lie algebra group SU(3) ⊗ SU(2)L ⊗ U(1) [8]. The fermions are classified into leptons and
quarks depending on the forces with which they interact. These particles, including fermions
and bosons, and their classification are shown in Figure 1.1.

The electroweak interaction does not conserve parity symmetry and treats left- and right-
handed chiral states differently [9]. Due to the chiral nature of the electroweak interaction, the
mass terms for fermions, −mψ̄ψ, and gauge bosons, −M2AµAµ, cannot be included directly
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into the SM Lagrangian, as they are not gauge invariant. The massive gauge bosons acquire
mass through the electroweak symmetry breaking mechanism, which gives rise to a spin-0 scalar
field [10–13]. The fermions gain their mass through the Yukawa interactions with this scalar
field [14].

1.2.1 Forces in the SM

In the SM, forces manifest as the interaction between fermionic and bosonic fields. In other
words, force is experienced by the interaction and exchange of particles. Of the four fundamental
forces in nature, the gravitational force lies outside the scope of the SM, as, currently, there is
no experimentally verified theory of quantum gravity, and it is, therefore, not discussed further.

The other three forces, or more accurately, interactions, are the electromagnetic interaction,
the weak interaction, and the strong interaction. The electromagnetic interaction is mediated by
the photon and is described by the quantised theory of electromagnetism, known as Quantum
Electrodynamics (QED) [15, 16]. The weak interaction, which is responsible for particle decays,
is mediated by two charged W± bosons and one neutral Z boson. The electromagnetic and
the weak interactions are related and form the unified electroweak interactions. The strong
interaction is mediated by eight gluons and is described by the quantised theory of Quantum
Chromodynamics (QCD).

Figure 1.2 shows the scattering of two electrons by the exchange of a photon. The first two
diagrams correspond to a time-ordered interaction where time flows from left to right. In the
first diagram, a photon is emitted by the upper electron and is later absorbed by the lower
electron. In the second diagram, a photon is emitted by the lower electron and is later absorbed
by the upper electron. This results in an effective transfer of momentum from one electron to
the other, and is consequently experienced as a force. The exchanged photon is a virtual particle
and is not observed; thus, only the combined effect of the two diagrams is physically significant.
The combined effect is represented by the third diagram, referred to as a Feynman diagram.
Such diagrams are very useful to calculate the strength of the interactions, i.e the cross-sections.
The Feynman diagrams were first introduced for QED [17] and have since been generalised to
include all interactions in the SM.

Quantum Electrodynamics

QED is the fundamental theory of the electromagnetic interactions. It is invariant under the
U(1) gauge group, which arises from the mixing of the SU(2)L and U(1)Y groups, as detailed
later. The electromagnetic interaction is experienced by particles which are electrically charged,

Figure 1.2: The scattering of two electrons through the exchange of a photon in QED. The
first two diagrams show the two possibilities for the exchange of the photon. The third diagram
shows the combined effect of the two possibilities for the interaction and is known as a Feynman
diagram.
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and the gauge boson in QED, the photon, is massless.

Quantum Chromodynamics

QCD is the fundamental theory of the strong interactions and is invariant under the SU(3)

gauge group, which requires eight generators [18]. These eight generators lead to eight gauge
bosons, the gluons. The strong interaction is experienced by particles carrying the colour charge,
which can be red, blue, green, or their anti-colours. The massless gluons carry a combination of
colour and anti-colour charges, which means that the gluons can self-interact.

The coupling constant for QCD, αs, decreases with increasing energy scale, leading to its char-
acteristic asymptotic freedom. Equivalently, αs increases with increasing length scale. However,
αs is very high at low energies, and QCD cannot be treated with the perturbative approach.
Owing to the self-interaction of gluons and the high coupling constant, the strong force is con-
strained to very short length scales. Separating coloured particles to large distances causes the
energy of the system to rise, until it’s energetically favourable for new coloured particles to be
generated, resulting in colour-neutral states. This phenomenon, by which colour-charged parti-
cles cannot be isolated but only exist in colour-neutral bound states, is called colour confinement
[19].

The colour-neutral states can be iteratively broken in high-energy environments, resulting in
a shower of colour-neutral particles, through a process known as hadronisation. Hadronisation
falls into the non-perturbative regime of QCD and is still an active field of research.

Electroweak Theory

The unified electroweak interactions are invariant under the SU(2)L ⊗ U(1)Y gauge group
[14]. The SU(2)L component requires three generators, leading to three gauge fields, W (k)

µ , with
k = 1, 2, 3. The conserved charge for these gauge fields is called the weak isospin, T . The
U(1)Y component leads to one gauge field, Bµ and the corresponding conserved charge is called
the weak hypercharge, Y .

These four gauge fields combine to form the physical gauge bosons of the electroweak inter-
actions. The mixing results in parity-violating weak interactions and parity-conserving electro-
magnetic interactions. The chiral structure of the electroweak interactions is designed so that
the left-handed fermions form weak isospin doublets, while the right-handed fermions exist in
singlets. This structure is reversed for the antiparticles of the fermions.

The mixing of these gauge fields and the electroweak unification is detailed in Section 1.3.

Electroweak Symmetry Breaking and the Brout-Englert-Higgs Mechanism

The chiral structure of the electroweak interactions prevents direct mass terms in the SM La-
grangian. However, the fermions and bosons, with the exception of the photon and the gluons,
have been observed to have mass. In the SM, the massive fermions and bosons gain their
mass by interacting with a scalar field, called the Brout-Englert-Higgs (BEH) field, through the
electroweak symmetry-breaking mechanism, also called the BEH mechanism [11–13].

The BEH field is composed of two scalar fields in a weak isospin doublet,

ϕ =

(
ϕ+

ϕ0

)
=

1√
2

(
ϕ1 + iϕ2
ϕ3 + iϕ4

)
. (1.5)

Thus, it has four degrees of freedom.
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Re(ϕ)
Im(ϕ)

V (ϕ)

Figure 1.3: The Brout-Englert-Higgs (BEH) potential, V (ϕ). The minimum of the potential
lies at a non-zero vacuum expectation value of the BEH field, leading to electroweak symmetry
breaking.

The Lagrangian for the scalar field, ϕ, is given by,

Lϕ = (Dµϕ)†(Dµϕ)− V (ϕ), (1.6)

where Dµ = ∂µ+igWWµ+igYBµ is the covariant derivative, with gW and gY being the couplings
for the SU(2)L and U(1)Y components of the electroweak gauge fields. The potential V (ϕ) is,

V (ϕ) = µ2ϕ†ϕ+
1

2
λ(ϕ†ϕ)2. (1.7)

Here, the ϕ†ϕ term is analogous to a mass-like term for the scalar field, while the (ϕ†ϕ)2 term
represents the self-interaction of the scalar field. For the potential to have a minimum, λ is
required to be positive.

Unlike λ, µ2 does not have a constraint to be positive or negative for the potential to have a
minimum. If µ2 > 0, the minimum of the potential is at the origin, i.e. ⟨ϕ⟩ = 0, and the above
Lagrangian describes a massive scalar doublet in a symmetric electroweak phase. Consequently,
the particles in the SM remain massless.

However, if µ2 < 0, the potential acquires a shape as shown in Figure 1.3 and the minimum
of the potential lies at a non-zero value,

⟨ϕ⟩ = v =

√
−µ

2

λ
, (1.8)

which is called the vacuum expectation value (VEV). The choice of the vacuum state breaks the
symmetry of the Lagrangian. The non-zero VEV leads to the electroweak gauge fields becoming
massive.

The fermions interact with the same BEH scalar field and gain their mass, which can be
chosen to agree with the observed masses of the fermions.

1.2.2 Matter Particles in the SM

The observable matter in the universe is formed by particles known as fermions. There are twelve
fermions in the SM, which are arranged in three generations. Each generation is composed of a
charged lepton, its neutrino, an up-type quark, and a down-type quark. Except for the neutrinos,
the mass of which has not been precisely measured, the fermions of successive generations are
heavier than the previous ones, but have identical quantum numbers.

All of the fermions experience the weak interactions, while all charged fermions experience the
electromagnetic interactions. However, they are categorised based on whether they experience
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the strong interactions as leptons and quarks, as shown in Figure 1.1.

Leptons

Fermions with zero colour charge are called leptons; thus, they do not experience strong in-
teraction. Leptons in each generation are composed of a charged lepton, its neutrino, and the
corresponding antiparticles. The charged leptons, the electron, the muon, and the tau lepton,
have an electromagnetic charge of −1, by convention, and the corresponding antiparticles have
an electromagnetic charge of +1. The heavier charged leptons can decay into the lighter charged
leptons via the weak interaction.

The three neutrinos and their antiparticles are electromagnetically neutral. Neutrinos are
also massless in the SM, but have been observed to have mass in experiments measuring the
so-called neutrino oscillations [20, 21].

Quarks

Quarks are fermions with colour charge. Each fermionic generation is composed of an up-type
quark with an electromagnetic charge of +2/3 and a down-type quark with an electromagnetic
charge of −1/3 and their antiparticles: the up (u) and down (d) quarks in the first generation,
the charm (c) and the strange (s) quarks in the second generation, and the top (t) and the
bottom (b) quark in the third generation. Each of the six quark flavours appears in three
distinct colour-charge states.

Particles in nature cannot exist in a colour-charged state, but must form colour-neutral states
due to colour confinement. The bound colour-neutral states formed by quarks are called hadrons.
Hadrons formed by a bound quark-antiquark state, such as the pion, are called mesons, while
hadrons formed by a bound state of three quarks and antiquarks, such as the proton, are called
baryons.

Similar to the lepton, the heavier quarks can decay to lighter quarks via weak interaction.
These transitions and the mixing between the different generations of quarks in the SM is
described by the Cabibbo–Kobayashi–Maskawa (CKM) matrix [22, 23].

1.3 The Z Boson and the Neutral Current Weak Interactions

The bosons for the charged-current weak interaction carry electromagnetic charges, indicating a
relation between the electromagnetic and weak forces. In fact, W± boson pair can be produced
in e+e− interactions following the two Feynman diagrams shown in Figure 1.4.

γ

e+

e−

W+

W−

νe

e+

e−

W+

W−

Figure 1.4: The Feynman diagrams for the production of a W± boson pair through the process
e+e− →W+W− in the absence of a neutral electroweak boson.

The W+W− production cross-section following from the two given diagrams violates unitar-
ity, as the cross-section continues to increase with the increasing center-of-mass (CoM) energy.
The unitarity violation can be avoided by introducing a neutral boson with a coupling that is
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related to the couplings for the γ and W± bosons. The Feynman diagram presented in Figure
1.5 interferes negatively with the diagrams shown in Figure 1.4, thus avoiding the unitarity
violation.

Z

e+

e−

W+

W−

Figure 1.5: The Feynman diagram for the production of a W± boson pair through the process
e+e− →W+W− with an intermediate neutral electroweak boson.

Weak Interaction

The charged-current weak interaction is associated with the SU(2) local gauge symmetry and
is invariant under the transformation [24],

φ(x) → φ′(x) = e[igWα(x) ·T],

where gW is the weak coupling, T are the three generators of the SU(2) group, related to the
Pauli spin matrices by T = 1

2σ, and α(x) specifies the local phase. φ(x) is referred to as the
weak-isospin doublet and takes the form like [24],

φ(x) =

(
νe(x)

e−(x)

)
.

The local gauge invariance is satisfied by the introduction of three gauge fields, W (k)
µ with

k = 1, 2, 3, each corresponding to a gauge boson. The physical charged-current weak bosons,
W±, are identified as linear combinations of the first two gauge bosons [24],

W± =
1√
2

(
W (1)
µ ∓ iW (2)

µ

)
. (1.9)

Electroweak Unification

The Glashow, Salam, and Weinberg (GSW) electroweak unification model replaces the U(1)

gauge symmetry of QED with a new U(1)Y local gauge symmetry, which gives rise to the Bµ
gauge field that couples to the so-called weak hypercharge, Y . The interaction term for the Bµ
gauge field follows the same form as the QED interaction term, and the photon and the Z boson
are identified as linear combinations of the Bµ and the neutral W (3)

µ gauge fields [24],

Aµ = +Bµ cos θW +W (3)
µ sin θW, (1.10)

Zµ = −Bµ sin θW +W (3)
µ cos θW. (1.11)

Here, θW denotes the weak mixing angle.
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Family T f T f
3 Qf

νeL νµL ντL 1/2 +1/2 0
eL µL τL 1/2 −1/2 −1
νeR νµR ντR 0 0 0
eR µR τR 0 0 −1

uL cL tL 1/2 +1/2 +2/3
dL sL bL 1/2 −1/2 −1/3
uR cR tR 0 0 +2/3
dR sR bR 0 0 −1/3

Table 1.1: Weak-isospin structure of the SM particles. The subscripts ‘L’ and ‘R’ denote left-
and right-handed particles. T f is the weak isospin, T f3 is the third component of the weak
isospin, and Qf is the electromagnetic charge of a fermion f . [25]

Relationship between Weak and Electromagnetic Couplings

The charged-current weak coupling is related to the electromagnetic coupling through the weak
mixing angle [24],

e = gW sin θW. (1.12)

The weak hypercharge, Y , is similarly related to the electromagnetic charge, Q [24],

Y = 2 (Q− T3) , (1.13)

with T3 being the third component of the weak-isospin.
The coupling of the physical Z boson is defined as,

gZ =
gW

cos θW
=

e

sin θW cos θW
, (1.14)

where the second relation directly follows from Equation 1.12. The Z boson couples differently
to left- and right-handed chiral particles, with the two couplings being defined as,

gfL = T f3 −Qf sin
2 θW, (1.15)

gfR = −Qf sin2 θW, (1.16)

where, Qf is the charge, and T f3 is the third component of the weak-isospin of the fermion f .
The couplings of the Z boson can also be formulated in terms of the vector and axial-vector
couplings,

gfV = gfL + gfR, (1.17)

gfA = gfL − gfR. (1.18)

At tree-level, the ratio of the vector and the axial vector couplings, gfV and gfA, respectively,
is directly related to the mixing angle, sin2 θW as [25],

gfV

gfA
= 1−

2Qf

T f3
sin2 θW = 1− 4|Qf | sin2 θW, (1.19)

where, Qf is the charge, and T f3 is the weak-isospin of the fermion f . The weak-isospin structure
of the fermions is presented in Table 1.1. After the tree-level quantities are modified by radiative
corrections, the tree-level parameters in Eq. 1.19 are updated to their ‘effective’ values, most
notably, the mixing angle is updated to sin2 θfeff.
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Decay mode Branching ratio [%]
Z → e+e− 3.3632± 0.0042
Z → µ+µ− 3.3662± 0.0066
Z → τ+τ− 3.3696± 0.0083
Z → invisible 20.000± 0.055
Z → hadrons 69.911± 0.056
Z → (uū+ cc̄)/2 11.6± 0.6
Z → (dd̄+ ss̄+ bb̄)/3 15.6± 0.4
Z → cc̄ 12.03± 0.21
Z → bb̄ 15.12± 0.05

Table 1.2: The measured branching ratios of the Z boson for the major decay modes. [20]

Z Boson Decays

Partial decay width of the Z boson at tree level depends on its coupling and mass, and is given
by [24],

Γ(Z → ff̄) =
g2ZmZ

48π
(gf 2

V + gf 2
A ). (1.20)

The total decay width, which is equal to the inverse of the lifetime of the Z boson in the
natural units, is the sum of all partial widths,

ΓZ =
∑
f

Γ(Z → ff̄). (1.21)

Table 1.2 lists the major the branching ratios, defined as Br(Z → ff̄) = Γ(Z → ff̄)/ΓZ of
the Z boson.

Number of Neutrino Generations

As mentioned earlier, only three generations of fermions have ever been observed. If a fourth
generation existed, with particles massive enough to avoid detection thus far, the neutrinos
of that generation should be light enough to allow for the decay process, Z → ν4ν̄4. If it is
assumed that the invisible decays of the Z boson are only to neutrinos that couple according
to the SM expectations, the number of neutrino generations, Nν , can be determined from the
measurement of the total decay width of the Z boson and partial decay widths to hadrons and
leptons. Assuming lepton universality, the total decay width of the Z boson can be written as,

ΓZ = 3Γll + Γhadrons +NνΓ
SM
νν , (1.22)

where ΓSM
νν is the SM prediction of the Z boson partial decay width to neutrinos. The impact

of the number of neutrino generations on the hadronic cross-section of the Z boson is shown in
Figure 1.6.

Using the measured values of the total and partial decay widths of the Z boson, the number
of neutrino generations has been determined to be three, more accurately [25],

Nν = 2.9840± 0.0082. (1.23)

1.4 Two-Fermion Process in Electron-Positron Interactions

At low CoM energies, the quark pair production in e+e− collisions is dominated by a photon
exchange. The contribution from the Z boson exchange process starts to become significant
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Figure 1.6: The measurements of the hadronic cross-section of the Z boson. The curves present
the predictions for the hadronic cross-section for scenarios with two, three, and four generations
of SM-like neutrinos. [25]

with increasing collision energies. At energies close to the mass of the Z boson, the process
e+e− → Z → qq̄ becomes dominant and the cross-section acquires a Breit-Wigner resonance
shape. The two lowest-order Feynman diagrams for the process e+e− → ff̄ are shown in Figure
1.7. The SM hadronic cross-section of the e+e− interaction, along with its measurements from
several experiments, is depicted in Figure 1.8.

γ

e+

e−

f

f

Z

e+

e−

f

f

Figure 1.7: The Feynman diagrams for the process e+e− → ff̄ via γ/Z exchange.

The higher-order electroweak and QCD corrections, such as the initial and final state photon
radiation and final state gluon radiation, are neglected in the following mathematical formalism,
but are briefly discussed in Section 1.4.1. The tree-level electroweak cross-section for unpolarised
incoming beams contains contributions from three terms: the s-channel photon exchange, the
s-channel Z boson exchange, and the interference of the two. It is also referred to as the Born
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energy, with the solid line presenting the SM prediction while the points present the experimental
measurements. [25]

approximation and is given by [25, 26],

2s

π

1

Nf
c

dσew

d cos θ
(e+e− → ff̄) = |α(s)Qf |2(1 + cos2 θ)︸ ︷︷ ︸

σγ

− 8 Re
{
α∗(s)Qfχ(s)

[
GeVG

f
V(1 + cos2 θ) + 2GeAG

f
A cos θ

]}
︸ ︷︷ ︸

γ−Z interference

+
16 |χ(s)|2

[
(|GeV|2 + |GeA|2)(|G

f
V|2 + |GfA|2)(1 + cos2 θ)

+ 8 Re{GeVGe∗A }Re{GfVG
f∗
A } cos θ

]
.︸ ︷︷ ︸

σZ

(1.24)

Here, χ(s) represents the propagator factor for the Z boson exchange and is defined as,

χ(s) =
GFm

2
Z

8π
√
2

s

s−m2
Z + isΓZmZ

. (1.25)

Nf
c is the colour factor for the outgoing fermion (= 3 for quarks; = 1 for leptons), θ is the angle

between the incoming electron and the outgoing fermion, and GfV and GfA are the complex vector
and axial-vector couplings of the Z boson to the fermion f .

The (1 + cos2 θ) terms in Eq. 1.24 contribute to the total cross-section, while the cos θ

terms manifest in the forward-backward asymmetries. The total cross-section is governed by
the exchange of the Z boson at energies near the Z boson resonance. The γ−Z interference term
dictates the forward-backward asymmetries at the off-peak energies, but its influence diminishes
at the Z resonance peak, i.e.

√
s = mZ .
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Quark Pair Production

The production of a quark-antiquark pair is a specific case of the two-fermion process described
above. The process e+e− → qq̄ provides the leading contribution to the hadronic cross-section
shown in Figure 1.8 and is pivotal to the studies presented in part of this thesis.

1.4.1 Higher-Order Corrections

The higher-order corrections to the tree-level diagrams shown in Figure 1.7 can be classified into
three categories. The hadronic cross-section, before and after introducing these corrections, is
shown in Figure 1.9.

QED Corrections

The QED corrections correspond to diagrams with additional real or virtual photon(s). These
mainly consist of initial state radiation (ISR) and final state radiation (FSR), virtual photon
loops, and interference between ISR and FSR. The ISR reduces the CoM energy and can be
corrected for with the so-called radiator functions. The correction effectively shifts the Z res-
onance cross-section to higher energies. The correction for the FSR is done by updating the
cross-section by a factor [27],

σew → σew (1 + δQED). (1.26)
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Weak Corrections

The weak corrections represent the remaining one-loop diagrams. These include corrections
to the propagators, vertex correction excluding the contribution from virtual photons already
included in the QED corrections, and box diagrams. These corrections are taken into account
by the improved Born approximation, which retains the same form as the Born approximation
but uses ‘effective’ SM parameters.

QCD Corrections

The QCD corrections account for the final state gluon radiation. As gluons do not couple to
leptons, these corrections only affect the hadronic final states, e.g. in quark pair production.
These corrections are accounted for by introducing a multiplicative factor to the cross-section
[27],

σew → σew (1 + δQCD). (1.27)

1.5 Electroweak Asymmetries at the Z Resonance

The parity-violating nature of neutral-current weak interactions leads to several observable asym-
metries in the final-state particles produced in the e+e− → ff̄ annihilation process, such as the
forward-backward asymmetry and the polarisation asymmetry. At the Z resonance peak, these
asymmetries adopt particularly simple expressions with a singular relation to the neutral-current
couplings. The energy dependence of the asymmetries, especially in the case of the forward-
backward asymmetry, plays a significant role in the precision measurements conducted away
from the Z resonance peak. In the following discussion, however, the contributions from photon
exchange and its interference with Z boson exchange are not considered, as the studies presented
in this thesis are confined to the peak of the Z resonance.

1.5.1 General Formalism

Ignoring the O(m2
f/m

2
Z) effects in the limit E ≫ m, only certain helicity combinations are

allowed by the SM for the process e−e+ → γ∗/Z → ff̄ . The Z boson, or the photon, only
couples with a pair of fermions with opposite helicities in such interactions. Thus, the incoming
electron-positron pair will either be e−L e

+
R, with the subscript denoting the helicity of the particle,

or e−Re
+
L . Similarly, the helicity combination of the final state fermion will be either fLf̄R or

fLf̄R.
This leads to four possible helicity configuration in the process e−e+ → γ∗/Z → ff̄ , as shown

in Figure 1.10:

• e−L e
+
R → fLf̄R

• e−L e
+
R → fRf̄L

• e−Re
+
L → fLf̄R

• e−Re
+
L → fRf̄L

Considering only the Z boson exchange diagrams and the real couplings, the differential
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Figure 1.10: The four possible configurations of helicity state combinations in the process
e+e− → ff̄ . [28]

cross-sections for the four helicity configurations are,

dσLR→LR

d cos θ
∝ ge 2

L gf 2
L (1 + cos θ)2,

dσLR→RL

d cos θ
∝ ge 2

L gf 2
R (1− cos θ)2,

dσRL→LR

d cos θ
∝ ge 2

R gf 2
L (1− cos θ)2,

dσRL→RL

d cos θ
∝ ge 2

R gf 2
R (1 + cos θ)2,

(1.28)

where gL and gR are the left- and right-handed chiral couplings of the neutral-current interaction
and θ is the angle between the incoming electron and the outgoing fermion. The chiral couplings
are related to the vector and axial-vector couplings as shown in Eq. 1.17 and 1.18. These
relations are accurate without requiring corrections when only the tree-level Feynman diagrams
are considered.

Combining the four helicity configurations, for unpolarised incoming electrons and positrons,
the differential cross-section is given by,

dσf
d cos θ

(s, cos θ, λ) = (1 + cos2 θ)F f0 (s) + 2 cos θ F f1 (s)

− λ
[
(1 + cos2 θ)F f2 (s) + 2 cos θ F f3 (s)

] (1.29)
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where λ is the helicity of the final state fermion, and F fi are the four form factors. The form
factors are proportional to the chiral couplings as,

F f0 ∝
(
ge 2
L + ge 2

R
) (
gf 2
L + gf 2

R

)
,

F f1 ∝
(
ge 2
L − ge 2

R
) (
gf 2
L − gf 2

R

)
,

F f2 ∝
(
ge 2
L + ge 2

R
) (
gf 2
L − gf 2

R

)
,

F f3 ∝
(
ge 2
L − ge 2

R
) (
gf 2
L + gf 2

R

)
.

(1.30)

The above formalism makes it clear that in the case of pure Z boson exchange, the asymme-
tries will follow a particular combination of the chiral couplings of the neutral current interaction.
This combination is represented by the asymmetry parameter,

Af ≡
gf 2
L − gf 2

R

gf 2
L + gf 2

R

=
2gfVg

f
A

gf 2
V + gf 2

A

= 2
gfV/g

f
A

1 + (gfV/g
f
A)

2
, (1.31)

where the equivalence to the vector and axial-vector couplings of the neutral-current interaction
follows from Eq. 1.17 and 1.18. The asymmetry parameter, Af , is also referred to as the chiral
coupling asymmetry.

The final equivalence of Eq. 1.31 shows that the asymmetry parameter of a fermion depends
only on the ratio of its couplings, thus it carries a one-to-one relation with sin2 θfeff in the SM
[25].

1.5.2 Forward-Backward Asymmetry

In decay modes where the helicity of the final-state fermions is not accessible, as is the case for
the e+e− → ff̄ process at colliders, only the form factors F0 and F1 can be extracted from the
data. Among these, F0 is related to the total production cross-section as,

σf (s) =
8

3
F f0 (s), (1.32)

while F1 is related to the forward-backward asymmetry as,

AFB =
σF − σB

σF + σB
=

3

4

F f1 (s)

F f0 (s)
, (1.33)

where σF = σf (cos θ > 0) and σB = σf (cos θ < 0). Thus, the forward-backward asymmetry is
defined as the normalised difference in cross-sections for a final-state particle produced in the
forward (cos θ > 0) versus backward (cos θ < 0) hemisphere in the CoM frame.

The interference term cancels at the peak of the Z resonance, and if the small contribution
from the photon exchange diagram is ignored, AfFB reduces to,

A0,f
FB =

3

4
AeAf . (1.34)

Following Eq. 1.31, Af is solely dependent on the ratio of the vector and axial-vector couplings
of the Z boson to the fermion f . which in turn has a one-to-one relation with the effective mixing
angle sin2 θeff through Eq. 1.19.
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Precision tests of the SM, including measurements of parameters such as the forward-backward
asymmetry, and the exploration of the physics beyond it, are the key objectives of experiments
at particle colliders, and will be the subject of discussion in the following chapters.
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2 Particle Colliders and the Future Circular
Collider Project

Particle colliders have been central to experimental high-energy physics, facilitating the explo-
ration of fundamental particle and their interactions at ever-increasing energies. By accelerating
particles to near the speed of light and bringing them into collision, the colliders make it pos-
sible to probe the nature of matter and the fundamental forces at the smallest scales. Particle
colliders enable precision studies of the known fundamental interactions and are ideally suited
to produce rare interactions and study unexplored energy regimes.

2.1 Particle Colliders

Particle accelerators are some of the world’s largest and most complex machines that propel
charged subatomic particles to very high energies with electromagnetic fields. The incoming
particles are grouped in bunches, which in turn form particle beams. The particle accelerators
collide these particle beams with either a fixed target or another particle beam travelling in the
opposite direction at specific interaction points. Higher center-of-mass energies can be achieved
by colliding particle beams travelling in opposite directions, as opposed to collisions with a fixed
target. Particle accelerators that collide two oppositely travelling beams of particles are referred
to as particle colliders.

The individual interactions produced by the colliding particle beams are referred to as events.
The particles generated in these collision events traverse the detectors, which are positioned
around the interaction points. The physical properties of these particles are measured by detec-
tors employing a multitude of technologies, with the primary aim of reconstructing the primary
reaction undergone by the incoming particles at the interaction point, as represented by a Feyn-
man diagram.

2.1.1 Lepton and Hadron Colliders

The most common types of particle colliders are electron-positron colliders, also known as lepton
colliders, and proton-(anti)proton colliders, also referred to as hadron colliders. This categori-
sation, as the name suggests, is based on the types of incoming particles that collide at high
energies in such colliders.

The incoming particles in lepton colliders are elementary particles, thus producing very clean
collisions. All past and operational lepton colliders have been electron-positron colliders. As
these particles have very low mass, their collisions cannot reach energies attainable by using
heavier incoming particles with the currently available technology. Proposals for muon colliders
have been put forward that can reach higher energies compared to electron-positron colliders
while still colliding elementary particles.

Hadron colliders can collide heavy ions, which is a significant part of the physics program of
the Large Hadron Collider (LHC) [29], the largest hadron collider ever built. However, they most
often collide protons or antiprotons, which are nearly 2000 times more massive than electrons.
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Additionally, electron-proton colliders, such as the Hadron–Electron Ring Accelerator (HERA)
[30], provide a uniquely precise probe into the structure of the proton and QCD dynamics by
colliding a elementary particles with composite particles. Unlike the typically symmetric lepton
and hadron colliders, electron-proton colliders are inherently asymmetric.

2.1.2 Linear and Circular Colliders

In addition, particle colliders are also categorised based on their shape: they can be either linear
or circular. Neither type of collider is truly linear or circular but is classified by its prominent
geometrical shape. Colliders with heavier incoming particles are always circular, but e+e− can
be either circular or linear.

As mentioned above, the incoming particle beams in high-energy colliders are composed of
bunches, which are collided together in what is referred to as bunch crossings. Very few particle
collisions actually take place in each bunch crossing. In a circular collider, like the Large Electron
Positron (LEP) collider [32], the electron and positron bunches travel in a roughly circular ring
in opposite directions. Therefore, they can be collided several times over (about 1010 times)
before the beams are eventually discarded or dumped. This facilitates a high collision rate, as
represented by the instantaneous luminosity (or luminosity), L, which is defined as,

L =
1

σ

dN

dt
. (2.1)

Here, σ is the cross-section of the process, and dN/dt is the collision event rate. The high
luminosity of a circular collider allows for the collection of high-statistics data samples, which

Figure 2.1: The schematic design of the LEP collider, displaying the detectors situated at four
of the possible interaction points. [31]
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is particularly advantageous for high-precision measurements. Additionally, a circular collider
enables more than one interaction point, hence, it can host more than one experiment.

However, particle beams in circular colliders lose energy through synchrotron radiation, which
is the electromagnetic radiation emitted by charged particles when they are accelerated radially,
i.e. perpendicularly to their direction of travel. The synchrotron energy loss is proportional
to the energy, E, and the mass, m, of the charged particle being accelerated and the radius of
curvature of the accelerator ring as,

U ∝ E4

m4R
. (2.2)

Thus, particles with a lower mass, like the electron, lose significantly more energy through
synchrotron radiation. As the energy loss is proportional to the fourth power of the particle
energy, this effect can only be mitigated by increasing the radius of the accelerator ring. This
effect is not as appreciable for colliders that use heavier particles, such as protons, but it is
impractical to build a circular e+e− collider that reaches energies higher than 400–500GeV,
as it would require compensation of high energy losses via synchrotron radiation or very large
tunnels.

The particles in the incoming beams of a linear collider, like the Stanford Linear Collider
(SLC) [33], lose little to no energy through synchrotron radiation as they roughly travel in
straight lines. Hence, linear e+e− colliders can reach higher center-of-mass (CoM) energies than
circular e+e− colliders, as well as allow for longitudinal beam polarisation. However, unlike
in circular colliders, the bunches cannot be reused after a single bunch crossing, making it
challenging to reach higher luminosities.

Figure 2.2: The schematic design of the SLC. [34]
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The LEP collider, as shown in Figure 2.1, was the largest electron-positron collider ever built
with a circumference of approximately 27 km. On the other hand, the SLC, shown in Figure
2.2, is the only linear collider ever built and has a length of 3.2 km.

2.2 The Past and Present Landscape

The Intersecting Storage Rings (ISR) [35] was the first ever hadron collider, reaching much
higher energies than the collisions with fixed targets. This led to the shift of the high-energy
experiments from fixed-target collisions to beam-beam collisions. The circular e+e− collider at
DESY, the Positron-Electron Tandem Ring Accelerator (PETRA) [36], led to the discovery of
gluons [37, 38]. The SLC was the first and the only linear collider ever built and used polarised
electron beams. The Super Proton Synchrotron (SPS) [39] collided proton and antiproton beams
and discovered the W and the Z bosons, which are the carriers of the weak interaction. The
Tevatron [40] at the Fermilab similarly collided protons and antiprotons, leading to the discovery
of the heaviest elementary particle in the SM, the top quark [41, 42]. The LEP collider at CERN
performed high-precision electroweak studies and then gave way to the LHC. While the KEKB
[43] was an e+e− collider dedicated to flavour physics, focussing on the bottom quark, which
was eventually upgraded to the SuperKEKB [44].

The LEP-LHC Era

Presently, the LHC, which is hosted in the tunnel that the LEP collider previously occupied,
is the largest functioning collider. The LEP collider and the LHC form the perfect example of
the complementarity offered by lepton and hadron colliders. After the discovery of the Z boson
at the SPS at CERN in 1983 [45, 46], this neutral vector boson was extensively studied at the
LEP collider. The measurement of its width constrained the number of neutrino generations to
2.9840±0.0082 [25, 47–50]. The upgrade of the LEP collider, LEP2 [51], also produced the other
weak boson, the W boson, while running at the WW threshold, ultimately reaching the collision
energy of 209GeV. Additionally, the LEP collider constrained the mass of the Higgs boson, mH ,
from the absence of a signal from the direct searches to be greater than 114GeV [52]. The upper
limit from the Tevatron suggested that mH was likely not greater than 200GeV, thus narrowing
the window for the discovery of the Higgs boson. The LHC, capable of reaching significantly
higher CoM energies than the LEP collider, took the search forward, and the ATLAS and the
CMS experiments at the LHC discovered a new particle compatible with the Standard Model
Higgs boson [53, 54].

The current landscape of high-energy physics in Europe has been shaped in large parts by
the LEP collider and the LHC. The next step in the quest to understand the fundamental
particles and forces in the universe requires a machine that can produce the Higgs boson at high
luminosities and provide a clean environment to study them with ultra-high precision.

2.3 Proposed Future Colliders

Several proposals have been put forward to build colliders that will improve on the tests of the
SM performed by LEP, SLC, and LHC, with an additional target for the potential discovery of
‘New Physics’. The major focus of such projects is to design electroweak and Higgs factories,
i.e. precision machines that are able to produce the electroweak and the Higgs bosons, and
possibly the top quark, at very high luminosities. With the exception of projects, such as the
Muon Collider [55] and the upgrade stages of other colliders, most proposed future colliders, at
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a matured stage of development, are e+e− colliders. As this thesis focuses on a proposed future
e+e− collider, only this type of colliders will be discussed further.

Linear e+e− Colliders

The several proposed linear colliders aim to perform precision measurements at high energies,
along with an aim to discover physics beyond the standard model. Using polarised electron and
positron beams in linear colliders is more practical than in circular colliders and can compensate
the integrated luminosity to almost three orders of magnitude in certain physics cases [56]. A
few major proposed linear e+e− colliders are discussed below.

The first proposed linear collider is the International Linear Collider (ILC) [57], which is
planned to be built in Japan. The ILC was originally designed to operate at the CoM energy of
500GeV, but it was re-optimised after the discovery of the relatively light Higgs boson to the
CoM energy of 250GeV, with the possibility of two-step upgrade to 500GeV and 1TeV. The
planned length of the ILC in its various stages is planned to be 30 to 50 km, which is more than
10 times longer than the SLC.

Another proposed linear collider, planned to be built at CERN, is the Compact Linear Collider
(CLIC) [58]. It is intended to be operated in three stages, starting from the CoM energy of
380GeV with a length of 11 km, where it will function as a Higgs factory, reaching up to 3TeV

and a length of 50 km.
The Cool Copper Collider (C3) [59] is proposed to be an 8 km long linear collider with the

planned operation CoM energies of 250GeV and 500GeV. It is in the conceptual design phase
and early R&D stage.

Lastly, the Linear Collider Facility (LCF) [56], a Higgs factory proposed to be built at CERN,
and the Hybrid Asymmetric Linear Higgs Factory (HALHF) [60], a plasma-RF hybrid linear
collider, are among the other proposed linear collider projects.

Circular e+e− Colliders

The proposed circular e+e− colliders are ideal for high-precision measurements as they can
achieve higher luminosities compared to the proposed linear colliders. They aim to study the
electroweak and Higgs bosons, including flavour physics, as well as the top quark, with un-
precedented precision. Two circular e+e− colliders have been proposed, which share various
similarities in their design.

The Circular Electron-Positron Collider (CEPC) [61, 62] is proposed to be built in China
and has a circumference of 100 km. The CEPC is planned to be operated as a Higgs factory for
10 years, with significantly lower run times in the electroweak factory mode. It is planned to be
operated at the tt̄ threshold for 5 years. The CEPC is designed to potentially be replaced by a
hadron collider in the same tunnel.

A post-LHC circular collider project has been proposed at CERN, called the Future Circular
Collider (FCC) [63, 64]. The first phase of the FCC is an e+e− collider, called the FCC-ee,
which is planned to have a circumference of 90.7 km, over 3 times that of the LEP collider.
The FCC-ee is designed to operate at four different CoM energy modes, starting from around
91.2GeV at the Z pole to 365GeV, over the tt̄ threshold. The FCC-ee is planned to be upgraded
to a hadron collider, referred to as the FCC-hh, reaching CoM energies of 85TeV [65].
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Figure 2.3: FCC-ee schematic with 4-fold symmetry

2.4 The Future Circular Collider Integrated Project

The Future Circular Collider integrated project aims to build e+e−, pp, and ep colliders in a
90.7 km circular tunnel in the Geneva region [65]. The FCC project is planned to be operational
from the late 2040s, with the tunnel initially hosting an e+e− collider, the FCC-ee, for a dedicated
run plan of 15 years. The e+e− collider will then be replaced by a hadron collider in the same
fashion as LHC replaced LEP, reaching unprecedented energies. The integrated project offers the
possibility to complementarily study physics at known energy scales with ultra-high precision
and explore and test ‘New Physics’ at very high energy scales. FCC also aims to provide
electron-hadron collisions for high precision deep-inelastic scattering studies.

The work presented in this thesis corresponds to the development of the FCC-ee, and it will
be discussed in detail below.

2.4.1 FCC-ee

Initially conceptualised as a stand-alone project [71], the FCC-ee [72] is a proposed e+e− collider
and the first stage of the FCC integrated project. Figure 2.3 shows the layout schematic of the
FCC-ee, showing its 4-fold symmetry. It is currently planned to run at four different CoM
energy modes: at and around the Z pole for 4 years, at the W+W− threshold for 2 years, as a
Higgs factory at the CoM energy of 240GeV, dominantly producing the Higgs boson through
the Higgs-strahlung process for 3 years, at the top quark pair production threshold for 1 year,
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Figure 2.4: The expected integrated luminosities at the proposed e+e− colliders, normalised
by their electricity consumption, as a function of the center-of-mass energy. [66–70]

and at and above the tt̄ threshold for 5 years with the CoM energy of 300–365GeV. The run
parameters of the FCC-ee, including the instantaneous luminosity per interaction point (IP) and
the integrated luminosities for the four IPs, as well as the number of events, are presented in
Table 2.1.

Figure 2.4 shows the luminosities expected at four CoM energy modes at the FCC-ee as
well as the luminosities achievable by the baseline designs of other proposed e+e− colliders,
normalised by their electricity consumption. It shows that the FCC-ee is the most sustainable
collider over the entire range of center-of-mass energies at which it is planned to be operated
[66].

The proposed FCC-ee program provides a unique opportunity to push the Z boson measure-
ments to their ultimate limit. The four-year-long FCC-ee run at and around the Z resonance
will produce an unprecedented 6× 1012 total decays. The integrated luminosity expected at the
Z resonance at FCC-ee is 125 ab−1, along with integrated luminosities of 40 ab−1 at the CoM
energies of 88GeV and 94GeV each, about 106 times that of LEP. The statistical errors on the
mass and width of the Z boson can be reduced from 1.2MeV and 2MeV to 5 keV and 8 keV [72],
respectively. Lower center-of-mass energy spread due to beam energy calibration will benefit

Working point Z pole WW thresh. ZH tt̄√
s [GeV] 88, 91, 94 157, 163 240 340–350 365

Lumi/IP [1034 cm−2s−1] 140 20 7.5 1.8 1.4
Lumi/year [ab−1] 68 9.6 3.6 0.83 0.67
Run time [year] 4 2 3 1 4
Integrated lumi. [ab−1] 205 19.2 10.8 0.42 2.70

2.2× 106 ZH 2× 106 tt̄
Number of events 6× 1012 Z 2.4× 108 WW + + 370k ZH

65k WW → H + 92k WW → H

Table 2.1: Operating points and projected event yields at FCC-ee for various centre-of-mass
energies. [73]
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in reducing the systematic uncertainty of these quantities. Measuring the forward-backward
and polarisation asymmetries is a powerful method to estimate the effective weak mixing angle,
sin2 θeff

W, for which the statistical uncertainty is expected to reduce to about 10−6, corresponding
a more than thirty-fold improvement [72].

Studying the hadronic decay channels of the Z boson is a very important aspect of the FCC-
ee physics program. The couplings and decay widths of the Z boson have only been measured
to the heavier quarks, b and c. The only study of the s quark decay of the Z boson available
in the literature is preliminary [74]. For the lighter quarks, s, u, and d, these properties are
typically only listed collectively for up-type and down-type quarks [20]. Similarly, the axial and
vector couplings have also been collectively measured for up-type and down-type quarks [20].

Future colliders with a dedicated Z boson run, like FCC-ee, will improve the precision of
all these measurements and make the s quark, and potentially the u and d quarks, accessible.
Individual measurements of the quark vector and axial couplings should be possible via their
forward-backward asymmetries, corresponding partial decay widths of the Z boson, and the pre-
cise knowledge of Ae, the asymmetry parameter of the e−e+ pair. The experimental systematic
uncertainties corresponding to these measurements are also expected to drastically improve due
to better detector designs [72].

The unprecedented luminosities at the FCC-ee uniquely facilitate tests of the SM but, at the
same time, present novel challenges in reducing systematic uncertainties. The circular collider
design provides the opportunity for four interaction points, each of which can host a different
detector experiment. Such detector concepts, namely Innovative Detector for Electron–positron
Accelerators (IDEA) [75, 76], CLIC-Like Detector (CLD) [77], A Lepton Lepton collider Exper-
iment with Granular Read-Out (ALLEGRO) [78], and an adaptation of the International Large
Detector (ILD) [79] for the FCC-ee, called ILD@FCC-ee, are currently being studied.

The IDEA detector concept has been used in the work presented in this thesis and will be
described in the next chapter.
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3 Particle Detectors and the IDEA Detector
Concept

Modern particle detectors are large, layered structures comprising detector subsystems, each of
which performs a specific task and is dedicated to precisely measuring the particular physical
properties of traversing particles produced in the collision event. Particle properties, such as
energy and spatial position, while passing through the plane of a detector layer, are measured
for different classes of particles. More complex and secondary properties of the particles, like
the trajectories of the charged particles used to calculate particle momentum and charge, and
the secondary decay vertices, are reconstructed from the primary information measured by the
detectors.

3.1 A General-purpose Particle Detector

A typical particle detector at a collider is composed of a cylindrical barrel, centered around
the axis of the beam pipe, that is closed on each side by flat end caps. Hence, the detector is
positioned to cover an almost complete solid angle, all the way down to near the beam pipe.

Each detector subsystem utilises different forms of particle interactions with matter to mea-
sure specific properties of the particles passing through them. Some of the common subdetector
elements are detailed below. It must be noted that the positional order of the detector subsys-
tems presented below is not universally true.

All four detectors at the LEP collider, ALEPH [80], DELPHI [81], L3 [82], and OPAL [83],
were general-purpose detectors, as are the ATLAS [84] and CMS [85] experiments at the LHC.

3.1.1 Tracking System

The first subdetector system surrounding the beam pipe is dedicated to tracking the trajectories
of charged particles and is thus known as a tracking detector. Tracking detectors are typically
composed of several sensitive detector layers, with which a passing charged particle interacts.
These discrete measurement points are used to reconstruct the trajectory of the charged particle.
Charged particles follow curved trajectories in the presence of an axial magnetic field. Measuring
the direction and the curvature of a charged particle trajectory determines the charge and the
momentum of the particle, respectively.

The tracking detectors must consist of as little material as possible, denoted by their material
budget, while providing excellent precision on the spatial measurement. Measuring the differ-
ential energy loss per unit length, dE/dx, or the number of ionisation clusters per unit length,
dN/dx, aids in particle identification (PID) [86, 87]. It is especially beneficial to discriminate
between kaons and pions, as the energy loss per unit distance in a material, as described by the
Bethe-Bloch equation presented in Section 9.2, is different for particles with the same momenta
but different masses.

Two major categories of tracking detectors are gaseous detectors and solid-state detectors.
Gaseous detectors can be lighter than solid-state detectors and are generally significantly larger,
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with significantly more measurement points. They have low multiple Coulomb scattering due to
lower material density, but solid-state detectors can achieve better precision of individual spatial
measurements.

Vertex Detector

The innermost layers of the tracking detector are often referred to as the vertex detector. The
vertex detector is dedicated to performing very precise spatial measurements of particles very
close to the interaction point. High granularity is crucial for vertex detectors as they experience
the highest particle flux of all the subdetector systems. Ultra-precise spatial measurements near
the interaction points by the vertex detectors are essential for accurate reconstruction of decay
vertices of unstable particles produced in the collision events. Good vertex reconstruction is
vitally important for the identification of hadronic flavour of jets, among other physics studies.

Vertex detectors and the development of silicon-based technology are the focus of part of this
thesis, which is presented in Chapters 9-12.

3.1.2 Solenoid Magnet

Charged particles experience the Lorentz force in the presence of a magnetic field and follow
a curved trajectory. Particle detectors employ a powerful solenoid electromagnet to produce
such an axial magnetic field, with a typical strength of 1–4T. The solenoid magnet is typically
positioned between the tracking detector and the calorimeter(s). However, it can also be placed
outside the calorimeters to reduce the energy loss of particles before they reach the calorimeter.

Some experiments employ additional magnet systems, such as the toroidal magnets in the
ATLAS detector [84], along with the central solenoid magnet.

3.1.3 Calorimeter System

The next active subdetector systems that envelop the tracking detector are the calorimeters.
The calorimeters aim to stop the particles, which undergo interactions with the material in the
calorimeters, and measure the deposited energy and the location of the energy deposit. The
interaction of particles with the material in the calorimeter results in showers of secondary
particles, which are then measured.

The calorimeter system is typically composed of two parts, as the electromagnetic interactions
initiate and terminate over shorter distances than hadronic interactions. The inner calorimeter is
the electromagnetic calorimeter (ECAL). The ECAL is optimised for particles that interact only
electromagnetically, i.e. electrons and photons, but also detects other particles which interact
electromagnetically. The ECAL is surrounded by the hadronic calorimeter (HCAL), which tends
to be significantly larger than the ECAL. The HCAL aims to stop particles that undergo strong
interactions, i.e. the hadrons. The HCAL is generally not as precise as the ECAL, in both the
energy measurement and the localisation of the energy deposits. This is due to the intrinsically
larger fluctuations in the development of hadronic showers, including the energy losses in nuclear
excitation and breakup. It must be noted that the particles reaching the calorimeter system
have undergone secondary interactions in inner subdetector systems, including the ECAL for
hadrons, thus losing a fraction of their energies.

The so-called dual-readout calorimeter utilises both scintillation light signals, produced for
non-relativistic and relativistic particles, and Cherenkov light signals, produced only for rela-
tivistic particles. The ratio of the two is utilised to discriminate between electromagnetic and
hadronic showers and measure the fraction of the electromagnetic component of the hadronic
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showers on an event-by-event basis, thus nullifying the effects of fluctuations in traditional
HCALs [76, 88].

3.1.4 Muon Chambers

As muons do not interact strongly and lose significantly less energy compared to electrons in
electromagnetic interactions in matter due to their high mass, they are the only particles, other
than the neutrinos, that can traverse large quantities of matter without losing a significant
fraction of their energy. Therefore, they penetrate the HCAL in a particle detector. Dedicated
detectors, known as muon chambers, which are typically gaseous tracking detectors, are placed
outside all the other subdetector systems, including the calorimeters.

As they are the only detectable particles that pass through the rest of the detector system,
any charged particles that leave a signature in the muon chambers are identified as muons.

3.1.5 Detectors for Particle Identification

Techniques, such as energy loss measurements (dE/dx), ionisation cluster counting (dN/dx)
[87], and time-of-flight [89], provide PID capabilities to distinguish among charged hadrons. A
combination of these PID techniques is generally required as they are effective in complementary
momentum ranges. However, some detectors include a dedicated subdetector system for particle
identification. Cherenkov detectors, such as the Ring Imaging Cherenkov (RICH) Detector,
exploit the Cherenkov radiation emitted by charged particles moving faster than the speed of
light in a certain medium to distinguish these charged particles, especially kaons, pions, and
protons.

3.1.6 Timing Detectors

Timing detectors are designed to precisely measure the arrival time of charged particles, reaching
a time resolution of picoseconds, by detecting the prompt signals generated by charged parti-
cles, such as ionisation, or the emission of Cherenkov or scintillation light. A few of the most
widely used technologies are fast scintillators coupled to photomultiplier tubes (PMTs) or silicon
photomultipliers (SiPMs), ultra-fast silicon sensors like low-gain avalanche detectors (LGADs),
and multi-gap resistive plate chambers (MRPCs). They provide crucial information for event
reconstruction and aid in particle identification through the time-of-flight measurement.

3.2 Detector Concepts for the FCC-ee

Four conceptual general-purpose detector designs are being developed for the FCC-ee. Firstly,
the CLD detector concept [77] has been adapted from the latest CLIC detector model [90]
to the FCC-ee. The IDEA detector concept [75, 76] has been specifically developed for the
FCC-ee. The ALLEGRO detector concept [78] is the most recent and is comprised of a noble
liquid calorimeter. The ILD@FCC-ee detector concept is an adaptation of the detector model
developed for the ILC, featuring a Time Projection Chamber (TPC), which is being investigated
for its operation at the Z resonance.

The requirements for the detectors of the FCC-ee have been laid out in the ECFA detector
R&D roadmap [91], and more recently in the FCC Feasibility Study (FCC-FS) report [73]. The
tracking detector must have low material and consume low power, while providing very good
precision on the position measurements. The calorimeters need to cover a large area with a fine
granularity, while being fast. The ECAL must have an excellent energy resolution. The energy
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resolution of the central tracking detector must be excellent to provide a good measurement
of the differential energy loss for PID, and the muon detectors must also be highly granular,
providing tail catching for calorimetric showers along with muon identification capabilities.

3.2.1 The IDEA Detector Concept

A simulation of the IDEA detector concept [92], implemented in the Delphes framework [93],
has been used for reconstruction of the event samples used in this thesis.

The innermost part of the IDEA detector is the solid-state vertex detector. It is based on
monolithic active pixel sensors (MAPS), described in Chapter 9. It consists of three inner layers
with a space point resolution of 3 µm and two outer barrel and three disk layers on each side
with a space point resolution of 7 µm, as implemented in detector simulations. The innermost
layer is positioned at a radius of 1.7 cm. In a later update of the detector design, the innermost
layer has been moved to 1.2 cm. Both designs have been used for different studies presented in
this thesis.

The vertex detector is enclosed by the drift chamber, incorporating 112 layers of 100µm
resolution. The drift chamber forms the central tracking system of the detector. The multiple
Coulomb scattering of particles is minimal in the drift chamber due to the main gas component
being Helium.

Two layers of silicon sensors surround the drift chamber to provide a very precise space point
measurement. A single-hit resolution of 7 µm (90 µm) along the ϕ (z) dimension is assumed.
These layers also provide a timing measurement to aid in time-of-flight computation, which
provides an additional PID variable to the number of ionisation clusters per unit length (dN/dx)
measured in the tracking detector.

The tracker sits inside a high-temperature superconducting solenoid magnet with a 2 T mag-
netic field. The electron and the positron beams cross at an angle of 30mrad at the interaction
points of the FCC-ee; thus, they are both at an angle of 15mrad with the axial magnetic field
produced by the solenoid magnet. To minimise the effect of the magnetic field on the beam
spread and the beam trajectory, the magnetic field strength has been limited to a maximum of

Figure 3.1: Schematic of the IDEA detector concept. [92]
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2T for all FCC-ee detectors [67] 1.
The magnet system is followed by a dual-readout calorimeter that is sensitive to independent

signals from the scintillation and the Cherenkov light production. This results in a good energy
resolution for both electromagnetic and hadronic showers. An upgrade of the detector concepts
includes a crystal ECAL to improve the energy resolution of electromagnetic showers, placed
before the dual-readout HCAL.

The calorimeter is enveloped by the muon system, consisting of layers of chambers embedded
in the magnet return yoke. The detector geometry has been modified since generating the first
set of event samples used in the jet flavour identification study presented in this thesis, and
further optimisation is in progress.

Coordinate System

A spherical coordinate system is used for the IDEA detector and in the studies presented in
this thesis. The origin of the coordinate system is at the center of the detector system, and the
positive z-axis is in the direction of travel of the incoming positrons. The positive x-axis points
away from the center of the FCC-ee ring and the y-axis points upwards. The polar angle, θ, is
defined as the angle between the radial line and the positive z-axis and the azimuthal angle, ϕ,
is defined as the angle of rotation of the radial line around the positive z-axis. [73]

It must be noted that the definition of polar angle, θ, at the FCC-ee is opposite to that
defined in the mathematical formulation described in Section 1.5. Experiments at most of the
other colliders, including the LEP collider, defined the positive z-axis as the direction of travel

Figure 3.2: The geometrical coordinate system used by the detector concepts at the FCC-ee.
The positive z-axis is defined as the direction of travel of the incoming positrons.

1The feasibility of magnetic field strengths of up to 3T is under investigation for FCC-ee runs above the Z
resonance [76]
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of the incoming electron, and therefore described the polar angle as the angle with respect
to the direction of travel of the incoming electrons. This difference is consequential for the
forward-backward asymmetry measurement and will be addressed when necessary.
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Part II

Jet Flavour Identification at the FCC-ee
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4 Event Simulation and Reconstruction

Simulating particle collision events and the corresponding detector response is crucial in devising
and optimising physics analysis strategies. It is also essential to assess the physics potential of
future experiments. The frameworks used to simulate the particle collisions and interactions are
tuned with the help of the data from past and present experiments to simulate the interactions
as accurately as possible. Monte-Carlo (MC) methods are used to simulate these interactions
and generate event samples with high statistics.

Similarly, simulating the detector response is critical for accurately studying the MC-generated
particle interactions in realistic conditions. Detector response simulation is also pivotal in guid-
ing the design and evolution of a new detector concept or a detector upgrade. It aids in the
development of a detector design optimised by the requirements of physics studies, which in turn
guides the development of the necessary technology.

The simulation of particle interactions as well as the detector response is fundamental to
evaluate and demonstrate the potential and the opportunities of the proposed future collider
projects, such as the FCC-ee.

4.1 Event Generation

Pythia8.303 [94] is used for event generation, parton showering, and hadronisation. Event
samples have been generated for several different processes to be used in the studies presented
in this thesis. The event samples used to train and evaluate the jet flavour tagging classifier,
presented in Chapter 6, are henceforth referred to as the ‘tagging samples’. The tagging samples
are also used in the study presented in Chapter 7. The event samples used in the measurement
of the forward-backward asymmetry are hereafter referred to as the ‘asymmetry samples’.

4.1.1 The Tagging Samples

The simulated event samples used for training and evaluation consist of the process e+e− →
Z → qq̄, where q ≡ b, c, (u, d, s), at the CoM energy (

√
s) of 91.2GeV. Figure 4.1 shows the

Feynman diagram representing this process.

Z

e+

e−

q

q

Figure 4.1: The leading order Feynman diagram for the process e+e− → Z → qq̄.
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Higgs Boson Samples

A separate set of event samples, used for the comparison of jet flavour tagging performance, was
generated with the process e+e− → Z(→ νν)H → qq̄, where q ≡ b, c, (u, d, s), at

√
s of 240GeV.

The same reconstruction and jet clustering were applied as for the tagging samples at the Z
resonance.

4.1.2 The Asymmetry Samples

The event samples used for the forward-backward asymmetry measurement is composed of the
process e+e− → Z → qq̄, where q ≡ b, c, s, (u, d), at the

√
s of 91.2GeV. It can be noted that

the major difference compared to the tagging samples is that the events for the process Z → ss̄

are separately generated.
The values of sin2 θW were unmodified.

Background Event Samples

Events generated with the process e+e− → Z → l+l−, where l ≡ e, µ, τ , at the
√
s of 91.2GeV,

were used as the background samples in the forward-backward asymmetry study along with
the asymmetry samples. The values of sin2 θW were, similar to the asymmetry samples, kept
unmodified.

4.2 Reconstruction

The signals generated in a particle detector must be used to reconstruct the properties of the
particles passing through it in order to enable studies of the physical processes undergone in
the collision event. Neither the detector measurements nor the reconstruction is perfect and
introduces uncertainties to the particle properties. Additionally, the particle detectors, or the
algorithms used for reconstruction, do not generally exhibit uniform performance over the entire
available phase space. While working with MC-generated event samples, these detector effects
must be simulated and applied with the aim of performing a realistic study.

The full simulation frameworks simulate the detailed detector, modelling the detector re-
sponse, which includes the interaction of particles with the active and passive parts of the
detector. On the other hand, the fast simulation frameworks simulate the detector in a simpli-
fied manner, where the detector response is parametrised, trading accuracy in the simulation
for speed.

Fast simulations are important tools during the evolution of a detector design, especially
in the initial stages of its development. In the works presented in this thesis, the Delphes
framework [93] is used for event reconstruction, assuming the IDEA detector concept [75, 92].

4.2.1 Delphes Fast Simulation

The Delphes framework is used to emulate the detector effect on the MC-generated sample.
The fast simulation of the IDEA detector concept is implemented in Delphes by defining the
detailed geometry of the subdetector systems of the detector design. It must be noted that the
Delphes framework, unlike Geant4 [95], does not truly simulate the interaction of the particle
with the material in different parts of the detector. Delphes emulates detector effects by applying
efficiencies in different momentum and energy regimes and smearing the kinematic properties of
particles as they pass through the simulated detector layers.
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Detector Geometry

In the latest geometry of the IDEA detector design implemented in Delphes, used for the
asymmetry samples, the three inner layers of the vertex detector are radially positioned between
1.2 cm and 3.15 cm, each with an equivalent silicon thickness of 280µm. The two outer layers of
the vertex detector are positioned at 15 cm and 31.5 cm and have an equivalent silicon thickness
of 280µm and 470 µm, respectively. The drift chamber is composed of 112 layers positioned
between 36 cm and 2m, with a thickness of approximately 15mm. The two layers of the silicon
wrapper are positioned at 2.04m and 2.06m, and the magnet envelopes this setup at a radial
distance of 2.25m. The pre-shower detector, located before the calorimeter, is positioned at
2.35m.

Three disks of the vertex detector are positioned on each side of the interaction point at the
distances of 25.75 cm, 62 cm, and 93 cm along the beam line for the asymmetry sample. Whereas,
for the tagging sample, the vertex detector consists of four disks on each side, positioned between
40 cm and 92 cm.

For the tagging samples, the innermost layer of the vertex detector is positioned at 1.7 cm,
and the thickness of both of the outer layers of the vertex detector is 470µm.

The calorimeters are not defined as geometrical objects.

4.2.2 Tracking

In the tagging samples, a tracking efficiency of 99.7% is assumed in Delphes for electrons,
muons and charged hadrons with energy E >0.5GeV that lie within acceptance. This efficiency
is reduced to 65% (4%) for 0.5 > E >0.3GeV (E <0.3GeV). [96]

In the asymmetry samples, a tracking efficiency of 100% is assumed for the charged particles
within acceptance with a transverse momentum pT >0.1GeV. While a 0% efficiency is assumed
for charged particles with pT <0.1GeV. [97]

Fake tracks are not considered.
Canonical track parameters, along with their covariance matrix, are calculated for each of the

tracks to describe its helical trajectory. These can be determined if the instantaneous position

x

(a)

x

(b)

Figure 4.2: Canonical parameters of a particle track. The red curve indicates the trajectory of
the particle.

⊙
sign in the second illustration depicts that the positive x-axis points out of the

page. [98]
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of the track, its momentum at that point, and its charge are known [99]. The five canonical
track parameters, shown in Figure 4.2, are,

1. λ signifies the polar angle of the track, λ = cot(θ), where θ is the polar angle of the track
with respect to the +z-axis.

2. C represents the signed half-curvature of the track, C = 1/2R, where R is the track’s
radius of curvature. It is positive (negative) for negatively (positively) charged particles.

3. D0 is the signed transverse impact parameter. It is the distance of the track’s point of
closest approach to the origin in the transverse plane. The sign of D0 is assigned indirectly
by the sign of its product with the half-curvature, D0C, which is negative (positive) if the
origin of the coordinate system lies inside (outside) the track circle in the transverse plane.

4. z0, the longitudinal impact parameter, is the z coordinate of the track position at the
point of closest approach to the origin in the transverse plane.

5. ϕ0 is the azimuthal angle of the track momentum at the point of closest approach to the
origin.

The canonical parameters of tracks are manipulated, within the limits defined by the covari-
ance matrix, to fit them to a common vertex point.

4.2.3 Particle Flow

The particle flow reconstruction algorithm [100] uses the combined information from all detec-
tor subsystems. Particles are measured and categorised, following their signals in the different
detector subsystems, using the most precise information to achieve the best visible mass reso-
lution. Tracking is used for charged particles, ECAL energy measurement is used for photons,
and HCAL energy measurement is used for neutral hadrons. Stable particles are, thus, split into
the following categories:

• charged particles

– charged hadrons

– electrons

– muons

• photons

• neutral hadrons

All particles corresponding to one of the above categories are classified as visible particles. As
the total energy and the total momentum of the collision event are known, any missing energy
(momentum) after summing up the energies (momenta) of all the visible particles, referred to
as the missing energy (momentum), signifies the presence of neutrinos. Since the center-of-mass
energy of the collision is known, the missing invariant mass can also be calculated.

The parameters for the ECAL and HCAL resolutions were retuned for the asymmetry samples
to achieve close to ideal visible mass resolution. The reconstructed invariant mass of the Z boson
for the two sets of samples is shown in Figure 4.3.

Electrons

Electrons and positrons are identified by associating an ECAL signature with a track. However,
electrons often emit bremsstrahlung radiation, which may leave an unassociated signature in the
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Figure 4.3: The normalised visible invariant mass distributions for the tagging sample and the
asymmetry sample.

ECAL. In modern and future experiments, several techniques are used to recover the energy lost
via bremsstrahlung radiation, where energy deposits in the ECAL are clustered in an attempt
to associate the signature with an extrapolated track. Additionally, due to the very small
mass of the electron, energy-momentum matching (EECAL/ptrack ≈ 1) is used to recover the
bremsstrahlung energy.

Photons

Particles that leave a signature in the ECAL, which cannot be associated with a track, are
identified as photons.

Photons can undergo e+e− pair production, especially in the presence of dense material, by
the process γX → e+e−X. This results in a decay vertex with two close, oppositely charged
tracks. Such a decay vertex is a type of V0 particle, which is discussed later in this chapter.
Delphes does not simulate pair conversion of photons; therefore, in the samples used in this
thesis, photons can be identified simply as ECAL signatures without associated tracks.

Charged Hadrons

Charged hadrons are identified by associating a track with the energy deposits in the ECAL
and HCAL, as the charged hadrons deposit a fraction of their energy in the ECAL and are
completely stopped in the HCAL.
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Neutral Hadrons

Neutral hadrons are identified as particles that leave energy deposits in the ECAL and HCAL,
but cannot be associated with a track.

Muons

Particles that deposit insignificant energy in the ECAL and the HCAL, and leave a signature in
the muon system, are identified as muons. The track from the tracking detector is extrapolated
to associate it with the track reconstructed in the muon system.

In Delphes, tracking efficiencies and resolutions, as mentioned above, are applied to the
muons from the MC-generated samples, and they are isolated.

4.2.4 Particle Identification

The primary PID strategies at the IDEA detector concept are the ionisation cluster counting
[101], supplemented by ToF measurements [72, 102], expected to provide better than 3σ K±/π±

separation up to a few tens of GeV.
In the work presented in this thesis, however, theK±/π± classification is generically emulated,

instead of relying on any particular PID technique, with several scenarios of different efficiency to
correctly identify K±. The baseline scenario is composed of a 90% efficiency of K± identification
and a 10% efficiency of misidentifying π± as K±. The K± identification efficiency and the π±

misidentification efficiency are chosen to be constant over the entire momentum range for all the
scenarios. The baseline PID scenario was deliberately conservative with respect to the state-
of-the-art K± identification at the FCC-ee, and instead follows PID studies at Belle, which
found the average efficiency and fake rate for charged particles between 0.5 and 4 GeV/c to be
(87.99± 0.12)% and (8.53± 0.10)%, respectively [103].

4.3 Jets

Partons, i.e. quarks and gluons, are not observed as free individual particles in high-energy
physics experiments. They undergo fragmentation, by virtue of processes like gluon radiation or
gluon splitting, and form hadrons, which further radiate and decay into other hadrons, leptons,
and photons, and form collimated showers of particles within the detector volume. These showers
are referred to as jets. It is the jet, and not the initial parton, which is observed in a particle
detector. The original parton must be identified from the properties of the jet to reconstruct
the primary interaction undergone at the interaction point.

4.3.1 Fragmentation and Hadronisation

The colour field lines of a quark-antiquark (qq̄) pair travelling back-to-back in the center-of-mass
frame, as those produced from the decay of the Z boson in an e+e− collision, are constrained in
a tube-like region, unlike the electromagnetic field lines, owing to the self-interaction of gluons.
The available energy in this region causes new qq̄ pairs to form, and thus the structure is broken
into smaller and smaller pieces, leading to the formation of ordinary hadrons.

Partons are particles with colour charge. Due to the principle of colour confinement, however,
partons cannot exist in free coloured states, but instead form colourless hadrons. The process
through which coloured partons transform into colourless hadrons is called hadronisation.
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The initial hard decay process and the further parton showering, i.e. gluon emission or
splitting, if any, occur at high enough energies to be modelled with perturbative QCD. However,
due to the non-perturbative nature of QCD at lower energies (< 1GeV), the hadronisation
process falls under the regime of non-perturbative QCD and is currently best described by
phenomenological models and MC methods.

Lund String Model

The Lund string model [104] is one of the most widely used non-perturbative QCD models used
to simulate the hadronisation of partons produced in a collision event. It is the hadronisation
model used to generate the samples described above.

As mentioned above, the colour field lines of a qq̄ pair are constrained in a tube-like region.
The fundamental approximation of the Lund string model is that the potential energy of a colour
singlet, such as a qq̄ pair, is linearly proportional to the distance between the two objects,

V (r) ≈ κr, (4.1)

where κ(∼ 1GeV fm−1) is the string tension. The qq̄ system, along with the flux lines, is referred
to as a string. The distance, r, between the original qq̄ pair increases as they move apart, i.e.
the string stretches, and the energy of the system increases linearly, until it is energetically
favourable for a new qq̄ pair to be formed. The string breaks to produce a new qq̄ pair and
results in two smaller strings, thus reducing the energy stored in the string, while conserving
the momentum and energy of the system. This process is iterated until the energy stored by
the remaining string segments falls below the threshold to form a new qq̄ pair.

4.3.2 Jet Reconstruction and Clustering Algorithms

Jet reconstruction is performed by clustering the particle flow-style objects reconstructed by
Delphes with FastJet-3.3.4 [105]. Clustering the multitude of particles produced in a collision
event into a handful of jets simplifies the structure of the event. At the same time, these jets
serve as the observable manifestation of the initiating partons. Several clustering algorithms
were tested, of which a comparison among three prominent algorithms is presented here.

As particles are merged to reconstruct a jet, the method used to combine the momenta of the
particles is called the recombination scheme. The ‘E-scheme’, as used by the LHC experiments,
is employed with all three algorithms described below, in which the momenta of the particles
are added in a four-vector sum.

Anti-kT Algorithm

The anti-kT clustering algorithm [106] is designed for the cylindrical coordinate system and uses
two distance parameters to cluster particles into jets: a distance parameter between particles,
dij , and a distance parameter between particles and the beam, diB,

dij = min

(
1

p2Ti
,

1

p2Tj

)
∆R2

ij

R2
, (4.2)

diB =
1

p2Ti
. (4.3)

Here, ∆R2
ij = (yi−yj)2+(ϕi−ϕj)2, with pTi, yi, and ϕi are the transverse momentum, rapidity,

and the azimuthal angle of the particle i, and R is the jet-radius parameter, which is a user-
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defined variable. If a particle is closer to another particle than the beam, i.e. dij < diB, they are
clustered together into a so-called pseudo-jet. Particle objects are thus merged into pseudo-jets
until the parameter dij for all pseudo-jets exceeds the respective diB parameter.

The anti-kT algorithm results in cone-shaped jets and is primarily used in hadron collisions.

Generalised e+e− kT Algorithm

The generalised e+e− kT clustering algorithm [105], also referred to as the inclusive e+e− kT

algorithm, is designed for the spherical coordinate system, which is suitable for e+e− collision
events. The e+e− kT algorithm also uses the two distance parameters,

dij = min
(
E2p
i , E

2p
j

) (1− cos θij)

(1− cosR)
, (4.4)

diB = E2p
i . (4.5)

Here, Ei is the energy of particle i and θij is the angle between particle i and j. Particles are
clustered in a similar fashion to that done for the anti-kT algorithm. If R ≤ π, as in this work, a
pseudo-jet object, i, is called an ‘inclusive’ jet if it is at an angle θij > R from all other objects.
Depending on the choice of the additional configuration parameter, p, the inclusive e+e− kT

algorithm can result in either clustered jets in a cone-like shape or irregular shape.

Exclusive e+e− kT Algorithm

The exclusive e+e− kT clustering algorithm [107], also referred to as the ‘Durham’ algorithm,
is also designed for the spherical coordinate system and especially for e+e− collision events. It
only uses a single distance parameter between the particle objects, dij ,

dij = 2min
(
E2
i , E

2
j

)
(1− cos θij) . (4.6)

The implementation of the Durham algorithm in FastJet does not normalise to the total energy
of the event [105], unlike the original algorithm.

Particles are merged into a clustered jet until dij > dcut, where dcut is a predefined threshold.
The Durham algorithm also allows to force all particles to be clustered into a predefined number
of jets, Njets, which is particularly convenient at e+e− colliders, as, in most cases, all particles
reconstructed in the detector originate from the decay of the particle produced in the collision
event, unlike pp collisions, which can include beam remnants, i.e. parts of the initial protons
that did not undergo hard scattering. If Njet is defined, then dcut is dynamically calculated to
cluster particles until only Njet jets remain.

The Durham algorithm results in irregularly-shaped jets and is very robust against gluon
emissions and gluon splitting.

4.3.2.1 Performance Evaluation

The three algorithms presented above were compared to reconstruct the Z boson invariant mass
with Z → ss̄ events. For the anti-kT algorithm and the inclusive e+e− kT algorithm, the
jet-radius parameter was set to 0.5, and two jets with the highest momentum were considered
for events with more than two jets to reconstruct the Z boson invariant mass. The inclusive
e+e− kT algorithm is run in the kT configuration with p = 1. Exactly two jets were required for
the exclusive e+e− kT algorithm.
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Figure 4.4: The normalised invariant mass distributions of di-jet systems, clustered with three
different algorithms, in the process e+e− → Z → qq̄ at the

√
s of 91.2GeV.

Figure 4.4 shows the invariant mass distribution of the Z boson for the three clustering algo-
rithms. Since the jets clustered with the exclusive e+e− kT algorithm include all reconstructed
final particles, they were observed to satisfy the requirements of this study by most accurately
reproducing the Z boson reconstructed invariant mass signature. No additional selections were
applied to the samples for training and evaluation of the jet flavour tagging classifier presented
in the next chapters.

4.3.3 Truth Flavour Labelling

Assigning a flavour label to an MC-generated jet is not a straightforward task, as different
definitions focus on different aspects of the jet’s properties to assign these labels. Some definitions
prioritise the initiating parton, while others emphasise the presence of particular hadrons or
partons in the MC history of the jet. This flavour labelling is crucial in reconstructing the
primary interaction undergone in the collision event. Thus, in the absence of a uniquely accurate
flavour definition, the one used for any particular study must be noted, as the conclusions of the
study will inevitably be correlated to the chosen definition.

In this study, the jets are assigned an MC flavour as the flavour of the quarks to which the
Z boson decays. Besides simplicity, this has the added benefit that other studies for future
facilities use the same definition.
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4.4 Vertex Reconstruction

The massive particles produced in the collision event of the incoming particles at the interaction
point, like the Z boson and Higgs boson, have negligible lifetimes and decay almost instantly.
This decay vertex, which is essentially within the beam spot around the interaction point, is
referred to as the primary vertex. The beam spot is the finite region where the two beams cross
each other. Some of the particles produced at the primary vertex can have finite lifetimes. A
few hadrons with finite lifetimes, containing b, c, or s quarks, are listed in Table 4.1.

Quark Hadron Lifetime [×10−12 s] Decay Length [mm] Mass [GeV]
B0 1.5 0.45 5.28

b B+ 1.6 0.48 5.28

Λ0
b 1.5 0.45 5.62

D0 0.4 0.12 1.86

c D+ 1.0 0.30 1.87

Λ+
c 0.2 0.06 2.29

s
K0
S 89.5 26.85 0.50

Λ0 263.2 78.96 1.12

Table 4.1: Lifetime, decay length, and mass of a few most commonly observed hadrons con-
taining bottom, charm, or strange quarks [20]. The decay length is defined as cτ , where c is the
speed of light and τ is the lifetime of the particle in seconds.

Vertex reconstruction is essential to find the primary interaction vertex and the secondary
decay vertices of the long-lived b, c, and s hadrons, or the τ leptons. It helps improve the b-
and c-tagging performance and aids in s-tagging. Charged tracks can be fitted to reconstruct
the primary and the displaced secondary vertices. These displaced vertices can either be the
decay vertices of b and c hadrons (SVs) or those of the long-lived hadrons containing s quarks,
like K0

S or Λ0, commonly referred to as V0s, which are neutral particles that decay into a pair
of oppositely charged tracks. All displaced vertices except V0s are referred to as SVs. The
properties of SVs and V0s, such as their masses, displacements, and charged track multiplicities,
can be used to identify the decaying hadrons and, in effect, the jet flavour. The SVs can even
be used to reconstruct the entire hadronic decay chain.

Similarly, reconstructing and identifying the V0 vertices can be used to identify s-jets, as K0
S

and Λ0 are the particles carrying most of the momentum of some s-jets [108]. Distinguishing
V0s from SVs also helps to reduce the misidentification of some b- and c-jets as s-jets, as V0

decay vertices may have signatures that resemble those of decay vertices of hadrons containing
b or c quarks.

The vertex reconstruction in this study has been performed using an implementation of the
vertexing module of the LCFIPlus framework [1, 98]. It has been implemented in FCCAnalyses
[109], the FCC software framework, using a χ2-based vertex fitter [110]. The constraints and
parameters have been kept the same as in the original implementation [1]. Vertex reconstruction
is performed after jet clustering; thus, it is performed separately for each jet of the event, with
the exception of reconstructing the primary vertex.

4.4.1 Primary Vertex

All tracks from the event are fitted to a common vertex. Then tracks with the highest χ2

contribution to the fit are sequentially removed until the χ2 of the vertex fit is below a predefined
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Figure 4.5: Performance of V0 reconstruction. Invariant mass distribution of (a) reconstructed
K0
S vertices and (b) reconstructed Λ0 vertices. The quoted masses are the mean and the error

on the mean of the distributions.

threshold. A χ2 threshold of 25 is used in the vertex reconstruction implementation used in the
work presented in this thesis.

Tracks originating from the primary vertex are not used in the reconstruction of the V0

particles and the SVs.

4.4.2 V0 Particles

Reconstructing and identifying V0 particles is important for strange jet tagging. Rejecting
tracks originating from the V0 decays is also crucial for an accurate and efficient reconstruction
of secondary vertices. Thus, the V0 particles are identified before reconstructing the SVs. Two
decay processes of V0 particles are considered:

K0
S → π+π−

Λ0 → pπ− OR Λ̄0 → p̄π+.

Since V0 particles decay to a pair of oppositely-charged particles, to search for particle tracks
originating from V0 decay vertices, all possible oppositely-charged pairs of tracks are fitted to
form two-track vertices. These vertices are referred to as V0 candidates. Three variables are
calculated for these V0 candidates: the invariant mass (m), the distance from the interaction
point (r), and the collinearity factor (p̂ · r̂), to ensure that the V0 originates from the primary
vertex. These three variables are tested against the sets of constraints summarised in Table 4.2.
Unlike in standard vertex reconstruction algorithms, the V0s are not discarded but stored and
assigned a particle ID based on the set of ‘tight’ constraints that they pass.

The invariant mass of the reconstructedK0
Ss and Λ0s can be seen in Figure 4.5, demonstrating

a good reconstruction of V0s and their properties. The mass of the tracks used to calculate the
invariant mass of the V0 is decided based on the set of constraints the V0 passes with a certain
permutation of the two tracks. In contrast, all tracks are assumed to be pions in the invariant
mass calculation for the SVs.

Figure 4.6 displays the V0 multiplicity in jets from Z → qq̄ events. No reconstructed V0s
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Figure 4.6: The reconstructed V0 multiplicity in jets from e+e− → Z → qq̄ events at
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GeV, where q ≡ u, d, s, c, b. The distributions for b- and s-jets overlap almost perfectly.

are found for most of the jets. But, a higher fraction of heavy- and strange-flavoured jets
contain reconstructed V0s than u- and d-jets, which justifies the importance of V0 rejection
before attempting to reconstruct SVs. It is also evident that more s-jets have one or more
reconstructed V0s than u- and d-jets, making V0s an important discriminator of s-jets against
lighter quark jets.

4.4.3 Secondary Vertices

The tracks originating from the primary vertex or V0 particles are not considered while recon-
structing SVs. Secondary vertex reconstruction is initiated by fitting a two-track vertex (seed)
with the lowest χ2 from the vertex fit, while still passing a predefined χ2 threshold and the cri-
teria mentioned in Ref. [1]. Particularly, if this seed vertex passes the ‘loose’ set of constraints
presented in Table 4.2, it is discarded. A track is attached to this seed if it still results in a vertex
with a χ2 of the vertex fit below the threshold. If more than one track satisfies this condition,
the track resulting in the vertex with the lowest χ2 is selected. This process is repeated until
the resulting vertex no longer passes the criteria specified in Ref. [1]. The tracks forming the
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K0
S Λ0

tight loose tight loose
m [GeV] [0.493, 0.503] [0.488, 0.508] [1.111, 1.121] [1.106, 1.126]

r [mm] > 0.5 > 0.3 > 0.5 > 0.3

p̂ · r̂ > 0.999 > 0.999 > 0.99995 > 0.999

Table 4.2: Summary of the default V0 selection criteria [1]. M is the invariant mass, and p
is the momentum of the V0 candidate. r is the distance of the V0 candidate from the primary
vertex. The collinearity of the V0 candidate is defined as p̂ · r̂. The set of ‘tight’ constraints
has been used to identify V0s in this study, while the set of ‘loose’ constraints has been used to
remove the V0 background while reconstructing SVs.
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Figure 4.7: SV multiplicity in jets from e+e− → Z → qq̄ events. The term “light jets" here
collectively refers to u-, d-, and s-jets.

SV are stored and removed from the original set, and more SVs are reconstructed recursively
until no more seeds pass the required constraint thresholds.

Due to the near-diagonal CKM matrix, the cascading decay chain of heavier quarks is ex-
pected to be b → c → s → (u, d). Hence, the SV multiplicity tends to be higher in b-jets
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compared to c-, s-, u-, and d-jets, as shown in Figure 4.7.

In the following chapters, jet flavour identification at the FCC-ee is investigated using a transformer-
based neural network architecture, with a novel implementation of reconstructed V0s as a dis-
tinguishing feature and assessing the impact of different PID assumptions on classifying perfor-
mance.
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5 The DeepJetTransformer Model

Machine learning (ML) is a field of computer science composed of decision-making algorithms
that enable systems to extract patterns in data and optimise their performance by automatically
learning and improving from experience and feedback. It performs predictive tasks while aiming
to minimise the predictive error. ML algorithms can be classified into supervised, unsupervised,
or semi-supervised learning based on whether the input data used to train the algorithm, or a
fraction of it, is labelled or not. Supervised learning aims to learn the mapping between inputs
and outputs, while the objective of unsupervised learning is to extract hidden features within
the data.

5.1 Training

In supervised learning, training is performed on a dataset to determine the learnable parameters
of the algorithm, such as weights, to reduce the error between the predicted output, ŷ, and the
known output, y. This error is quantified by a loss function. A commonly used loss function for
classification tasks is cross-entropy, which is defined as,

LCE = −(y log(ŷ) + (1− y) log(1− ŷ)). (5.1)

The ML model aims to minimise the loss function during the training process.
The training data is generally split into a training set and a validation set. The training set

is used to adjust the learning parameters by minimising the loss function, while the validation
set acts as an unbiased intermediate evaluation during training. A new dataset, called the test
set, is used for an unbiased evaluation of the generalisation ability of the model.

5.1.1 Performance Metrics

Several metrics can be used to evaluate the classification performance of an algorithm. A
ubiquitous way to present the performance is by plotting the Receiver Operating Characteristics
(ROC) curves. ROC curves plot the True Positive Rate (TPR) against the False Positive Rate
(FPR), where TPR represents the proportion of correctly predicted outcomes by the algorithm,
and FPR represents the proportion of incorrectly predicted presence of a class. The area under
the ROC curve (AUC) is a single scalar metric that summarises the performance of the algorithm,
where an AUC = 1 indicates perfect performance, while AUC = 0.5 represents a random guess.

5.2 Neural Networks

Neural networks (NNs) are computational models in ML inspired by the working of neurons in
the human brain. They use a combination of functions to transform a vector of inputs into the
desired output.
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Figure 5.1: The schematic of an MLP with three layers, including an input layer with n features,
a hidden layer with m nodes, and an output layer with p nodes. The biases for each layer are
represented by the green cells.

Perceptrons

A perceptron can be considered the foundational element of NNs and was originally proposed as
a binary classifier. The perceptron, employed as a binary classifier, computes the weighted sum
of the inputs xi with weights Wi and adds a bias b. A step function is applied on the sum to get
the final output, which can then be compared to the truth label y. The weights Wi and the bias
b are learnable parameters of the perceptron, which can be updated by using a loss function.

Multilayer Perceptrons

Classification tasks typically require a non-linear transformation. Multilayer perceptrons (MLPs)
extend the model of a simple perceptron by introducing one or more hidden layers between the
input and the output, where each layer performs a linear transformation passed through a
non-linear activation function. MLPs employ a fully connected feed-forward architecture, as
displayed in Figure 5.1, where a node in a layer is connected to every node in the next layer and
the output of one layer is used as the input by the next layer. The number of output nodes can
be chosen based on the classification task. The SoftMax function is generally used for multi-class
classification to normalise the output discriminants into a probability distribution and is defined
as,

SoftMax(x) =
exi∑
j e

xj
. (5.2)
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Activation Functions

Activation functions process the output of a node. In MLPs, the activation functions are used
to introduce non-linearity, without which an MLP can only perform a linear transformation.
Among the several non-linear activation functions, ReLU [111] is one of the most commonly
used and is defined as,

ReLU(x) = max(0, x). (5.3)

Dropout Regularisation

When a network model fits the training data too closely, there’s a risk of overfitting, which refers
to the situation where the model gets overly optimised to the training dataset and may not be
generalised for new datasets. Thus, regularisation includes strategies to avoid overfitting to the
training data, of which dropout regularisation [112] is one of the most crucial forms. It includes
randomly deactivating some nodes along with all incoming and outgoing connections from the
network during training to prevent the network from becoming overly dependent on particular
nodes.

5.3 Machine Learning-based Jet Flavour Taggers

The application of ML is ideally advantageous for classifying jet flavours, given the abundant
MC-generated training samples. The development of jet flavour identification has continuously
evolved at the LHC and, with time, has begun to heavily rely on ML algorithms [113, 114]. This
progress has inspired the algorithms designed to identify jet flavours at the FCC-ee [2, 115, 116].

Jet flavour classification with single physics-motivated variables has been significantly out-
performed with the introduction of ML approaches, which include Neural Networks (NNs) and
Boosted Decision Trees (BDTs) [114, 117–119]. Numerous architectures, as well as jet structure
representations, have been implemented with successive improvements in jet flavour classifica-
tion. These include Dense Neural Networks (DNNs) [120], Recurrent Neural Networks (RNNs)
[121], Convolutional Neural Networks (CNNs) [122, 123], and Graph Neural Networks (GNNs)
[115, 124, 125].

Architectures using a Graph-based representation of jets with jet constituents acting as the
nodes and pairwise features acting as edges, such as ParticleNet [115], have shown some
of the best classification performance. Additionally, Transformer networks, architectures that
employ a self-attention mechanism [126], described in Section 5.4, to extract relative feature
importance, have reached state-of-the-art performance in jet flavour classification [119, 127–
129]. The Particle Transformer (ParT) [129] model combines the attention mechanism with
a graph representation of jets.

5.4 DeepJetTransformer

Following the successful application of the attention mechanism in Natural Language Processing
(NLP) [126, 130] or Computer Vision (CV) [131] tasks, Transformer blocks were chosen as
the core architectural components for the DeepJetTransformer model [2, 116]. Transformers
constitute a class of neural networks that exploit the scaled dot-product attention (SDPA)
mechanism [126], which enables the model to concentrate on the most informative parts of the
input sequence, as it processes each element. The attention mechanism dynamically evaluates
the relevance of every constituent within the jet to assign them weights, thus capturing intricate
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correlations throughout the jet structure. Such an adaptive, global weighting approach equips
the Transformer to effectively encode contextual information, which is essential for learning and
constructing coherent high-level features.

The particle cloud representation of the jet structure, which has been prevalent since the
introduction of ParticleNet [115], views the jet as an unordered, permutation-invariant set of
its constituents. It utilises the fact that there is no hierarchical structure or positional ordering
among the jet constituents. The DeepJetTransformer model was designed by using the par-
ticle cloud representation; hence, it was required to be invariant under the permutation of the
jet constituents1. The same has been done by other transformer-based taggers employing the
particle cloud representation [129].

Transformers also consider the jet as a complete graph, connecting all constituents of the
jet through the attention mechanism, allowing the model to reconstruct high-level features by
extracting subtle correlations among jet constituents. This is analogous to a fully connected
graph network, where the edge features are replaced by the attention scores. It has been shown
that Transformer models can achieve improved performance, especially relative to graph models
[129, 132]. Thus, a Transformer-based model was selected to develop a jet flavour identification
algorithm.

Embedding

A complete and accurate jet representation is achieved by including elements of different natures,
such as charged and neutral particles, SVs and V0s, associated with the jet. MLP layers are
used to project the different jet constituent features to input features of the same dimension.

Scaled-Dot Product Attention

Of the various types of attention mechanisms, the scaled-dot product attention (SDPA) is the
key component employed by Transformer models. It utilises three input matrices: the query
matrix, Q, representing the tokens for which the attention weights are computed, the key matrix,
K, and the value matrix, V , representing the keys and the values of all tokens. When used along
with the jet representation, these tokens are analogous to the constituents of the jet.

Self-attention [126] is a specific configuration of the attention mechanism and has been em-
ployed by DeepJetTransformer, where the three matrices are projected from the same input,
X, thus, capturing correlations among the elements of the same input sequence. The input
X is projected into the three matrices through distinct linear transformations: Q = XWQ,
K = XWK , and V = XW V , where WQ, WK , and W V are weight matrices. The SDPA is then
obtained by,

Attention(Q,K, V ) = SoftMax
(
QKT

√
dk

)
V, (5.4)

where dk is the dimension of the query and the key matrices.

Multi-Head Attention

Transformer models allow for parallelisation of the SDPA operation over multiple attention
subspaces, known as multi-head attention (MHA). Thus, MHA enables the extraction of com-
plementary high-level features by independently projecting the query, key, and value matrices

1Permutation invariance is in opposition to most Transformer models established around the principle of
causality [126, 130].
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for each attention head, hi, as: Qi = XWQ
i , Ki = XWK

i , and Vi = XW V
i . The SDPA oper-

ation is performed for each attention head, and their output representations are concatenated
and passed through a linear layer. The operation performed by the MHA layer is represented
as,

MHA(Q,K, V ) = Concat(h1, ..., hn)WO, (5.5)

hi = Attention(Qi,Ki, Vi). (5.6)

Here, WO is the weight matrix used to project the concatenated output of the attention heads.
As mentioned above, DeepJetTransformer employs the particle cloud representation; there-

fore, it does not use positional encoding, as done by the original Transformer implementation
[126]. Instead, the MHA module only utilises permutation invariant mechanisms, established by
the properties of permutation equivariance and invariance of function composition [133]. This
ensures that the jet representation produced by the network model observes the properties of
the particle cloud representation. The invariance of the flavour classification by the network
under the permutation of jet constituents is ensured by incorporating a permutation-invariant
attention pooling.

Heavy Flavour Transformer Block

The MHA module constitutes the core element of the fundamental component of the model’s
architecture, referred to as the Heavy Flavour Transformer (HFT) block. Before being passed
through the HFT blocks, the distinct jet constituent inputs are fed into an embedding stage,
following which they are concatenated into a single jet constituent feature tensor. The HFT
block is implemented as follows:

• The feature inputs are fed into an MLP layer, which is followed by a ReLU activation
function.

• The output of the MLP layer is passed to an MHA layer with eight heads. This is followed
by residual connection and layer normalisation.

• Finally, the MHA layer feeds into a fully connected feed-forward layer with residual con-
nection and layer normalisation.

Attention Pooling

An attention pooling, which acts similarly to a max or average pooling layer but employs an
attention mechanism and uses learned parameters, is used to capture essential features and
summarise the jet information into a classification-relevant representation. This stage incorpo-
rates an MLP layer to enable local feature extraction, followed by a SoftMax activation function
to calculate attention weights, which are then used to perform a weighted sum to condense
the information. Batch normalisation is used to improve the performance of the layer. The
ReLU activation function and dropout regularisation are employed to introduce non-linearity
and prevent overfitting, respectively.

5.4.1 DeepJetTransformer Architecture

The global structure of the model architecture of DeepJetTransformer, as illustrated in Figure
5.2, can be described in terms of the components defined above.
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Figure 5.2: Schematic structure of DeepJetTranformer model.

The input features of different types of jet constituents are passed through the embedding
layer, which consists of an MLP with three layers of output feature dimensions of 64, 128, and
128, respectively. Each layer employs the ReLU activation function, residual connection, and
batch normalisation, following which a dropout rate of 0.1 is applied. The outputs of the em-
bedding layer are concatenated to form a single global tensor that includes all constituents and
represents the jet. The concatenated tensor is passed through three successive HFT blocks,
each with a dimension of 128 and a dropout rate of 0.1. The jet representation output of the
HFT blocks is summarised with an attention pooling layer, the output of which is concatenated
with the jet-level features, resulting in a vector containing 135 features for jet flavour classifica-
tion. This vector, containing 128 features emerging from the attention pooling layer and seven
representing the jet-level features, is passed through a three-layered MLP, similar to the input
embedding layer, with output feature dimensions of 135 each. This is fed into the classification
layer comprising an MLP with a single layer, followed by a SoftMax activation function.

5.4.2 Training Methodology

The deep learning framework PyTorch (v1.10.1) [134] was used to construct and train the
DeepJetTransformer neural network model. The Lookahead optimiser [135] with hyperparam-
eters k = 6 and α = 0.5 was employed, and RAdam [136] was used as the base optimiser,
configured with a learning rate of 5e-3 and decay rates (β1, β2) = (0.95, 0.999). Training pro-
ceeded for 70 epochs with a batch size of 4000. A linear learning rate decay was applied per
epoch, beginning after 70% of the training period and gradually reducing the rate to 5e-5 by
the final epoch. Optimisation was done with a cross-entropy loss function. The training dataset
consisted of 1 million jets, 80% used for training and 20% for validation. Model performance
was evaluated on an independent test set of 1 million jets. Full documentation of the sample
preparation, training strategy, and associated code is available at: DeepJetFCC2.

2https://github.com/Edler1/DeepJetFCC/tree/master/docs
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6 Jet Flavour Identification with
DeepJetTransformer

The precise measurement of the SM parameters is one of the vital motivations for the proposed
future lepton colliders [61, 72, 137, 138]. This includes precision studies of the hadronic decay
channels of the Z boson, improved sensitivity for the Higgs boson coupling to the bottom
(b) quark as well as the measurement of the SM Yukawa coupling for the charm (c) quark, and
potentially for the strange (s) quark [139–141]. Accomplishing these objectives entails an efficient
and accurate reconstruction of the hadronic decays of these bosons. It has been established that
excellent jet flavour identification is crucial to access the maximal physics potential offered by
the future collider projects [108, 142–145], and the assessment of the achievable precision in the
measurement of scarcely studied processes is being investigated.

Strange Jet Tagging

Strange jet discrimination, or strange jet tagging, is widely regarded as one of the challenging
types of jet flavour classification. Consequently, it has received substantially less attention
than bottom and charm jet tagging or quark-gluon discrimination. It essentially stems from the
fundamental treatment of the strange and down jets in the SM. Unlike the differing colour factors
of quarks and gluons, or the displaced decay vertices and tracks of hadrons containing the bottom
or charm quark, both QCD and the electroweak theory treat strange and down jets identically
in the massless limit prior to their decay, leaving almost no fundamental discriminating features
between the two flavours. However, a larger fraction of the total scalar momentum of the jets,
defined as the sum of the scalar momentum of its constituents, is carried by strange hadrons in
the case of strange jets, as opposed to in down jets, as exploited in the context of hadron colliders
[146]. In practice, this becomes apparent through a higher (lower) kaon (pion) multiplicity in
strange jets than in down jets. Thus, differentiating K± from π± and reconstructing K0

S is
critical to strange jet identification [146–148].

SLD [149] tagged Z → ss̄ events by looking for the absence of reconstructed b and c hadrons
and the presence of K± or K0

S [150]. Particle identification (PID) was performed at SLD, as at
DELPHI [81], with a RICH detector. At most other detectors, energy loss (dE/dx) was used for
PID [82, 83], with the addition of timing at ALEPH [80]. The detector concepts at the FCC-ee
foresee the use of techniques like energy loss (dE/dx) [86], ionisation cluster counting (dN/dx)
[87], time-of-flight [89], and compact-Ring Imaging CHerenkov (RICH) detectors.

In the flavour identification algorithm presented in this chapter, the dominant fraction of
momentum carried by strange hadrons is exploited, firstly by including V0 variables and secondly
through K±/π± discrimination. The cleaner environment at lepton colliders and the powerful
PID capabilities of the proposed detector concepts facilitate making strange jet tagging feasible.

This work is also presented in an EPJ C publication [2] and has been summarised in the ECFA
Higgs, electroweak, and top factory study [3].
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The jet-flavour tagging algorithm DeepJetTransformer, introduced in Section 5.4, is trained
on the simulated event samples presented in Section 4.1. The input features used for training
are described below, followed by an evaluation of the performance and its dependence on various
detector-reconstructed properties.

6.1 Distinguishing Principles for Jet Flavour Identification

A few differing but well-defined physical principles have traditionally been used for jet flavour
identification based on the jet flavour that is to be identified. These principles are also the
dominant distinguishing features in the ML-based tagging algorithms. Measurable variables can
be defined based on these physical principles to aid in the identification of the jet flavours. Some
of these principles and variables are noted below.

Displaced Tracks and Vertices

Jets originating from the heavier b and c quarks contain hadrons with significant lifetimes that
travel distances of the order of millimeters from the interaction point before they decay into
lighter hadrons. The heavy quark flavour tagging algorithms used at the LEP collider [151, 152]
and the Tevatron [153, 154] experiments exploited variables derived from the displaced charged
tracks originating from the decay of these hadrons containing b or c quarks to distinguish the
heavy quark flavoured jets from strange quark jets (s-jets), up quark jets (u-jets), down quark
jets (d-jets), and gluon jets (g-jets). These displaced charged tracks are commonly fitted to
reconstruct the original decay vertices of the hadrons containing b or c quarks, also called
secondary vertices (SVs). The properties of these SVs, like their mass and displacement, are
some of the most important inputs used to identify bottom quark jets (b-jets) and charm quark
jets (c-jets).

Particle Identification

Strange quarks are treated identically to down quarks by QCD and Electroweak theory in the
massless limit prior to their decay. Discriminating between strange and down jets is particularly
challenging due to the same fractional charge of the initiating quarks. In practice, however,
strange hadrons carry a larger fraction of the total scalar momentum of strange jets, compared
to hadrons consisting of up and down (ud) quarks. The total scalar momentum is obtained by
summing over the scalar momentum of all jet constituents. This idea was also explored in the
context of hadron colliders [146]. Strange jets tend to have a higher kaon multiplicity and a lower
number of pions than u- and d-jets. Therefore distinguishing K± and π± and reconstructing
K0
S is crucial for strange jet identification [146–148].

Jet Charge

The difference in the electric charge of the jet-initiating quark can also be used to distin-
guish different jet flavours. However, the variables defined to exploit this property, such as
the momentum-weighted jet charge, have limited efficiency due to hadronisation and formation
of neutral particles in the jets. Due to the differing charges of the up quark (+2

3) and the down
quark (−1

3), the jet charge can be used to distinguish the u- and d-jets. It is also used to separate
jets originating from the quarks and antiquarks.
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Colour Factor

The discrimination of quarks vs gluons dominantly relies on properties derived from their dif-
fering colour factors CF = 4/3 vs CA = 3, like the jet width and shape, and the jet constituent
multiplicity.

6.2 Input Features

Three major categories of input features that are utilised for model training are defined with
the properties of each jet and its constituents. All input features are built using information
reconstructed with Delphes detector simulation, described in Section 4.2, unless stated other-
wise. These variables, as described in Table 6.1, 6.2, and 6.3, are fed into a neural network, the
architecture of which is described in Section 5.4. The distributions of a few variables are shown
in Figure 6.1 and the distinguishing power of some of these variables is discussed below.

Jet-level Variables

The jet kinematics are represented by variables defined using the 4-momentum of the jet, as
detailed in Table 6.1. The momentum magnitude and the energy define the kinematic makeup
of the jet, while θ and ϕ of the jet define its angular position. The multiplicities of charged and
neutral particles represent the constituent split of the jet, and the jet angularity [155] represents
the shape of the jet through the angular distribution of the jet constituents weighted by the
normalised constituent energies. The truth label of the jet flavour is assigned by defining five
binary variables, isB, isC, etc., out of which only one is set to 1.

Figure 6.1a shows that the jet 3-momentum magnitude distribution of b- and c-jets tends to
be more spread out than that of s-, u-, and d-jets. This is due to the longer decay chain in c-jets
than s-, u-, and d-jets, and even longer decay chains in b-jets, where more momentum can be
lost through neutrinos than in s-, u-, and d-jets.

Jet Constituents Variables

All future collider detector concepts are designed to be used with a particle flow algorithm
[156, 157]. Therefore, jet constituents are subdivided into five sets according to the typical
particle flow candidate categories: charged hadrons, neutral hadrons, electrons and positrons
(e±), photons (γ), and muons (µ±). Kinematic variables are defined for each jet constituent
using its 4-momentum, as listed in Table 6.2. The number of charged jet constituents and neutral
jet constituents is individually limited to 25. This is enforced by truncating the input feature

Input Feature Description
|p|, E, m 3-momentum magnitude, energy, and invariant mass of the jet

θ, ϕ polar and azimuthal angle of the jet axis
Ncharged charged particle (track) multiplicity in the jet
Nneutral neutral particle multiplicity in the jet

λκβ = Σi∈jetz
κ
i R

β
i jet angularity as sum of normalized jet constituent energy (zi) and

angular distance to jet axis (Ri) for (κ = 0, β = 0), (κ = 1, β = 0.5),
(κ = 1, β = 1), (κ = 1, β = 2), (κ = 0, β = 2)

isU/D/S/C/B/G MC flavour assigned to the jet
Table 6.1: Description of global features associated with each jet.
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array of a given jet if the charged/neutral jet constituent multiplicity exceeds 25, and conversely,
the input feature array is zero-padded if the charged/neutral jet constituent multiplicity is below
25.

The five canonical track parameters, representing the helical trajectory, are defined for every
charged jet constituent or track. The transverse and longitudinal impact parameters, D0 and z0,
respectively, and the half-curvature are defined directly, while the two angular parameters, the
polar angle θrel and the azimuthal angle ϕrel are defined relative to the angular position of the
jet axis. The total angular distance of the track to the jet represents the spread of the charged
particles within the jet. The charge and the invariant mass of the track are defined as absolute
parameters, while the 3-momentum magnitude and the energy of the track are defined relative
to the respective properties of the jet. The binary variables, isKaon, isMuon, and isElectron,
represent if the particle is identified as a K±, a π±, or an e±, respectively.

An important distinguishing variable for b-jet identification is the transverse impact param-
eter, D0, which is higher for tracks in the bottom flavour jets as the decaying b hadrons have
a significantly longer lifetime than c or the lighter s, u, and d hadrons (except for V0s). The
differentiating effect between flavours caused by this can be seen more clearly in the transverse
impact parameter significance, defined as S(D0) = D0/σD0 , where σD0 is the uncertainty in the
measurement of the transverse impact parameter. It is depicted in Figure 6.1b.

The most challenging background for s tagging is ud-jets. Two powerful distinguishing vari-

Input Feature Description
D0(z0) signed transverse (longitudinal) impact parameter

D0/σD0(z0/σz0) signed transverse (longitudinal) impact parameter sig-
nificance

θrel(ϕrel) polar (azimuthal) angle of track with respect to the jet
axis

R angular distance of track and jet axis
C half-curvature of the track

mch., q track invariant mass and charge
|p|ch.

|p|jet
, ln(|p|ch.), ln

(
|p|ch.

|p|jet

)
(normalised) magnitude of track momentum and loga-
rithms

Ech.

Ejet
, ln(Ech.), ln

(
Ech.

Ejet

)
(normalised) track energy and logarithms

isKaon if the particle is identified as a K±

isMuon if the particle is identified as a µ±

isElectron if the particle is identified as an e±

θrel(ϕrel) polar (azimuthal) angle of particle with respect to the
jet axis

R angular distance of neutral particle and jet axis
|p|neut.

|p|jet
, ln(|p|neut.), ln

(
|p|neut.

|p|jet

)
(normalised) magnitude of particle momentum and log-
arithms

Eneut.

Ejet
, ln(Eneut.), ln

(
Eneut.

Ejet

)
(normalised) neutral particle energy and logarithms

isPhoton if the particle is identified as a Photon
Table 6.2: Description of features associated with each jet constituent. The sets of variables
are divided into charged particles (tracks) and neutral particles.
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Figure 6.1: Distinguishing features in the clustered jets of e+e− → Z → qq̄ events at
√
s = 91.2

GeV, separated by flavour. Fig 6.1b shows a property of the jet constituents, while the rest show
properties of the clustered jets. The IDEA detector concept was used for reconstruction.

ables tend to be the multiplicities of charged and neutral Kaons and Pions, exploiting the
conservation of strangeness during hadronisation in strange jets. These can be seen in Figure
6.1c and 6.1d.

Only the angular variables and the normalised 3-momentum magnitude and energy are de-
fined for neutral jet constituents, as they cannot be detected within the tracker. The binary
variable isPhoton is set to 1 if the jet constituent is identified as a photon.

Reconstructed Vertex Variables

Charged tracks are first fitted to find the V0s, and the remaining tracks are used to reconstruct
SVs, as described in Section 4.4. Feature variables are defined separately for both classes of
reconstructed vertices (V0s and SVs) and are listed in Table 6.3. Up to 4 V0s and 4 SVs are
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considered per jet. The V0 and SV input feature arrays are truncated or zero-padded, similar
to charged and neutral jet constituent arrays.

The 3-momentum magnitude and the invariant mass of the reconstructed vertices represent
their kinematic properties. The invariant mass of SVs is calculated by assuming every track
to be a pion, while for V0s, it is calculated by assuming the track combination that passes the
constraints mentioned in Table 4.2. The χ2 and the NDoF indicate the quality of the vertex
fit. The angular position relative to the jet axis are represented by θrel and ϕrel, while d3D

and dxy represent the distance of the reconstructed vertex from the reconstructed PV. The
collinearity parameter represents the deflection of the vertex compared to the PV. As the V0s
are reconstructed for predefined decays, the PDG ID is added only for the V0s to aid in PID.

Input Feature Description
|p|, m 3-momentum magnitude and invariant mass of the SV
Ntracks track multiplicity of the SV
χ2,NDoF χ2 and number of degrees of freedom of the SV
θrel, ϕrel polar and azimuthal angle of the SV with respect to the jet axis

p̂.̂r collinearity of SV with respect to PV
d3D,dxy 3D and transverse distance of the SV from the PV

Table 6.3: Description of features associated with each reconstructed secondary vertex. Sim-
ilar features, with the addition of PDG ID [20], are also defined for V0s while comparing the
performance of the tagger trained with and without V0s.

As mentioned in Section 4.4, b-jets tend to have a higher SV multiplicity than c-, s-, u-, and
d-jets. It is a dominant property in identifying b-jets and, to some extent, c-jets.

The reconstructed V0s also help improve PID by identifying the neutral strange hadrons, K0
S

and Λ0, therefore, aiding in strange tagging.

6.3 Tagging Performance

The performance of DeepJetTransformer was evaluated on clustered jets from Z → qq̄ events
at

√
s = 91.2 GeV and Z(→ νν)H(→ qq̄) events at

√
s = 240 GeV. Individual and separate

training were performed for each process.

Classifier

The outputs of the classifier, which are normalised by using the SoftMax function, represent
the probability with which the tagging algorithm assigns a certain flavour to the jet, and are
referred to as ‘softmaxed classifier outputs’ hereafter. These softmaxed classifier outputs for the
five output nodes, Sq with q ≡ b, c, s, u, d, are shown in Figure 6.2. For each of the five quark
flavours, binary classifiers were defined as,

Sij =
Si

Si +
∑
j
Sj
, (6.1)

where i is the flavour of the signal and j are the background flavours with j ̸= i. ROC curves were
computed with the classifier Sij for every combination of i and j. Only one background flavour
was considered for each case. These ROC curves are shown in Figure 6.3. The efficiency increases
moving towards the right, and the background efficiency, also referred to as the misidentification
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efficiency or mistag rate, increases while moving from bottom to top. Hence, a trend towards
the bottom-right region of the ROC curves signifies better performance.
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Figure 6.2: The softmaxed classifier outputs (Si) of the five output nodes of
DeepJetTransformer trained with clustered jets of e+e− → Z → qq̄ events at

√
s = 91.2

GeV. The contributions of different MC flavours have been displayed.
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6.3.1 Performance at the Z Resonance

The emphasis of the performance evaluation in the following will be placed on the Z resonance.
The solid lines in Figure 6.3 depict the tagging performance at the Z resonance.

b tagging

Figure 6.3a shows an excellent b-jet tagging performance with the discrimination between b-jets
and the lighter s-, u-, and d-jets being the strongest, owing to the presence of reconstructed SVs
and displaced tracks in b-jets. The dominant background in b tagging arises from c-jets due to
the similarity of b- and c-jets with a single reconstructed SV. It can also be seen in Figure 6.2a
that the softmaxed classifier output for the b-jet flavour node, or the bottom score, of the b-jets
tend to be high, with c-jets as the dominant background with higher bottom scores. The lighter
s-, u-, and d-jets are mainly clustered in the first two bins.

A signal efficiency, ϵsig, of 85.7% can be achieved at the background efficiency, ϵbkg, of 1%
while discriminating b-jets against c-jets, while against the lighter s-, u-, and d-jets, ϵsig ≈ 99%

can be reached at ϵbkg = 1%.

c tagging

The discrimination of c-jets against the lighter s-, u-, and d-jets displays similar performance,
as shown in Figure 6.3b, with the discrimination of c and s-jets being slightly worse. The c-
jet discrimination against b-jets shows a better performance as compared to against the lighter
quark jet flavours in the high efficiency regime over a c tagging efficiency of 80%, at which point
discrimination against b-jets shows worse performance. Similar performance turnovers are also
seen for other tagging algorithms, such as ParticleNetIDEA [158, 159]. The dominant b-jet
background and the sub-dominant s-jet background with low to mid charm scores can also be
observed in Figure 6.2b. This is primarily due to no SVs being reconstructed in a significant
fraction of c-jets, leaving few discriminating variables between the two flavours.

At ϵbkg = 1% against the background of b-jets, a charm signal efficiency, ϵsig of 68.4% can be
reached and ϵsig = 76.3% can be achieved in the discrimination against s-jets at ϵbkg = 1%.

s tagging

The discrimination of s-jets shows the best performance against b-jets, as displayed in Figure
6.3c. The c-jets are considerably more difficult to discriminate against, with the c-jet background
coming from jets where the charm hadron decays into a strange hadron, but only the strange
hadron (V0) can be reconstructed, or jets where the strange hadron carries excess momentum.
As mentioned before, u- and d-jets are the most challenging backgrounds. The high strange
scores from the c-, u-, and d-jets can also be seen in Figure 6.2c. Some discrimination against
the light u- and d-jets can still be achieved by putting the threshold at high values of the strange
score, owing to the K±/π± separation and the V0 reconstruction.

Against the background of c-jets at ϵbkg = 1%, a strange signal efficiency, ϵsig = 36.1%

can be achieved. However, against the more challenging d-jet background only a moderate
discrimination can be observed with ϵsig = 10% at ϵbkg = 1%.

u and d tagging

Figures 6.3d and 6.3e show that the separation of u- and d-jets is the most challenging. Figures
6.2d and 6.2e show almost overlapping distributions of the softmaxed classifier outputs for u-
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and d-jets. With u-jets as the signal, a tagging efficiency ϵusig = 15% at the background efficiency
ϵubkg = 10%, which is a better performance than a random classifier, albeit not significantly. The
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Figure 6.3: ROC curves for each Sij combination, as defined in Eq. 6.1, where i is the signal
parton flavour and j is the background flavour. The solid lines correspond to the classification of
jets at the Z resonance at

√
s = 91.2 GeV, while the dashed lines correspond to the classification

of jets from Z(→ νν)H(→ qq̄) events at
√
s = 240 GeV. The tagger was trained separately for

each process. No quark-gluon discrimination results are presented for jets from Z → qq̄ events
as the Z boson does not decay into gluons.
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discrimination is likely related to a mapping to the initiating parton’s charge, such as the jet
charge [160, 161], the effect of which is diluted by the presence of antiquarks.

6.3.2 Performance with the Higgs Process

The classification performance evaluation with H → qq̄ events is primarily done as a comparison
to other jet flavour taggers developed for future colliders, like ParticleNetIDEA [158, 159]. The
dashed lines in Figure 6.3 depict the tagging performance with the Higgs process. Gluon tagging
is only presented for the Higgs process, as the Z boson does not decay into gluons.

No clear and obvious trends can be observed while comparing to the performance at the Z
resonance. The b tagging performance is slightly worse, notably against the c-jet background.
The highest performance improvement compared to the Z resonance, in the ROC area under
the curve metric, is seen while discriminating c-jets against the lighter s-, u-, and d-jets. In most
other cases, the classification performance is slightly worse.

The best quark-gluon discrimination can be observed against b-jets, as shown in Figure
6.3f. The multiplicity and the momentum distribution of the jet constituents play some role
in this discrimination, but the dominating discriminating variable is the presence or absence of
reconstructed SVs. The discrimination against c-jets is worse compared to b-jets, as no SVs can
be reconstructed for a significant fraction of c-jets. The worst quark-gluon discrimination is seen
against the lighter s-, u-, and d-jets because of their similar jet compositions.

6.3.3 Tagging Efficiency

The tagging efficiency of DeepJetTransformer was evaluated for three cases: b vs c tagging,
c vs s tagging, s vs ud tagging. Figure 6.4 shows the efficiency of DeepJetTransformer over
the entire jet momentum range and the jet axis polar angle (θ) range for all three cases for two
working points. The efficiency for b vs c tagging and c vs s tagging is mostly uniform, showing a
good performance for all jet momenta. Similarly, the performance is largely uniform over the θ
range for all three cases, degrading at the extremes due to jet constituents being lost by fiducial
cuts.

However, the s vs ud tagging efficiency displays a peculiar distribution over the momentum
range of interest, as shown in Figure 6.4e. This was found to be dependent on the two most
distinguishing features for identifying s-jets: K±/π± discrimination and V0 reconstruction. The
low-momentum (24 < |p| < 35GeV) strange jets, on average, have lowerK± multiplicities, which
leads to a reduced tagging efficiency. The very-low-momentum (|p| < 24GeV) strange jets have
a significantly low total charged-particle multiplicity, making V0 reconstruction crucial. The
majority of such jets have a single reconstructed V0, helping identify the s-jets. On the other
hand, the low-momentum strange jets tend to have multiple V0s, splitting the already low jet
momentum among these V0s and other hadrons. This is expected to make the strange jet
identification more ambiguous. Hence, the s tagging efficiency rises at very low momenta.

A similar but exaggerated trend in the distribution is seen for the looser working point of 10%
mistag rate for jets with momentum values below 25GeV. The efficiency is observed to be stable
in momentum above this value. As stated above, some of this increase in s tagging efficiency
can be attributed to the presence of a reconstructed V0 in jets with low particle multiplicities.
Another important aspect to note is that only a small fraction of jets (< 1%) with such very low
momenta are present in Z boson decays. This means that these low-momentum jets will not have
a large contribution to the training of the neural network or the working point determination,
which will both be dominated by the bulk of the momentum distribution. It must also be stated
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Figure 6.4: The jet flavour tagging efficiency over the range of jet momentum and the jet axis
polar angle for jets of e+e− → Z → qq̄ events at

√
s = 91.2 GeV. Three cases at 1% and 10%

background efficiencies are shown: b vs c tagging, c vs s tagging, s vs ud tagging.

that the ud-jet background efficiency for the working point of 10% mistag rate also increases to
40% for momenta less than 25GeV. This fact implies that this part of the jet momentum phase
space is likely not optimally examined by the neural network. A potential method to improve
would be to use training weights flattened over the jet momentum and train on much larger
samples with this part of the momentum distribution sufficiently populated. But since these
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jets contribute to a very small fraction of the total Z boson decays, the improvement in analyses
requiring strange tagging would likely not be significant unless the physics case is specific.

6.3.4 Qualitative Comparison with Other Taggers

DeepJetTransformer was trained and evaluated with H → qq̄ events for comparison with other
jet flavour taggers, especially the ones developed for future colliders, like ParticleNetIDEA. A
quantitative comparison is not presented as different tagging algorithms utilised different event
samples and input features; however, DeepJetTransformer displays similar performance trends
as ParticleNetIDEA.

ParticleNetIDEA exhibits a better strange tagging performance against the background of
ud-jets compared to DeepJetTransformer. The better performance of ParticleNetIDEA can be
credited to the PID techniques employed, such as ionisation cluster counting and time-of-flight,
as opposed to the conservative PID estimates used by DeepJetTransformer. The performance
of DeepJetTransformer in bottom-gluon discrimination surpasses that of ParticleNetIDEA,
particularly below the signal efficiencies of 90%. DeepJetTransformer shows a better rejection
of b-jet background for all signal quark jet flavours, owing to the inclusion of SVs.

DeepJetTransformer training can be performed within 2 hours, reaching convergence after
roughly 50 epochs on an NVIDIA Tesla V100s GPU, due to the efficient transformer blocks being
the central components of its architecture. It has approximately 106 parameters and its compu-
tational complexity is around 19.7 MFLOPs. With its fast training cycles, DeepJetTransformer
is an ideal choice to study the impact of detector design, which is constantly evolving for future
colliders, on jet flavour tagging.

6.3.5 Impact of Quality of Particle Identification

To study the impact of the quality of particle identification on the performance of jet flavour
tagging, several K± classification scenarios were considered. Each scenario corresponded to a
particular K± identification efficiency, i.e. the probability with which a kaon is correctly iden-
tified, and a π± misidentification efficiency, i.e. the probability with which a pion is incorrectly
identified as a kaon. The limiting cases with K± identification efficiencies of 0% and 100%, both
with a π± misidentification efficiency of 0% and henceforth referred to as the ‘no K±ID’ and
the ‘perfect K±ID’ scenarios, are also considered. Table 6.1 shows all the considered scenarios.

K± ID efficiency 0% 60% 90% 95% 100%
π± misID efficiency 0% 10% 10% 10% 0%

Table 6.4: Considered scenarios for K± and π± particle identification performance.

The impact from the addition of the PID variables is assessed in reference to the ‘no K±ID’
scenario in this section. It must be noted that the ‘no K±ID’ scenario is not the baseline. Major
performance improvement was seen in the discrimination of s-jets against the light ud-jets, as
shown in Figure 6.5. A strange tagging efficiency, ϵsig, of 31.6% was achieved in the ‘no K±ID’
scenario at the background efficiency, ϵbkg, of 10%. Improvements in ϵsig of 11.4% , 25.9%, and
32.9% with respect to the ‘no K±ID’ scenario were observed at the same ϵbkg = 10%, as the
K±ID efficiency was increased to 60% 90%, and 95%, respectively. The largest performance
improvement with respect to the ‘no K±ID’ scenario of 82.9% in the ϵsig was seen with the
‘perfect K±ID’ scenario. The gain in efficiency is significant even compared to the K±ID
efficiency of 95%, where the π± misidentification efficiency is 10%, indicating that a reduction
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Figure 6.5: The dependence of strange jet tagging performance on the inclusion of V0s and
charged Kaon identification scenarios. (a) ROC curves for s vs ud tagging at the Z resonance at√
s = 91.2 GeV. Solid lines represent results with the inclusion of V0s, while dashed lines show

the results without them. (b) Percent change in signal efficiency (ϵsig) with the inclusion of V0s
for s vs ud tagging for each of the K±ID scenarios listed in Table 6.4. The axes are swapped
with respect to Figure 6.5a to present the percent change in signal efficiency (ϵsig) as a function
of 12 fixed background efficiencies (ϵbkg).

of this misidentification of pions as kaons is crucial to improve the strange tagging performance.
This is due to the high π± multiplicity in s-jets.

An improvement in the charm tagging efficiency of 1.8% against ud-jets at a ϵbkg = 10% was
observed moving to the ‘perfect K±ID’ scenario, as compared to the ‘no K±ID’ scenario with
a c tagging efficiency of 89.3%. A 12.5% performance improvement in the ϵsig from 13.6% to
15.3% was noted at a ϵbkg = 10%, while discriminating u-jets against d-jets. The performance
improvements in other cases were inappreciable.

6.3.6 Impact of Neutral Kaon reconstruction

An excess of V0s, reconstructed K0
S and Λ0, carrying a large fraction of the jet momenta, is

also a distinguishing feature of strange jets. Figure 6.5b shows the percentage improvement
in the strange tagging efficiency against ud-jets for the PID scenarios listed in Table 6.4. A
signal efficiency improvement of 14.3% was observed for the ‘no K±ID’ scenario at a background
efficiency of 10%, as opposed to a 4.2% improvement for the ‘perfect K±ID’ scenario. This trend
proves the importance of reconstructed V0s in the identification of strange jets, particularly when
the K± multiplicities are low or the K±/π± discrimination is inferior. Insignificant performance
gains were observed for all other classifications.

6.3.7 Importance of Feature Classes and Individual Variables

The Permutation Feature Importance method [162, 163] was employed to estimate the impact
of a particular variable class, like charged particles, on the classifier performance. The values of
the variables under a class were randomly permuted among all jets in the evaluation dataset,
while the variables from other classes were kept unchanged. Thus, the contribution of the
permuted variable class to the performance of the classifier is interrupted, and the change in the
performance of the classifier, achieved in this manner, gives an estimate of the importance of
the given variable class in the overall performance of the classifier.
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The performance change from variable class permutation was studied by evaluating DeepJet-
Transformer in three classification scenarios: b- vs c-jets, c- vs s-jets, and s- vs ud-jets. The
absolute change in the efficiency at two background efficiencies, ϵbkg = 10% and ϵbkg = 0.1%, for
five variable classes is presented in Table 6.5.

Variable Class Jet-level Charged Neutral SV V0

b vs c 2.4% 62.4% 2.2% 13.9% 0.1%

ϵbkg = 10% c vs s 1.2% 65.7% 2.9% 29.6% 0.2%

s vs ud 7.6% 59.4% 21.8% 5.0% 16.4%

b vs c 6.6% 97.0% 8.0% 89.9% 0.6%

ϵbkg = 0.1% c vs s 9.3% 96.1% 11.0% 77.9% 0.2%

s vs ud 35.9% 91.0% 57.3% 7.4% 43.8%

Table 6.5: Performance decrease in signal efficiency (ϵsig) after permutation of variable classes
defined in Section 6.2 for fixed background efficiencies (ϵbkg) of 10% and 0.1%.

At the background efficiency of 10%, the variables from the charged jet constituents class,
shown in Table 6.2, were found to be the most important. This is due to the fact that the
charged particles are the most numerous reconstructed objects in the jets, as well as owing to
the inclusion of track parameters. The variables from the reconstructed SV class, shown in Table
6.3, were observed to largely influence the c- vs s-jet discrimination and weakly impact the b- vs
c-jet performance. However, this class of variables were almost insensitive in the discrimination
of s-jets from ud-jets, as most of these jets have no reconstructed vertices. Instead, the variables
from the neutral jet constituent and reconstructed V0 classes were solely important for s- vs
ud-jet discrimination, justifying the inclusion of V0s for strange jet identification through the
conservation of strangeness.

Similar trends were seen at the background efficiency of 0.1%, i.e. in the high-purity regime.
The SV variable class becomes crucially important for the discrimination of b- and c-jets, as well
as c- and s-jets, showing that the presence and properties of SVs, particularly their multiplicity,
are important criteria to identify heavy quark flavour jets. The impact of V0 variable class in
the discrimination of s- and ud-jets also rises in the high purity regime.

The relative importance of the individual variables, rather than entire variable classes, was
similarly studied, where a particular variable was randomly permuted among all jets in the
evaluation dataset. The performance change at the background efficiencies of 10% and 0.1% is
presented for a set of six most impactful variables in Table 6.6.

Variable ln(Ech.) K±ID mSV |p|V0
z0 D0/σD0

b vs c 3.5% 0.2% 3.0% 0.1% 7.8% 11.6%

ϵbkg = 10% c vs s 23.8% 0.5% 0.3% 0.2% 20.9% 39.1%

s vs ud 12.8% 38.8% 0.0% 9.2% 23.3% 26.7%

b vs c 13.8% 0.9% 67.2% 0.8% 34.1% 45.0%

ϵbkg = 0.1% c vs s 57.6% 4.8% 7.0% 0.3% 56.2% 79.5%

s vs ud 35.0% 59.0% 0.4% 34.7% 60.5% 80.1%

Table 6.6: Performance decrease in signal efficiency (ϵsig) after permutation of individual vari-
ables defined in Section 6.2 for fixed background efficiencies (ϵbkg) of 10% and 0.1%. A set of
seven variables, chosen among the most impactful, is presented here.
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6.3.8 Discussion on Flavour Definition

Assigning the flavour label to a reconstructed jet can be a challenging and ambiguous task. A
flavour definition can assign a different flavour to an MC-generated jet than the original quark
flavour, depending on which properties of the jet are prioritised by the flavour definition. Jet
flavour definitions are a continuously evolving discipline, and various definitions have been used
at past and current collider experiments. The performance of DeepJetTransformer with two
such definitions was studied for Z boson decays to estimate the impact of changing flavour
definitions.

The Z boson definition, which has been used as the baseline in this thesis and introduced
in Section 4.3, assigns the flavour of the quark to which the Z boson decays as the flavour of
the jet, thus ignoring the hadronisation and fragmentation of the quark. The Ghost Matching
algorithm [164], used at CMS, takes the hadronisation and fragmentation effects into account by
clustering hadrons and partons from the MC history of the jet. The Ghost Matching algorithm
then assigns the jet flavour by finding these hadrons and partons, which are clustered with the
same jet clustering algorithm as the reconstructed jet, after scaling their momenta to a minuscule
quantity.

The discrimination of s-jets against the background of ud-jets shows the largest performance
difference between the two definitions. The strange tagging efficiency with the Ghost Matching
definition was observed to be 11.8% higher than with the Z boson definition at the background
efficiency of 10%. Such significant changes in performance make it essential to account for the
used flavour definitions while comparing different flavour tagging algorithms.

6.4 Conclusion

Following in the success of deep learning techniques in analysing complex jet structures to
extract subtle definitive features, jet flavour identification with DeepJetTransformer displays
a comparable performance with other state-of-the-art jet flavour taggers developed for future
e+e− colliders while allowing for short training times, making it an excellent choice to study
the influence of detector designs on jet flavour tagging performance. It is essential to study the
effects of detector design choices on the potential physics studies, especially for future collider
projects, where the detector concepts are constantly evolving. It is worth emphasising that,
despite being tailored to FCC-ee and the IDEA detector, the conclusions are broadly applicable,
and DeepJetTransformer can be employed in other collider projects with suitable modifications
for jet clustering algorithms, energy regimes, and different detector configurations, such as the
applied PID strategies.

In addition to an excellent performance of bottom and charm jet classification, the notable
strange tagging performance of DeepJetTransformer, combined with the high-statistics Z res-
onance event samples at the FCC-ee, enables the isolation of very pure samples of the Z → ss̄

process. Such pure samples enable precise measurements, such as the coupling of the strange
quark to the Z boson and the strange quark asymmetry parameters.

These results confirm the importance and necessity of particle identification techniques, es-
pecially for strange quark studies, as was also noted by some previous studies [108, 142, 158].
Thus, strange tagging puts stringent requirements on the PID strategies employed at the FCC-
ee detectors. Similarly, the significance of reconstructed vertices, SVs and V0s, on the tagging
performance demands an exquisite resolution from the vertex detectors. Particularly in the
case of strange tagging, while aiming for high purity, this complements the PID techniques and
improves the achievable performance.
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In the following chapter, DeepJetTransformer is utilised to isolate a very pure sample of the
Z → ss̄ process from the exclusive decays of the Z boson at the FCC-ee.
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Part III

Exploring the Strange Quark at the Z
Resonance
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7 Isolating Z → ss̄ Events from Exclusive
Hadronic Decays of the Z Boson

Strange jet tagging at future colliders has been investigated as a probe to enable precision
measurements in the Higgs sector [108, 165], and the impact of using dN/dx and time-of-flight
on strange jet tagging performance for jets originating from Higgs boson decay was explored
using a graph neural network [158]. Here, DeepJetTransformer is employed to isolate Z → ss̄

events from the exclusive hadronic decays of the Z boson in the FCC-ee environment.
The decay of the Z boson to the five quark flavours is relatively uniform, unlike the decays of

the Higgs boson, where none of the decay channels to qq̄ pairs are suppressed. Therefore, while
tagging a particular jet flavour, every other flavour has to be discriminated against. Isolating
Z → ss̄ events from the exclusive hadronic decays of the Z boson forms an especially challenging
case in strange jet tagging as it requires the elimination of both the heavy-quark (b and c) jets
and the light-quark (u and d) jets. The dominant discriminating variables against the heavy-
quark jets are the displaced tracks and the reconstructed SVs, while it is the presence of a
high-momentum strange hadron against the light-quark jets. It makes isolating Z → ss̄ events
from the exclusive hadronic decays of the Z boson an ideal metric to assess the performance of
DeepJetTransformer in the FCC-ee environment. It simultaneously allows a unique opportunity
to access a hitherto scarcely studied channel.

This work has been presented in an EPJ C publication. [2].

7.1 Event and Jet Selection

The e+e− → Z → qq̄ samples, where q ≡ b, c, s, u, d, described and referred to as the ‘tagging
samples’ in Section 4.1, are used for this study. These are the same samples used to evaluate the
performance of DeepJetTransformer in Section 6.3. Further backgrounds are not considered
but are expected to be well under one per cent of the total expected yield around the Z boson
resonance, as shown in Section 8.1. An event is selected only if exactly two jets can be recon-
structed from its final reconstructed particles. Events with jets outside the fiducial boundaries of
the detector are excluded. An event is selected if both of its jets have a 3-momentum magnitude
(|p⃗|) greater than 20 GeV and the polar angle (θ) of their jet axes within 14 and 166 degrees,
corresponding to cos(θ) < 0.97. The two jets of every event are required to have the same MC
flavour, as defined in Section 4.3. All jets from Z → qq̄ events are independently evaluated using
DeepJetTransformer.

Table 7.1 shows that events with jets of all flavours have very similar efficiencies for the
thresholds imposed by the fiducial boundaries of the detector. The events of all flavours are
mostly unimpacted by the momentum magnitude threshold. However, the events with heavier
jets show slightly lower efficiencies compared to the events with light-quark jets due to undetected
neutrinos generated in hadronic decays in the heavier jets, leading to lower reconstructed jet
momenta.
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Efficiency [%]
Z → bb̄ Z → cc̄ Z → ss̄ Z → uū Z → dd̄

jet |p⃗| 97.31 98.43 97.52 99.03 98.94

jet axis cos(θ) 95.99 96.08 96.15 96.11 96.13

Table 7.1: The efficiencies to select Z → qq̄ events for the two selection variables imposing
fiducial boundary limits on the quark jets.

7.2 Performance

Discriminants are defined using the softmaxed classifier outputs from DeepJetTransformer to
sequentially remove the heavy-quark flavour background (b- and c-jets) and the light-quark
flavour background (u- and d-jets). The Z boson invariant mass is reconstructed from the
tagged jets at different working points to test the purity of the sample after strange jet tagging.

7.2.1 Discriminants

The s-jets are first tagged to be discriminated from b- and c-jets by defining the discriminant,
as in Eq. 6.1, with s-jets as signal and b- and c-jets as background:

Ss vs. bc =
Ss

Ss + Sb + Sc
. (7.1)

The distribution of this discriminant, marking the contribution of all five flavours, is shown in
Figure 7.1a. The ROC curve was computed for this discriminant and is shown in Figure 7.1b.
The signal efficiency is nearly 100% at the mistag rate of 10%; however, it goes down to around
55% and 18% for mistag rates of 1% and 0.1%, respectively. Tagging performed by applying a
threshold on this discriminant is hereafter referred to as ‘anti-b/c’ tagging.

For the jets that pass the threshold on this discriminant, another discriminant is defined to
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Figure 7.1: The discriminant defined to perform the anti-b/c tag and its performance. a) The
distribution of the anti-b/c tag discriminant defined in Equation 7.1 with contributions from
jets of all flavours marked. d) The ROC curve showing the performance of the anti-b/c tag with
s-jets as signal and the jets of the other four flavours as background.
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distinguish s-jets from u- and d-jets through the same method:

Ss vs. ud =
Ss

Ss + Su + Sd
. (7.2)

Ss vs. ud is calculated separately for the jets passing the anti-b/c threshold corresponding
to three different mistag rates. Tagging performed by applying a threshold on the Ss vs. ud

discriminant is hereafter referred to as ‘anti-u/d’ tagging. The chosen anti-b/c mistag rates are
10%, 1%, and 0.1%, and the distributions of the anti-u/d discriminants corresponding to these
three mistag rates are shown in Figure 7.2. The ROC curves for all three cases were calculated
and are shown in Figure 7.2d. Figure 7.2a shows that the scenario with 10% mistag rate on
the anti-b/c tag consists of a considerable b- and c-jet background, while this background is
significantly reduced for the scenario with 1% mistag rate, as seen in Figure 7.2b. The scenario
with 0.1% mistag rate, presented in Figure 7.2c, shows that the few c-jets which pass the anti-b/c
tag have high anti-u/d tag scores, as they are seen similar to s-jets by the jet flavour tagger.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

s/(s+u+d)

710

810

910

1010

1110

1210

je
ts

/0
.0

2 FCC-ee Simulation (Delphes)

=91.2 GeVs jj, → Z →-e+e
= 2

jets
 algorithm, n

t
"exclusive" Durham k

-1L = 125 ab
)| < 0.97θ|p| > 20 GeV, |cos(

: WP  (10% mistag)bc vs s

s-jets

d-jets

u-jets

c-jets

b-jets

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

s/(s+u+d)

710

810

910

1010

1110

1210
je

ts
/0

.0
2 FCC-ee Simulation (Delphes)

=91.2 GeVs jj, → Z →-e+e
= 2

jets
 algorithm, n

t
"exclusive" Durham k

-1L = 125 ab
)| < 0.97θ|p| > 20 GeV, |cos(

: WP  (1% mistag)bc vs s

s-jets

d-jets

u-jets

c-jets

b-jets

(b)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

s/(s+u+d)

710

810

910

1010

1110

1210

je
ts

/0
.0

2 FCC-ee Simulation (Delphes)

=91.2 GeVs jj, → Z →-e+e
= 2

jets
 algorithm, n

t
"exclusive" Durham k

-1L = 125 ab
)| < 0.97θ|p| > 20 GeV, |cos(

: WP  (0.1% mistag)bc vs s

s-jets

d-jets

u-jets

c-jets

b-jets

(c)

0 0.2 0.4 0.6 0.8 1
)sig∈Signal Efficiency (

3−10

2−10

1−10

1)
bk

g
∈

B
ac

kg
ro

un
d 

E
ffi

ci
en

cy
 (

FCC-ee Simulation (Delphes)

=91.2 GeVs jj, → Z →-e+e
= 2

jets
 algorithm, n

t
"exclusive" Durham k

-1L = 125 ab
)| < 0.97θ|p| > 20 GeV, |cos(

 taggingb/canti-
10% mistag
1% mistag
0.1% mistag

(d)

Figure 7.2: The discriminants defined to perform the anti-u/d tag for different anti-b/c mistag
rates and their performances. a-c) The distribution of the anti-u/d tag discriminants defined in
Equation 7.2 for anti-b/c mistag rates of 10%, 1%, and 0.1%, respectively, with contributions
from jets of all flavours marked. b) The ROC curves showing the performance of the three
previously defined anti-u/d tagging discriminants with s-jets as signal and the jets of the other
four flavours as background.
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The ROC curves presented in Figure 7.2d show that the signal efficiency drops from ∼ 40%

to ∼ 34% at an anti-u/d mistag rate of 10% as the anti-b/c mistag rate is changed from 10% or
1% to 0.1%. This is due to the fact that the anti-b/c tagged sample at the mistag rate of 0.1%
consists mainly of only the signal s-jets and the background u- and d-jets, the discrimination
against which is the most difficult.

7.2.2 Working Points

As shown in Table 7.2, the working points are defined for four different sets of mistag rates.
Working Point 1 (WP1) corresponds to a mistag rate of 10% while tagging s-jets versus the
background of b- and c-jets and a mistag rate of 10% while tagging s-jets versus the background
of u- and d-jets. Working Point 2 (WP2) corresponds to a stricter mistag rate of 1% while tagging
s-jets versus the background of b- and c-jets, keeping the mistag rate the same as WP1 while
tagging s-jets versus the background of u- and d-jets. Both mistag rates are 1% for Working
Point 3 (WP3). Working Point 4 (WP4) is the tightest scenario, with both mistag rates being
0.1%.

WP1 is expected to have the lowest signal purity of the four chosen working points, and the
signal purity is estimated to improve with the tighter working points. However, the number of
signal events is also expected to decrease with higher purity as the tagging efficiency is lower at
the tighter working points. It is evident from Figures 7.1b and 7.2d.

Mistag Rate [%] Efficiency [%] Nsig Nbkg

WP1 s vs bc 10 98.93± 0.03 7.35× 1011 1.35× 1012

s vs ud 10 40.03± 0.04 1.45× 1011 3.25× 1010

WP2 s vs bc 1 54.18± 0.04 2.38× 1011 2.06× 1011

s vs ud 10 39.28± 0.06 5.10× 1010 5.57× 109

WP3 s vs bc 1 54.18± 0.04 2.38× 1011 2.06× 1011

s vs ud 1 10.05± 0.11 1.12× 1010 4.77× 108

WP4 s vs bc 0.1 17.96± 0.06 3.23× 1010 6.98× 109

s vs ud 0.1 1.98± 0.33 3.56× 108 3.38× 106

Table 7.2: The efficiencies to select s quark jets and the mistag rates to select other flavours
at four different working points. The expected yields, calculated for an integrated luminosity
of 125 ab−1, are also listed. The signal is defined as Z → ss̄ events while the background is
composed of Z → qq̄ (all quark flavours but strange) events. The number of observed events is
significantly above the canonical discovery significance of five standard deviations for all working
points.

Looser working points are suitable for analyses where maximising signal yield is crucial. How-
ever, for high-precision studies, such as quark-specific asymmetry measurements, maintaining a
pure sample is essential, making tighter working points preferable. It is important to note that
extremely tight working points, like WP4, can significantly reduce signal yield and consequently
degrade the statistical precision of the measurement.

7.2.3 Reconstructed Z Boson Peak

The Z boson resonance is reconstructed using the 4-momentum of the two jets of each event.
The reconstructed invariant dijet mass distribution, separated by the MC flavour of the resulting
hadronic jets, is shown in Figure 7.3. The hadrons in b-jets tend to have longer decay chains,
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Figure 7.3: The distribution of the reconstructed invariant mass of the dijet system before
tagging with contributions from events of all five quark flavours indicated.

causing a fraction of the momentum to be lost via neutrinos, resulting in a pronounced tail
of the invariant mass distribution towards lower values for Z → bb̄. Similarly, the Z → cc̄

reconstructed invariant mass distribution also shows a tail, but for the lighter-quark flavour jets,
s, u, and d, a clear peak can be seen at the Z resonance.

These jets are first tagged to remove the background of b- and c-jets by defining the discrim-
inant, as described in Section 7.2.1. If both jets from a Z boson decay event pass this tagging
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Figure 7.4: The reconstructed invariant mass of the dijet system after tagging both jets with
DeepJetTransformer, corresponding to WP1 in Table 7.2, for an assumed integrated luminosity
of 125 ab−1. Both jets are required to be tagged in each case. Shown are (a) the distribution
after the rejection of b- and c-jets vs s-jets at 10% mistag rate, (b) the distribution after rejection
of b- and c-jets at 1% and u- and d-jets vs 10% mistag rate.
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Figure 7.5: The reconstructed invariant mass of the dijet system after tagging both jets with
DeepJetTransformer, corresponding to WP2 in Table 7.2, for an assumed integrated luminosity
of 125 ab−1. Both jets are required to be tagged in each case. Shown are (a) the distribution
after the rejection of b- and c-jets vs s-jets at 1% mistag rate, (b) the distribution after rejection
of b- and c-jets at 1% and u- and d-jets vs 10% mistag rate.

requirement, they are used to reconstruct the invariant mass. The distribution of this invariant
mass is displayed in Figures 7.4a, 7.5a, 7.6a, and 7.7a, corresponding to each of the four working
points, with the contributions of the MC flavours of the jets indicated. After the anti-b/c tag
at a 10% mistag rate, most of the Z → bb̄ background is removed, but a substantial amount of
Z → cc̄ events are left. At a tighter working point of 1% and 0.1% mistag rate, most of the
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Figure 7.6: The reconstructed invariant mass of the dijet system after tagging both jets with
DeepJetTransformer, corresponding to WP3 in Table 7.2, for an assumed integrated luminosity
of 125 ab−1. Both jets are required to be tagged in each case. Shown are (a) the distribution
after the rejection of b- and c-jets vs s-jets at 1% mistag rate, (b) the distribution after rejection
of b- and c-jets at 1% and u- and d-jets vs 1% mistag rate.
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Figure 7.7: The reconstructed invariant mass of the dijet system after tagging both jets with
DeepJetTransformer, corresponding to WP4 in Table 7.2, for an assumed integrated luminosity
of 125 ab−1. Both jets are required to be tagged in each case. Shown are (a) the distribution after
the rejection of b- and c-jets vs s-jets at 0.1% mistag rate, (b) the distribution after rejection of
b- and c-jets at 1% and u- and d-jets vs 0.1% mistag rate.

heavy-quark flavour background is removed.
The jets from the events passing the anti-b/c tag requirement are subsequently tagged with

the s vs ud quark tagger to remove the background of u- and d-jets. Figures 7.4b, 7.5b, 7.6b
and 7.7b show the distribution of the reconstructed invariant mass of the Z boson after this
additional tag for each of the four working points. After the anti-u/d tag at a 10% mistag rate,
a significant amount of Z → uū and Z → dd̄ background is left, but a purer sample is achieved
at tighter working points, resulting in an extremely pure sample at the working point of 0.1%
mistag rate.

Both jets of every event are required to pass the tagging requirements in each selection stage.
The signal efficiencies after each subsequent cut, corresponding to the four working points with
increasing purity, are reported in Table 7.2.

7.2.4 Discovery Significance

The reconstructed Z resonance after tagging, especially at WP3 and WP4 in Figures 7.6 and
7.7, shows that the Z → ss̄ sample is extremely pure after requiring the two consecutive tags
on each jet from Z boson decay events. The discovery significance, Z, in the unit of standard
deviation, σ, is defined [166] as,

Z =

√
2

[
(Nsig +Nbkg) log

(
1 +

Nsig

Nbkg

)
−Nsig

]
. (7.3)

Nsig and Nbkg refer to the number of signal and background events, respectively. Signal is
defined as Z → ss̄ events while the background is composed of Z → qq̄ (all quark flavours
but strange) events. It is apparent from Table 7.2 that all four working points are significantly
above the canonical discovery significance of 5σ at the integrated luminosity of 125 ab−1. It is
important to realise that machine backgrounds and irreducible backgrounds from other standard
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Figure 7.8: Discovery Significance as a function of integrated luminosity for the four working
points corresponding to Table 7.2. The points noted by the x-axis intersecting with the dashed
vertical lines are the luminosities required at the four respective working points to achieve the
canonical discovery significance of 5σ.

model processes are not considered in this study and are at the per cent level. However, the
remarkable sensitivity warrants an investigation of how limited the integrated luminosity can be
to observe Z → ss̄ in the considered scenario.

Figure 7.8 shows the discovery significance of the process Z → ss̄, under the background-free
scenario, as a function of the integrated luminosity. It can be seen that a 5σ significance can
be achieved with minuscule luminosities compared to the FCC-ee run plan, even at the tightest
working point. For WP3, corresponding to Figure 7.6b, a 5σ significance can be reached with
a luminosity of 60 nb−1. This is equivalent to less than a second of the nominal FCC-ee run
at the Z resonance. Table 7.3 presents the luminosities required to achieve a 5σ significance at
each of the four predefined working points.

WP1 WP2 WP3 WP4
integrated luminosity [nb−1] 10 19.4 60 1180

Table 7.3: Integrated luminosities required to reach the canonical discovery significance of 5σ
at the four previously defined working points.

7.3 Conclusion

The excellent strange jet tagging performance of DeepJetTransformer, together with the high-
statistics event samples available at the Z resonance at the FCC-ee, enables the isolation of very
pure, statistically significant Z → ss̄ samples.

7.4 Summary and Discussion

Systematic uncertainties arising from the jet flavour tagging algorithm have not been explored
in this study. Data-to-simulation scale factors for b-jets can be measured with a precision of
approximately ±2.5% for jets with 30 < pT < 50 GeV at the LHC experiments. Tagging
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algorithms at the future colliders are expected to achieve significantly smaller uncertainties,
even for charm and strange jet tagging.

These developments will pave the way for high-precision measurements at the FCC-ee that
require ultra-pure Z → qq̄ samples, particularly for the three heaviest flavours to which the
Z boson decays. A few potential applications are the vector and axial coupling measurements
of the Z to up- and down-type quarks and possibly even to individual quark flavours, and the
quark-specific asymmetry measurements of the Z boson in the hadronic decay channels. The
LEP Collider experiments and the SLD performed comprehensive measurements of the forward-
backward asymmetry for e+e− → bb̄ [20], similar precise measurements for the charm and the
strange quark, and possibly the u, d quarks, will become feasible at the FCC-ee.

The next chapter presents an assessment of the achievable precision in the strange quark
forward-backward asymmetry measurement using a transformer-based jet flavour tagger.
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8 The Forward-Backward Asymmetry at the Z
Resonance

The hadronic forward-backward asymmetry (AFB) is an important observable for future collid-
ers, as it provides valuable insight into the underlying interactions of fundamental particles. AFB

is sensitive to the dynamics of fermionic and bosonic interactions and is one of the electroweak
precision observables that consistently deviates in standard model precision tests when examin-
ing it for heavy flavour [167, 168]. Observing these asymmetries with high precision at future
facilities can, therefore, help identify discrepancies between experimental data and standard
model predictions.

The measurement of the forward-backward asymmetry for quarks requires the identification
of the flavour and the charge of the quarks, as well as the direction of the quarks. Since the
quarks themselves are inaccessible in the experimental environment, the flavour and the charge
of the quarks are estimated by determining the flavour and the charge of the hadronic jet, while
the direction of the quark is extracted by measuring the direction of the jet axis. The value of
the forward-backward asymmetry, AqFB, can be measured by counting events with quark jets in
hemispheres defined with respect to the direction of the travelling electron and positron or by
performing a χ2-fit of the asymmetry distribution constructed by the distribution of the polar
angle of the quark and antiquark jet axes with respect to the electron and positron beams.

The sensitivity of AFB at future colliders is an important benchmark. With the previous
era accelerator facilities and detectors, typically the identification of bottom and maybe charm
quarks was reliable, but with the increased interest in the origin of the mass and generational
structure of the standard model, and with modern jet flavour taggers becoming available that
can also tag strange and maybe even up and down quarks [2, 129], it becomes possible also to
measure the AFB for other quark flavours than AbFB and AcFB, something previously not possible
with competitive precision [169, 170]. In this work, we assess the sensitivity to measure AFB for
bottom, charm, and strange quarks, with a representative collider and detector scenario (IDEA
detector concept [75] at FCC-ee [72]).

This study has been presented in the ECFA Higgs, electroweak, and top factory study [3].

8.1 Event Selection

The simulated samples consist of the process e+e− → Z → qq̄ (and e+e− → Z → l+l− for
background) at

√
s of 91.2GeV, described and referred to as the ‘asymmetry samples’ in Section

4.1. The event sample is scaled to correspond to a luminosity of 125 ab−1.
The aim of the first set of selection is to reduce/remove the leptonic background from the

sample so that it is mainly populated by Z → qq̄ events. Figure 8.1 shows the distribution of
the invariant mass reconstructed from the two jets of the Z boson decay events. Due to the
undetected neutrinos from the decays of the tau lepton, the reconstructed tau jet momentum is
significantly lower. Therefore, a clear peak is not seen for the reconstructed invariant mass of the
Z boson in the τ decay channel. Putting a constraint on the invariant mass of the reconstructed
invariant mass of the Z boson is expected to reduce the majority of the background from the
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Figure 8.1: The distribution of the reconstructed invariant mass of the dijet system before
applying any event or jet selection criteria, with contributions from events of all three lepton
flavours and the combined contribution from Z → qq̄ events indicated. The distributions are
shown in the log-scale to highlight the contribution from the leptonic background.

Z → τ+τ− events. Since the reconstructed invariant mass distribution for the b quark decay
channel also shows a tail due to the decay of the hadrons containing the b quark, this constraint
cannot be too strict, or it will eliminate a notable fraction of the Z → bb̄ events. The distribution
for the Z → µ+µ− and Z → e+e− events shows a very narrow peak, which would leave the
background from these events to be mostly unaffected. However, a majority of the Z → µ+µ−

and Z → e+e− events are expected to have exactly two final tracks. In a few cases, the muon or
the electron may radiate a photon, which may either convert to an e+e− pair, resulting in two
additional tracks or may produce tracks by interacting with the material in the detector. But
requiring the number of tracks in the event to be more than two should eliminate nearly all of
the background from the Z → µ+µ− and Z → e+e− events.

Therefore, following the fiducial cuts on the jet momentum and the jet axis, further selection
criteria were applied on the sample to reduce/remove the irreducible backgrounds: the invariant
mass of the two-jet system was constrained to reduce background contributions from 2-photon
production and the tau decay channel of the Z boson; events were required to have more than
two reconstructed tracks to reduce the electron and muon channel background; the jet momenta
were required to be dominated by hadrons instead of muons to further suppress leptonic Z

boson decays. The last two of these variables are labelled as ‘jet ID with muons’ and ‘jet ID
with hadrons’ and are defined as,

jet ID with muons ≡ jetIDµ± =

∑
|pµ|

|pjet|
, (8.1)

jet ID with hadrons ≡ jetIDhad =

∑
|phad|
|pjet|

. (8.2)

Figure 8.2 shows the distribution of these variables. It can be seen in Figure 8.2a that the
momentum is carried by muons for the majority of the Z → µ+µ− events, while some Z → τ+τ−

events also have a high fraction of their momentum carried by muons. These are events where
the τ lepton goes through a pure leptonic decay to a muon. The majority of the Z → e+e− and
Z → q′q̄′ events are clustered in the first bin of this distribution, as the dominant fraction of the
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Figure 8.2: The distributions of fractions of jet momenta carried by (a) muons and (b) hadrons,
labelled as ‘jet ID with muons’ and ‘jet ID with hadrons’. The contributions from different two-
fermion decay channels of the Z boson are indicated.

momentum in the jets from these events is not carried by muons. It is apparent from Figure
8.2b that the momentum of the Z → µ+µ− and Z → e+e− events is not carried by hadrons
and therefore nearly all of these events are collected in the first bin of the distribution. Nearly
35% of the τ leptons undergo pure leptonic decays, jets containing τ leptons that decay in this
fashion are also clustered in the first bin.

An event is selected if both jets of the event pass the threshold at every successive criterion.
The full set of these criteria is summarised below:

• jet momentum magnitude (|pjet| > 20GeV)

• jet axis angle (cos θjet < 0.97)

• invariant mass of the two-jet system (81.2GeV < Minv < 101.2GeV)

• number of track in the event (Ntr > 2)

• jet ID with muons (< 0.9)

• jet ID with hadrons (> 0.01)

The selection efficiency of each of these successive cuts is presented in Table 8.1. A high
percentage of the Z → qq̄ events pass these cuts, except for a slightly lower efficiency of the
Z → bb̄ and Z → cc̄ events to pass the invariant mass threshold due to the hadronic decays of the
b and c hadrons. The electron and muon channel background is almost completely removed by
applying a threshold on the number of tracks in an event and by requiring the hadrons of the jets
to carry the majority of the momentum. The tau channel background, which is relatively harder
to remove, is reduced significantly with the application of the invariant mass threshold. But it
is mostly unaffected by the other selection criteria and is therefore the dominant background
after this selection.

The distribution of the reconstructed invariant mass of the Z boson before and after these
selections is presented in Figure 8.3. The Z resonance, as shown in Figure 8.3a, is narrower
compared to the samples used in Chapters 6 and 7. This is because the samples used for the
two studies are slightly different, and the treatment of the neutral particles in the two samples
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Efficiency [%]
Zbb̄ Zcc̄ Zss̄ Zuū Zdd̄ Ze+e− Zµ+µ− Zτ+τ−

Jet |p| 99.99 >99.99 >99.99 >99.99 99.99 100 100 99.98
Jet
axis
cos θ

96.65 96.51 96.49 96.44 96.45 96.34 97.39 97.05

Minv 72.98 88.10 95.62 98.57 98.35 99.83 99.81 4.89
Ntr 100 >99.99 >99.99 >99.99 >99.99 0.05 0.06 55.07

Muon
Jet ID >99.99 >99.99 >99.99 >99.99 >99.99 99.64 1.51 96.95

Hadron
Jet ID 99.98 99.93 99.97 99.91 99.95 0.40 0 95.77

Total 70.43 84.73 91.86 94.72 94.61 <0.01 0 1.34
Table 8.1: The efficiencies to select the visible Z → ff̄ events (denoted by Zff̄) for six selection
variables. The first two selection criteria impose the fiducial limits, while the rest are imposed
to reduce or remove the leptonic background.

is different. The visible mass resolution of neutral particles in these samples is close to the ideal
visible mass resolution, where the ideal resolution comes from the combined tracking, ECAL,
and HCAL resolutions for the photon, charged, and neutral hadron components.

8.2 Flavour Tagging

Particle Transformer [129], tuned for the FCC-ee, is used for jet flavour tagging, which is applied
sequentially to identify b-, c-, and s-flavour jets. The working points used are chosen to have
0.1%, 0.1%, and 1% mistag rates, respectively. The flavour mistagging background is of the
order of 0.01% for all three flavours, as can be seen in Table 8.3. The procedure to choose the
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Figure 8.3: The distribution of the reconstructed invariant mass of the dijet system (a) before
and (b) after applying any event or jet selection criteria, with contributions from events of all
five quark flavours and three lepton flavours indicated.
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working points is detailed below.

8.2.1 Particle Transformer for FCC-ee

Events are successively selected to be Z → bb̄, Z → cc̄, or Z → ss̄ by tagging the two jets of every
event using Particle Transformer. Tagging performance is evaluated for jets which are within
the fiducial boundaries of the detector. A discriminant is defined, using Eq. 6.1 to identify the
b-jets and extract the Z → bb̄ events:

Sb vs csq =
Sb

Sb + Sc + Ss + Sq
, (8.3)

where q denotes the combination of jets containing either the up or the down quark. The ROC
curve corresponding to this discriminant is presented in Figure 8.4a. An excellent b-tagging
performance is achieved with over 90% signal efficiency for mistag rates as low as 0.2%. An
event is selected as a Z → bb̄ event if both jets from the event pass the threshold required at
any certain working point.

A second discriminant is defined for jets from events that do not satisfy the b-tagging threshold
to isolate the Z → cc̄ events:

Sc vs bsq =
Sc

Sb + Sc + Ss + Sq
. (8.4)

The ROC curve corresponding to this discriminant for a 0.1% mistag rate b-tagging working
point is shown in Figure 8.4b. A signal efficiency of over 80% can be achieved for a mistag rate
of 1%, allowing for a very pure Z → cc̄ sample to be selected. Similar to the Z → bb̄ selection,
an event is selected as a Z → cc̄ event if both jets from the event pass the threshold required at
any certain working point.

After the Z → bb̄ and Z → cc̄ events have been isolated from the sample, a final discriminant
is defined to identify the Z → ss̄ events from the remaining sample:

Ss vs bcq =
Ss

Sb + Sc + Ss + Sq
. (8.5)

The ROC curve corresponding to this discriminant for a 0.1% mistag rate b-tagging working
point and a 0.1% mistag rate c-tagging working point is shown in Figure 8.4c. As discussed in
Chapters 6 and 7, tagging strange jets is the most challenging task, and it can be seen that the
s-tagging performance is not comparable to the b/c-tagging performances. However, a signal
efficiency of about 30% can still be achieved for a mistag rate of 1%. Given the ultra-high
statistics available at the Z resonance at the FCC-ee, this allows for the selection of a very pure
Z → ss̄ sample. An event is selected as a Z → ss̄ event if both jets from the event pass the
threshold required at any certain working point, as done for b/c tagging.

b-tagging c-tagging s-tagging
efficiency [%] 87.23 53.04 30.89

mistag rate [%] 0.10 0.10 0.99
Table 8.2: The signal efficiencies and mistag rates corresponding to the chosen working points
(WPs) for b-, c-, and s-tagging.
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Figure 8.4: The ROC curve showing the performance of (a) b-tagging (b) c-tagging, and (c)
s-tagging with ParticleTransformer. It must be noted that the tagging steps are performed
consecutively, therefore c-tagging is performed on jets that are not identified as b-jets and s-
tagging is applied on jets that are not identified as either b- or c-jets.

8.2.2 Selection of Z → bb̄, Z → cc̄, and Z → ss̄ Events

The working points for b- and c-tagging are chosen at a 0.1% mistag rate and for s-tagging at a
1% mistag rate. The tagging efficiencies at these working points are summarised in Table 8.2.

Table 8.3 presents the efficiency of events with jets of a particular flavour to be correctly
identified. The mistag rate denotes the rate with which events with jets of a different flavour
are incorrectly identified as a specific flavour.
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Z → bb̄ Z → cc̄ Z → ss̄

(0.1% WP) (0.1% WP) (1% WP)
efficiency [%] 76.04 27.04 9.52

mistag rate [%] 0.05 <0.01 0.03
Table 8.3: The efficiencies to select Z → bb̄, Z → cc̄, and Z → ss̄ events and the mistag rates
to select Z → qq̄ events with other flavours at the corresponding working points.

8.3 Jet Charge Tagging

Jet charge tagging is performed to identify and discriminate the jets originating from quarks and
antiquarks. The jet charge can be defined in several ways, and it has been defined differently
in various experiments.[171–173]. A few such definitions have been described below, and their
performance is assessed against each other.

8.3.1 Few Different Definitions

Momentum-weighted jet charge can be defined with different momentum weightings or normal-
isations. These variables were defined with the charge and momentum of the jet constituents, q
and p, respectively, and the momentum of the jet, pjet.

Weighted by Transverse Momentum

The first of these definitions uses the transverse momentum of the jet and its constituents for the
weighting and normalisation. This definition is more suited for hadron colliders, where precisely
measuring the z component of the momentum can be challenging. This definition has been
denoted as JC1 in the following.

JC1 =

∑
i∈jet

qi · |pT
i |

|pT
jet|

. (8.6)

The distribution of JC1 for every jet flavour, separated for quark and antiquarks, is presented
in Figure 8.5a.

Weighted by Momentum

The next definition uses the magnitude of the 3-momentum of the jet and its constituents for the
weighting and normalisation instead of the transverse momentum. This definition is expected
to perform slightly better than JC1, as the full momentum information is being exploited. This
definition is denoted as JC2 in the following.

JC2 =

∑
i∈jet

qi · |pi|

|pjet|
. (8.7)

The distribution of JC2 for every jet flavour, separated for quark and antiquarks, is presented
in Figure 8.5b.

Weighted by Fractional Power of Momentum

It was seen at the LEP experiments that weighting with a fractional power of the momentum
optimises the quark-antiquark separation with jet charge [173]. Therefore, the jet constituent
charge is weighted in this definition by a power of 0.3 of the momentum. This definition is
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Figure 8.5: The distribution of jet charge with different momentum-weightings for quark jets
and antiquark jets of b, c, and s flavours.

denoted as JC3 in the following.

JC3 =

∑
i∈jet

qi · |pi|0.3

|pjet|0.3
. (8.8)

The distribution of JC3 for every jet flavour, separated for quark and antiquarks, is presented
in Figure 8.5c.

Weighted by Fractional Power of Momentum and Normalised by Sum of Track Momenta

This definition uses the same weighting as JC3 but uses a different normalisation factor. Since
only tracks contribute to the charge of the jet, the charge weighted by the fractional power of
momentum is normalised by the fractional power of the sum of track momenta instead of the
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jet momentum. This definition is denoted as JC4 in the following.

JC4 =

∑
i∈jet

qi · |pi|0.3∣∣∣∣∣ ∑i∈jet
pi

∣∣∣∣∣
0.3 . (8.9)

The distribution of JC4 for every jet flavour, separated for quark and antiquarks, is presented
in Figure 8.5d.

b-jets b̄-jets c-jets c̄-jets s-jets s̄-jets

JC1
efficiency [%] 64.75 64.77 59.74 59.68 67.93 68.02

mistag rate [%] 35.23 35.25 40.32 40.26 31.98 32.07

JC2
efficiency [%] 64.95 64.98 59.87 59.83 68.16 68.27

mistag rate [%] 35.02 35.05 40.17 40.13 31.73 31.84

JC3
efficiency [%] 69.58 69.62 71.61 71.55 71.96 72.05

mistag rate [%] 30.38 30.42 28.45 28.39 27.95 28.04

JC4
efficiency [%] 69.58 69.62 71.61 71.55 71.96 72.05

mistag rate [%] 30.38 30.42 28.45 28.39 27.95 28.04
Table 8.4: The efficiencies to select the quark (antiquark) jets of b, c, and s flavour and
the mistag rates to select the antiquark (quark) jets of the same flavour. The evaluation was
performed by looking at the sign of the jet charge.

Figure 8.5 shows that the distributions of JC1 and JC2 are very similar. It can be seen from
Table 8.4 that the performance of these two variables is also very similar. The distributions of
JC3 and JC4 in Figures 8.5c and 8.5d show that a comparatively better separation of the quark-
antiquark jets can be achieved using a fractional power of the momentum for the weighting.
The difference between JC3 and JC4 is only the normalisation factor; hence, the sign of the jet
charge for a jet is the same for the two definitions. Therefore, the performance of these two
variables to separate the quark-antiquark jets by evaluating the sign of the jet charge is identical,
as presented in Table 8.4.

8.3.2 Quark-antiquark Separation

Due to its superior performance, JC3 was chosen as the definition for the momentum-weighted
jet charge used in this study. An event is selected when the two jets have opposite jet charge.
A loose working point is selected, where the jet charge misidentification leads to the dominant
background being of the order of 10%. This is a conservative approach; in realistic analyses, the
charge misidentification can be optimised much more stringently with simultaneous fits of the
same-charge contribution or the use of charge-sensitive event variables. Table 8.5 summarises
the performance of this method to correctly or incorrectly identify the charge of both jets for
every event in the sample. It can be seen that the performance of quark-antiquark separation
is worse for Z → bb̄ events than Z → cc̄ and Z → ss̄ events. This is because b-jets have a
higher particle multiplicity and can be more spread out than c- and s-jets, which can lead to
tracks being lost, the momentum being shared among a larger number of constituents, and being
affected by detector effects.
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Z → bb̄ Z → cc̄ Z → ss̄

efficiency [%] 52.41 55.44 55.93
mistag rate [%] 13.22 12.28 11.95

Table 8.5: The efficiencies to select Z → bb̄, Z → cc̄, and Z → ss̄ events with the correct
selection of quark and antiquark jet pairs and the mistag rates to select events with incorrect
selection of quark and antiquark jet pairs, by evaluating the sign of the jet charge.

8.4 Asymmetry Measurement

After the event selection has been performed to reduce/remove the background from the Z →
l+l− events, Z → bb̄, Z → cc̄, and Z → ss̄ events have been identified using the jet flavour tagger,
and the quark-antiquark jets have been separated with momentum-weighted jet charge tagging,
the measurement of the forward-backward asymmetry can be initiated. The forward-backward
asymmetry can either be measured by counting the number of events with the quark jets in
the forward or backward hemispheres or by fitting the asymmetry of the angular distribution
of the quark and antiquark jets. The expected precisions on the forward-backward asymmetry
measurement will be different for the two methods and will be assessed in this section.

The polar angle is typically defined as the angle between the incoming electron and the
outgoing fermion, the outgoing quark in this particular case. This is the definition used in
the asymmetry formalism presented in Section 1.5. The variable θ′ is used for this traditional
definition of the polar angle. However, the coordinate system used at the FCC-ee detector
concepts, described in Section 3.2.1, define the polar angle, denoted by the variable θ, as the
angle between the incoming positron and the outgoing fermion.

Since, θ = π − θ′, this leads to,
cos θ = − cos θ′. (8.10)

The change in the sign of cos θ due to the change in the coordinate system results in the flip of
the sign of the asymmetry parameter. This can be countered by either flipping the sign of cos θ
in the mathematical formalism or by simply redefining the forward and the backward regions.

Therefore, in the following, the forward and the backward hemispheres are defined in reference
to the polar angle described in the coordinate system used for the FCC-ee detector concepts.

8.4.1 Counting Measurement

This method counts the number of events with the quark jet in the forward or the backward
hemisphere. The events with the quark jet in the forward direction (cos θ > 0) are counted
as forward events, denoted NF and the events with the antiquark jet in the forward direction
are counted as backward jets, denoted NB. The forward-backward asymmetry can then be
calculated by performing the following operation:

AFB =
NF −NB

NF +NB
. (8.11)

The resulting values of the forward-backward asymmetries for the b, c, s quarks are:

AbFB = 0.0952175± 0.0000018 (stat.)

AcFB = 0.0604802± 0.0000028 (stat.)

AsFB = 0.0963924± 0.0000037 (stat.),
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The achievable statistical precision on AsFB is much less than 1% when the measurement is
performed with this method. This is a significant improvement over the past measurements
performed at the LEP collider [174], but the measurement with the total number of forward
and backward events is only valid for experiments with a full 4π acceptance. Therefore, a more
sophisticated analysis, where the angular distribution of the forward-backward asymmetry is
fitted, is typically performed to measure the forward-backward asymmetry.

8.4.2 Quark-antiquark Angular Distributions

Once the quark and antiquark jets from every event have been identified, the cosine of the polar
angle of the jet axes can be used to construct an angular distribution. Figures 8.6, 8.7, and 8.8
show these angular distributions while individually considering the quark and antiquark jets of
each of the three flavours as signal. The contribution from the background from each of the other
processes is also noted. The background from the momentum-weighted jet charge mistagging is
shown only for the signal flavour, as it was comparatively minute for the background flavours.
The jet charge mistagging background is the dominant background for all cases, as was expected.
The signal-to-background ratio is the worst in the distributions of jets from the Z → ss̄ events,
since the working point was chosen to be not as pure as for the jets from Z → bb̄ and Z → cc̄

events.
The jet flavour mistagging background has a uniform distribution over the entire range of

polar angles because it contains both the quark and the antiquark jets from each flavour. How-
ever, the jet charge mistagging background is expected to affect the asymmetry measurement,
specifically by reducing it, since the angular distribution for quark and antiquark jets exhibits
the dominant peak at the opposite signs of the cos θ values, for ex. the quark jets are more
prominent at negative values of cos θ, while the antiquark jets at the positive values of cos θ.
Therefore, extracting the signal from these distributions is essential to accurately measure the

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

)θcos(

610

710

810

910

1010

1110

1210

1310

1410Y
ie

ld FCC-ee Simulation (Delphes)

=91.2 GeVs jj, → Z →-e+e
= 2

jets
 algorithm, n

t
"exclusive" Durham k

-1L = 125 ab
 > 2

Tr
)| < 0.97, nθ|p| > 20 GeV, |cos(

bTag @ 0.1% mistag

b jets
 jetsb

c jets
s jets
u jets
d jets
e jets

mu jets
tau jets

(a)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

)θcos(

610

710

810

910

1010

1110

1210

1310

1410Y
ie

ld FCC-ee Simulation (Delphes)

=91.2 GeVs jj, → Z →-e+e
= 2

jets
 algorithm, n

t
"exclusive" Durham k

-1L = 125 ab
 > 2

Tr
)| < 0.97, nθ|p| > 20 GeV, |cos(

bTag @ 0.1% mistag

 jetsb
b jets
c jets
s jets
u jets
d jets
e jets

mu jets
tau jets

(b)

Figure 8.6: The distributions of the polar angle for (a) b-jets and (b) b̄-jets, denoting the
signal and the background. Background from the (anti)quark jets of the same flavour, i.e. the
jet charge tagging background, are separately indicated, while backgrounds from quark and
antiquark jets of other flavours, i.e. the jet flavour tagging background, are merged and only
indicated by flavour.
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Figure 8.7: The distributions of the polar angle for (a) c-jets and (b) c̄-jets, denoting the
signal and the background. Background from the (anti)quark jets of the same flavour, i.e. the
jet charge tagging background, are separately indicated, while backgrounds from quark and
antiquark jets of other flavours, i.e. the jet flavour tagging background, are merged and only
indicated by flavour.
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Figure 8.8: The distributions of the polar angle for (a) s-jets and (b) s̄-jets, denoting the
signal and the background. Background from the (anti)quark jets of the same flavour, i.e. the
jet charge tagging background, are separately indicated, while backgrounds from quark and
antiquark jets of other flavours, i.e. the jet flavour tagging background, are merged and only
indicated by flavour.
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Figure 8.9: (a) The distributions of the polar angle for b-, b̄-, c-, c̄-, s-, and s̄-jets. (b) The
forward-backward asymmetry calculated per bin for all three flavours.

8.4.3 Signal Extraction

In the simplest case of a realistic analysis, the leptonic background can be easily modelled
from a Monte Carlo simulation. The background from jet flavour mistagging can be measured
with an uncertainty derived from the calibration in the control regions, but it will be known.
Therefore, this background can be rejected. The background from momentum-weighted jet
charge mistagging can probably be easily modelled in simultaneous fits of both the quark and
antiquark distributions shown in Figures 8.6, 8.7, and 8.8, but is not done in this study. The
background from the jet charge mistagging is treated as if it can be rejected with a known
uncertainty.

Hence, it was assumed that all backgrounds can be modelled and removed. The uncertainty
assumed for the mistag rate measurement of the jet flavour tagger is assumed to be 2.5%,
which is very conservative compared to expected uncertainties at the FCC-ee, but is the current
standard at the LHC experiments. The same uncertainty was assumed for the measurement of
the momentum-weighted jet charge mistag rate.

8.4.4 Fitting the Angular Distribution

To perform the AFB measurement, the signal events are selected after passing the previously
listed jet quality criteria and flavour and jet charge tagging. The leptonic and mistagging
backgrounds are assumed to be modelled reasonably well, with associated uncertainties, and
consequently removed. The cos θ distribution of the signal quark and antiquark jets for each
flavour is shown in the 8.9a. The forward-backward asymmetry, Aq,iFB, for a quark q is measured
for each bin i as:

Aq,iFB =
N q(i)−N q̄(i)

N q(i) +N q̄(i)
, (8.12)

where N q(i) is the number of entries in bin i of the cos θ distribution of the jets containing the
quark q and N q̄(i) is the same for jets containing the antiquark q̄. The distribution of AqFB
is re-binned by merging every five consecutive bins, and the resulting distribution is shown in
Figure 8.9b.
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Figure 8.10: The forward-backward asymmetry calculated per bin for all three flavours along
with their individual fits.

This re-binned distribution of AqFB is fitted over the entire range of cos θ with the function:

AqFB(cos θ) = 4

(
1− 4|Qe| sin2 θeff

1 + 8Q2
e(sin

2 θeff)2 − 4|Qe| sin2 θeff

)
(

1− 4|Qq| sin2 θeff

1 + 8Q2
q(sin

2 θeff)2 − 4|Qq| sin2 θeff

)
cos θ

1 + cos2 θ
(8.13)

and sin2 θeff as the fit parameter [175]. This expression is extracted from the following set of
equations:

AqFB(cos θ) =
8

3
·AqFB · cos θ

1 + cos2 θ
, (8.14)

AqFB =
3

4
· Ae · Aq, (8.15)

where Eq. 8.15 follows directly from Eq. 1.34 with Af being the chiral coupling asymmetry for
a fermion f . Af is related to the ratio of the vector and axial-vector couplings of the Z boson
to the fermion f , gfV and gfA, as shown in Eq. 1.31 which in turn has a one-to-one relation with
sin2 θeff through Eq. 1.19.

The asymmetry distributions are individually fitted for the three flavours. These distribu-
tions, along with the fit, are presented in 8.10. The values of AqFB are calculated from the fit
parameters sin2 θqeff using Eq. 8.15, 1.31, and 1.19. The resulting forward-backward asymmetry
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values for the three flavours are:

AbFB = 0.0983222± 0.0000012 (stat.)

AcFB = 0.0637820± 0.0000020 (stat.)

AsFB = 0.0991786± 0.0000026 (stat.),

where the AbFB and AcFB values were used to test the robustness of the AsFB measurement method
but not used in the measurement itself. The measurement by fitting the angular distribution
results in a statistical precision on the forward-backward asymmetry of the same order as that
by the counting method. The asymmetry for the strange quark, AsFB, can be measured with a
statistical precision of much less than 1%. For comparison, the measurement of strange quark
forward-backward asymmetry performed by the DELPHI experiment at the LEP collider had a
statistical precision of over 10% [174].

8.5 Conclusion

This investigation shows that the forward-backward asymmetry in the bottom and charm decay
channel of the Z boson can be measured with an absolute statistical precision of 1.2 · 10−6

and 2.0 · 10−6, respectively. Assuming systematic uncertainties below 10−5, an improvement by
almost three orders of magnitude compared to the combined measurements by the experiments
at the LEP collider and SLD [176].

This study also presents that the forward-backward asymmetry measurement in the strange
decay channel of the Z boson is possible with an absolute statistical precision of 2.6 ·10−6 at the
FCC-ee, considering a luminosity of 125 ab−1 at the Z resonance and the current developments
in jet flavour tagging. Using an alternative approach, the systematic uncertainty on AsFB was
shown to be possible to be constrained to below 10−5 [177].

8.6 Discussion

The assessment of systematic uncertainties was not performed for these studies. However, an
alternative recent assessment of the systematic and statistical uncertainty on AsFB gives values of
the order of 10−5 [177]. This estimate was obtained by extrapolating the ALEPH measurements
of AFB in inclusive hadronic decays [172, 173], and the b-asymmetry measurement [178]. That
analysis is based on hemisphere charge asymmetries and their first and second moments, and
is robust against QCD gluon radiation, a dominant systematic effect. Statistical uncertainties
were dominant at the LEP collider, with systematic uncertainties at the 10−3 level at that time,
primarily driven by the experimental statistics on jet charge determination. The uncertainty
from the charge separation is expected to decrease by a factor of 300 at the FCC-ee, while the
modern flavour taggers [2, 158] and planned detector improvements are assumed to improve the
systematic uncertainties originating from flavour purities by more than a factor of 15. With
the anticipated improvements in the measurement and modelling of strange particle and baryon
production, and of secondary interactions, together with the extensive internal controls offered
by modern analysis methods, the total statistical and systematic uncertainties for this method
were optimized to be of similar size by applying a substantially tighter flavour tag requirement,
and projected to be around 10−5. This confirms that systematic uncertainties will likely be
dominant over the statistical uncertainty determined earlier in this study.
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Vertex Detector Technology
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9 Silicon Detectors

The first multi-layered sub-detector system of most collider experiments is the tracking detector.
The goal of tracking detectors is to measure the path, or the trajectory, of charged particles as
they traverse the detector. The innermost layers of the tracking detector, which are positioned
the closest to the beam pipe, and thus the interaction point, are generally referred to as the
vertex detectors and are designed to precisely measure the passage of charged particles through
each layer in a high particle flux and radiation environment. These precise measurements are
necessary for an accurate reconstruction of the particle tracks and consequently the interaction
and decay vertices, known as the primary and secondary vertices, respectively.

The pointing resolution of a detector, describing the precision with which a track can be
extrapolated back to its point of origin, is mainly affected by two aspects: multiple Coulomb
scattering and the geometrical contribution to the error on the impact parameter, i.e. the
distance of closest approach of a track to the interaction point from geometrical extrapolation.

Multiple Coulomb scattering, or simply multiple scattering, occurs in the beam pipe as well
as in the layers of the detector system. Multiple scattering of a charged particle depends on
the material of the layers through which it passes. The angular deflection, θ, due to multiple
scattering roughly follows a Gaussian distribution, the RMS of which is given by [20],

θRMS =
13.6[MeV]

βcp
· z ·

√
x

X0

[
1 + 0.038 ln

(
x

X0

)]
, (9.1)

where z, p, and βc are the charge, the momentum, and the velocity of the charged particle,
respectively, and x/X0 is the thickness of the material in units of the radiation length. The
radiation length, X0, is the mean distance over which an electron loses all but 1/e of its energy
through bremsstrahlung. It signifies how far highly energetic electrons can travel within a
material before undergoing a significant interaction.

The impact parameter resolution is dependent on the intrinsic resolution and the positions
of the detector layers. A simplified two-layer detector, shown in Figure 9.1, demonstrates which
parameters are crucial for the performance of a vertex detector. For simplification, the layers
are assumed to be arranged in perfect concentric cylinders around the beam pipe at a distance
of r1 and r2. Only straight tracks are considered, passing the detector layers perpendicularly,
and the intrinsic resolutions of the two detector layers in the plane perpendicular to the beam
pipe are σ1 and σ2.

In the first scenario, the second detector layer is assumed to be perfect with σ2 = 0, while the
first detector layer has a resolution σ1 > 0. The error on the impact parameter, σb, is defined as
the scaled image of the position error due to the intrinsic resolution of the first detector layer.

σb
σ1

=
r2

r2 − r1
. (9.2)

Similarly, when the first detector layer is assumed to be perfect, while the second detector
layer has an intrinsic resolution σ2 > 0, the error on the impact parameter is,

σb
σ1

=
r1

r2 − r1
. (9.3)
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Figure 9.1: A simplified two-layer detector in planar geometry. The × symbol denotes the
interaction point, r1 and r2 are the distances of the two layers from the plane of the interaction
point, parallel to the detector layers. [179]

The total impact parameter resolution can be achieved by summing these two resolutions in
quadrature and adding the term σms, originating from multiple scattering in the beam pipe and
the first detector layer,

σ2b =

(
r2

r2 − r1
· σ1
)2

+

(
r1

r2 − r1
· σ2
)2

+ σ2ms . (9.4)

It must be noted that the impact parameter resolution directly depends on multiple scattering.
In first approximation, the measurement error from multiple scattering by a layer is σms =

r · θRMS, where r is the radial distance of the layer. The impact parameter resolution of a
detector is typically parametrised as,

σb = a⊕ b

p sin3/2 θ
, (9.5)

where a is the intrinsic resolution of the detector, b is the coefficient for multiple scattering, p is
the momentum and θ is the polar angle of incidence of a charged particle.

Certain detector characteristics, concluded based on Equation 9.4, are summarised below:

• Since r2 > r1, the coefficient of σ1 will always be greater than that of σ2. Therefore, the
resolution of the innermost detector layer should be as good as possible. Thus, the use
of high-resolution silicon pixel detectors is crucial for the innermost section of a particle
detector.

• The ‘lever arm’, i.e. the distance between the inner and outer layers, should be large to
minimise the scaling factor r2 − r1, but should be optimised to minimise the coefficient of
σ1.

• To minimise the coefficient of σ2 as well as the impact of the multiple scattering term, r1
should be small; therefore, the inner layer should be positioned as close to the beam pipe
as possible.

• To reduce the impact of multiple scattering from the beam pipe and the inner detec-
tor layer, these should constitute as low a material budget as possible. Therefore, for a
high-resolution silicon-based inner detector, the inner detector layer should be as thin as
possible.

A thin silicon-based vertex detector, with its innermost layer positioned very close to the
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Figure 9.2: The schematic of the energy-band structure of different categories of solids: (a)
insulators, (b) semiconductors, (c,d) conductors. The shaded region denotes a filled band. EG
is the energy difference between the two bands, also called the band gap. [179]

beam pipe, satisfies all these criteria. The working principle, basic design elements, types, and
performance of silicon-based detectors will be detailed in the following.

9.1 Semiconductor Devices

All solids can be divided into three broad groups based on their electrical conductivity: con-
ductors, semiconductors, and insulators, as shown in Figure 9.2. Silicon (Si), germanium (Ge),
gallium arsenide (GaAs), cadmium telluride (CdTe), and silicon carbide (SiC) are the most im-
portant semiconductors used for particle or radiation (X-rays or Gamma rays) detection, with
silicon being the most widely used material in semiconductor detectors. The bonds between
neighbouring atoms in semiconductors are less strong than in insulators, leading to a small
energy-band gap between the valence and conduction bands. This low energy-band gap can be
overcome by either thermal excitation or an external electric field, resulting in free electrons in
the conduction band and the absence of electrons, also referred to as holes, in the valence band.
Electrons and holes can move freely within their respective bands.

Semiconductors without external impurities are known as ‘intrinsic’ semiconductors. The
four valence electrons in a silicon atom form bonds with one neighbouring silicon atom each
to form the silicon lattice, in the same structure as that of the diamond lattice. In thermal
equilibrium, the generation and recombination of electrons in the conduction band and the
holes in the valence band are in balance, leading to n = p = ni, where n is the density of
electrons, p is the density of holes, and ni is the intrinsic carrier charge density. Through the
law of mass-action, this results in,

n · p = n2i = constant. (9.6)

The resistivity, ρ, of a semiconductor is defined as,

ρ =
1

e(nµe + pµp)
, (9.7)

where µe and µp are the mobilities of electrons and holes, respectively, and e is the elementary
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Figure 9.3: The schematic of the bond structures within (a) an n-doped and (b) a p-doped
silicon lattice. [179]

charge. In the condition of thermal equilibrium, Eq. 9.7 reduces to,

ρ =
1

eni(µe + µp)
. (9.8)

The electron and hole mobilities in silicon at the room temperature of 300K are known to be 1450
and 500 cm2V−1 s−1, respectively, while the intrinsic charge carrier density, ni, is approximately
1× 1010 cm−3 [179]. Therefore, the resistivity, ρ, of silicon at room temperature is ≈360 kΩ cm.

9.1.1 Doping

The conduction properties of a semiconductor can be selectively changed by introducing impu-
rities. These semiconductors are referred to as ‘extrinsic’ semiconductors. When an atom with
five valence electrons, like phosphorus (P) or Arsenic (As), is placed in the silicon lattice, it leads
to an excess of conduction electrons compared to the holes. This is called n-type doping, and the
impurity element is called a donor. Conversely, when an atom with three valence electrons, like
boron (B) or Aluminium (Al), is placed in the silicon lattice, it results in an excess of holes. This
is called p-type doping, and the impurity element is called an acceptor. The two doping schemes
are presented in Figure 9.3. Since the added impurity atoms are electrically neutral, the extrinsic
semiconductor is also electrically neutral. The majority carriers in an n-type semiconductor are
electrons, and holes are the minority carriers, and vice versa for p-type semiconductors.

Stronger n-type doping relative to the standard doping concentration is typically denoted by
n+ or n++, while weaker doping is denoted by n− or n−−. p+, p++, p−, and p−− are similarly
defined for varying strengths of p-type doping.

The positive charge carrier concentration, p, in a p-type semiconductor is approximately the
same as the concentration of the acceptor impurity, NA, because NA ≫ ni. Following Eq. 9.6,
n ≈ n2i /NA, while p ≈ NA ≫ n. Updating Eq. 9.7 for a p-type semiconductor, the resistivity is
given by,

ρp ≈
1

eNAµp
. (9.9)

Similarly, the resistivity of an n-type semiconductor is ρn ≈ 1/eNDµe.
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Figure 9.4: The doping and space-charge concentrations, strength of the electric field, and the
electrostatic potential at a p-n junction. [179]

9.1.2 Junctions

A semiconductor sensor to detect radiation constitutes a specialised case of a diode, which is a
fundamental electronic circuit element. When a p-type and an n-type semiconductor are brought
in contact, a p-n boundary, also called a p-n junction, is formed. The dominant charge carriers
or the majority carriers in p-type semiconductors are holes, while in n-type semiconductors,
these are electrons. The concentration gradient at the boundary results in a diffusion current,
where the electrons diffuse from the n-doped part to the p-doped part and the holes diffuse in
the opposite direction. These charge carriers recombine at the junction, forming a zone free of
mobile charge carriers, called the depletion zone or the depletion region.

Although the depletion zone is devoid of charge carriers, the atoms in the lattice remain
ionised. Therefore, the depletion zone is no longer neutral but features the so-called space
charge, as shown in Figure 9.4. With its holes having recombined, the p-doped part has a
negative charge density. Inversely, the n-doped part has a positive charge density. Therefore,
the depletion zone is also called the space-charge region. These opposite space charges in the
p- and n-doped regions create an intrinsic electric field. A drift current is induced due to this
intrinsic electric field in the opposite direction of the diffusion current. In the absence of an
external voltage, the diffusion current and the drift current are balanced. It must be noted
that despite the space-charge region, the whole semiconductor is still electrically neutral. The
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(a) (b) (c)

Figure 9.5: A p-n junction under three different biasing conditions: (a) without external
voltage, (b) with external voltage applied in forward biasing, (c) with external voltage applied
in reverse biasing. [179]

depletion region reaches deeper in the part which is more weakly doped, and the rise of the
electric field is slower compared to the strongly doped part. The magnitude of the electric field
is at a maximum at the junction.

In the energy-band model, at room temperature and in the absence of externally applied
voltage, this is represented by the bending of the valence and conduction energy-bands, with the
Fermi level being closer to the valence band of the p-type semiconductor due to holes being the
majority charge carrier, while being closer to the conduction band of the n-type semiconductor
due to the electrons being the majority charge carriers.

Depletion under External Voltage

The width of the depletion region can be manipulated by applying an external voltage difference
between the n-doped and the p-doped sides of the junction, and the electrostatic potential
between the two sides can either be enhanced or reduced depending on the polarity of the
external voltage. As the system is no longer in thermal equilibrium, the law of mass action no
longer holds, i.e. n · p > n2i or n · p < n2i .

If the external voltage applied to the p-doped side is positive relative to the n-doped side,
it is referred to as forward biasing the junction. The drift current is reduced compared to the
diffusion current. Under the influence of the external potential difference, more holes diffuse
from the p-doped side to the n-doped side and more electrons diffuse from the n-doped side to
the p-doped side compared to the diffusion rate at thermal equilibrium. The depletion region
in turn becomes narrower, as shown in Figure 9.5.

On the other hand, reverse biasing is when the external voltage applied is more positive
on the n-doped side or more negative on the p-doped side, relative to the opposite side. The
bending of the energy-bands becomes stronger, effectively reducing the diffusion current. The
depletion region becomes wider, as shown in Figure 9.5.

Diode Capacitance

As the depletion region at the junction of a p-n diode is free of mobile charge carriers, a planar
diode can be considered as a plate capacitor filled with a dielectric. Hence, the capacitance per
unit area can be defined as,

C

A
=
ϵϵ0
d
. (9.10)

Here A is the area and d is the width of the depletion region. The relative permittivity, ϵ, of
silicon is 11.9. Therefore, for a planar diode of thickness 25 µm, that is fully depleted along its
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Figure 9.6: A p-n junction as a semiconductor detector.

width, the capacitance per unit area is,

C

A
≃ 420

pF
cm2

.

As the thickness of the depletion region is directly dependent on the externally applied bias
voltage, the voltage required to fully deplete a sensor, referred to as the full depletion voltage,
can be determined by measuring the sensor capacitance. Increasing the reverse bias voltage
increases the thickness of the depletion region, thus decreasing the capacitance. However, the
thickness of the depletion region cannot exceed the thickness of the sensor. Hence, the voltage
at which the sensor capacitance converges to the minimum, reaching a plateau, represents the
depletion voltage. The capacitance does not reduce further upon increasing the reverse bias
voltage over the depletion voltage.

A p-n Diode as a Particle Detector

Figure 9.6 shows the cross-section of a reverse-biased planar diode, with the depletion region
highlighted by the marked region. A charged particle passing through the diode loses energy
due to ionisation, as will be detailed in Section 9.2, and generates electron-hole pairs. Photons
from radiation similarly transfer energy via the photoelectric effect and Compton scattering to
generate electron-hole pairs. The charges can be generated in three different regions based on
where the charged particle passes. A single electron-hole pair is considered in the following for
simplification. If the pair is generated in the p-doped region, the electron and hole diffuse and
when the electron, if it avoids recombination, reaches the boundary of the depletion region, it
experiences the electric field and drifts towards the positive electrode to get collected. Similarly,
a hole generated in the n-doped region will diffuse to the depletion region boundary and be
collected by the negative electrode.

When an electron-hole pair is generated within the depletion region, the electron and hole
experience the force due to the electric field in opposite directions and induce a current in the
respective electrode. The current generated by the collection of these charges can be measured,
possibly amplified, and read out. Thus, a hit can be detected. A fully depleted diode is desirable
for particle detection, as the lack of free mobile carriers in the depletion region reduces the
probability of recombination of the generated charge. The strong electric field in the depletion
region also makes the charge collection fast, as drift is the main mode of transport within the
depletion region. The lack of free mobile charges also results in lower noise within the depletion
region compared to the undepleted region, where the concentration of the thermally generated
charge carriers may significantly exceed that of charge generated by an ionising particle.

Leakage Current

A small undesirable current is observed in semiconductor detectors and reverse-biased semicon-
ductor junctions. Even in ideal diodes, the current is observed due to the movement of the
minority charge carriers. This is called the leakage current. In semiconductor detectors, the
main cause for leakage current is the thermal generation of electron-hole pairs in the depletion
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Figure 9.7: The cross-section of (a) a basic MOSFET structure and (b) the realisation of an
NMOS and PMOS transistors on the same substrate, also called CMOS. [179]

region. This current manifests as one of the sources of noise in silicon-based radiation detectors.

9.1.3 Transistors

The metal-oxide-semiconductor (MOS) structure is a double interface made of the three media.
It is the most widely used structure in field-effect transistors (FET). Chip electronics nowadays,
including detector readout, consists of MOSFETs. The MOSFETs are used in combination of
the so-called NMOS and PMOS, fabricated on the same substrate, into the complementary MOS
(CMOS) electronics. A cross-section of the MOSFET and a CMOS structure is shown in Figure
9.7. An NMOS transistor uses high-dose n-wells within a lightly p-doped substrate to form the
source and the drain nodes of the transistor. However, as the substrates are generally p-doped,
a deep n-well is formed within the substrate that houses the PMOS transistor and high-dose
p-wells within this deep n-well are used to form the source and the drain nodes of the transistor.
The channel is an inversion region to which minority charge carriers are attracted at high enough
reverse bias voltages at the metal gate contact. The current then flows between the source and
drain and is steered by the gate voltage.

The current through a MOSFET is exponentially dependent on the gate voltage and the
voltage difference between the source and the drain nodes when it’s being operated in the so-
called triode or linear regime. The current Ids is defined as,

Ids = I0e
(κVg−Vs)/UT

(
1− e−(Vd−Vs)/UT

)
, (9.11)

where Vg, Vs, and Vd are the voltages of the gate, the source, and the drain, respectively, and
UT is the thermal voltage. κ is the sub-threshold slope factor, signifying the influence of the
gate voltage on the channel potential. This current, however, saturates after the drain-source
voltage gradient crosses a threshold and becomes independent of further increase. The current
after saturation is,

Ids = I0e
(κVg−Vs)/UT . (9.12)

9.1.4 Basic CMOS Circuits

The CMOS technology is used extensively to design electronic circuits of varying complexity. A
few basic circuits, such as the source-follower and the multiplexer, are fundamental components
of the in-pixel or on-chip circuitry of the test systems studied and detailed in this thesis. These
are briefly described below.
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Figure 9.8: The schematic circuit diagram of a source-follower.

Source-follower

Figure 9.8 shows the schematic of a source-follower. It consists of an input transistor, whose
source is connected to the drain of a biasing transistor that acts as a current source. An NMOS
source-follower, as shown in Figure 9.8, consists of two NMOS transistors, while a PMOS source-
follower consists of two PMOS transistors.

The gate voltage of the bottom transistor, with its source kept at ground, is biased to make
it act as a constant current source. The drain of the upper transistor is set to the upper ceiling.
The gate of the upper transistor is the input node of the source-follower. The output node is
the shared node between the two transistors. Once the input voltage turns the upper transistors
on, the current through it starts charging the node capacitance of the output node. The output
voltage settles once the capacitor is fully charged, making I1 equal to the bias current Ib. The
two currents, following Eq. 9.12 and assuming the two transistors to be identical, are,

I1 = I0e
(κVin−Vout)/UT ,

Ib = I0e
(κVb)/UT .

Since, I1 = Ib, this results in,

κVin − Vout = κVb (9.13)

⇒ Vout = κ(Vin − Vb). (9.14)

Thus, the output voltage follows the input voltage with an amplification factor less than one.

4-to-1 multiplexer

Transistors can be used to build circuit elements that perform dedicated logic operations, like
AND, OR, and NOT, called logic gates. The logic gates take several inputs, perform the predefined
logic operation, and produce an output. These logic gates can be combined to perform more
complex operations in the so-called combinatorial logic circuits. One such circuit is the multi-
plexer, which takes several inputs and passes one of them to the output. The selection of the
input that will be passed to the output is done by the selection bits.

Figure 9.9 shows a 4-to-1 multiplexer, which takes four inputs and has two selection bits to
select which input to pass through to the output node. Table 9.1 shows the output values of the
circuit for every possible combination of the selection bits. Here, Ii is the ith input, Y is the
output, and S0 and S1 are the selection bits. The truth table can directly be translated into a
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Figure 9.9: The schematic diagram of a 4-to-1 multiplexer. The shown circuit elements are
different logic gates.

S0 S1 Output
0 0 I0

1 0 I1

0 1 I2

1 1 I3

Table 9.1: Truth table for a 4-to-1 multiplexer.

Boolean logic as,
Y = S̄0S̄1I0 + S0S̄1I1 + S̄0S1I2 + S0S1I3, (9.15)

where a bar represents a NOT operation, a multiplication represents an AND operation, and an
addition represents an OR operation. This Boolean logic is represented by the circuit shown in
Figure 9.9 that can be used to select one out of four possible input options.

9.1.5 Radiation Damage

Semiconductor detectors are affected by damage when operated in environments with highly
energetic radiation. The mechanism for radiation damage is classified into two main types:
non-ionising radiation damage and ionising radiation damage.

Ionising Radiation Damage

The sensor volume of the silicon bulk in a semiconductor detector is unaffected by the ionising
radiation damage. The charge generated in the sensitive layer of the silicon bulk by an ionising
particle drifts or diffuses towards the corresponding electrode and is collected. However, highly
energetic ionising radiation can also generate charge in the insulating layers, like the SiO2 layer
in a MOS structure, which can drift or diffuse towards the Si-SiO2 interface and get trapped
there. Therefore, this type of damage is also known as surface damage. Accumulation of these
charges at the interface can result in parasitic electric fields and alter the gate voltage of the
MOSFETs in the readout circuitry of silicon detectors.
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The total ionising dose (TID) effects are independent of the particle type and are quantised by
the radiation dose, representing the ionisation energy absorbed by the detector. The radiation
dose is specified in two related units: Gray (Gy), which is equivalent to 1 J kg−1, and rad, which
is equivalent to 0.01Gy.

The importance of the TID effect tends to diminish with decreasing technology feature size,
primarily due to the reduced thickness of the insulating SiO2 layers. In the 65 nm CMOS
technology, which constitutes the test structure presented in this thesis, the TID effect is minimal
at the radiation levels expected at the FCC-ee; therefore, it is not discussed further.

Non-ionising Radiation Damage

The non-ionising radiation damage is associated with the non-ionising energy loss (NIEL) mech-
anism, which is dependent on the type and the energy of the particle. The NIEL damage
manifests in bulk damage of the silicon lattice, as the non-ionising radiation displaces silicon
atoms from their position in the lattice. This damage results in changes in the electrical char-
acteristics of the silicon bulk and is seen in effects like increased leakage current and trapping
of generated charges. NIEL is represented in the equivalent fluence of neutrons with the energy
of 1MeV per square centimetre, thus with a unit of 1MeV neq cm−2.

The lifetime of the mobile carriers is impacted by the NIEL damage. The doping characteristic
of the p-doped bulk or n-doped wells can also be affected due to the displacement of the donor
or acceptor atoms, or the formation of localised positively- or negatively-charged regions within
the space-charge region, thus affecting the depletion.

The leakage current, introduced in Section 9.1, also increases with NIEL damage, resulting
in higher noise post irradiation. The change in leakage current in a p-n junction is directly
proportional to the fluence Φ,

∆I = αAzΦ, (9.16)

where, α is the current damage factor, A is the area of the p-n junction, and z is the thickness
of the depletion region [180].

Annealing

The radiation-induced damages mentioned above, as well as their evolution over time, are tem-
perature dependent [179]. The process of treating an irradiated sample with heat to induce
physical changes in the solid is called annealing. Short-term annealing can repair certain effects
of radiation damage, like reducing the leakage current. However, a prolonged thermal exposure
can have a detrimental impact on the detector, resulting in an increased depletion voltage and
worsened charge trapping. To minimise the impact of annealing on irradiated test structures
while they were not being studied, they were kept at a temperature of −18 ◦C.

9.2 Particle Interaction with Matter

Particles interact with matter via several different processes, thus depositing energy in the
material, and these interaction processes are fundamental in the detection of particles. These
interactions can be categorised based on the type of particles. Interactions of three types of
particles are discussed here: heavy charged particles, electrons, and photons.
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Figure 9.10: The mass stopping power for positive muons µ+ in copper as a function of βγ
over nine order of momentum magnitudes. The solid curves show the total stopping power and
the vertical bands represent the boundaries between different approximations. [20]

9.2.1 Interaction of Heavy Charged Particles with Matter

Heavy charged particles primarily interact with matter via ionisation and atomic excitation,
i.e. the charged particle interacts with the orbital electrons, exciting them or forming electron-
ion pairs. Ionisation of the material is the basis of several particle detectors, including silicon
detectors. The mean energy loss of a charged particle, dE, over a path length, dx, or the stopping
power, is described by the Bethe-Bloch equation [20]:

−
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]
, (9.17)

where z is the charge of the incoming charged particle, and β = v/c and γ = 1/
√

1− β2

are its relativistic parameters with v being the particle’s velocity, Z and A are the atomic
number and atomic mass of the material, while I is the mean excitation potential, Tmax is the
maximum transferable kinetic energy to an electron in a single collision, and δ is the density
effect correction, dependent on βγ.

The energy loss or the stopping power for a positively-charged muon as a function of its
momentum is shown in Figure 9.10. The Bethe-Bloch equation approximates the behaviour in
the central region of the plot for the range 0.1 ≲ βγ ≲ 1000. The mean energy loss reaches
a minimum for βγ ≈ 3, and the particles with the corresponding energy are referred to as
minimum ionising particles (MIPs). Given that all charged particles deposit energies equivalent
to or higher than MIPs, detection of MIPs forms the limiting case in particle detection through
ionisation. Further quantum effects, like atomic binding of the electrons, have to be considered
at lower energies and radiative losses, like bremsstrahlung, become relevant at very high energies
[20].

The probability density function (PDF) of the fluctuations in energy loss, called the energy
straggling function, is dependent on the thickness of the absorber material. For thick absorbers,
the PDF can be approximated by a Gaussian function. However, for thin silicon absorbers, as
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(a) (b)

Figure 9.11: Energy loss in thin silicon absorbers. (a) Energy straggling function of a 500MeV
pion in silicon layers with varying thickness. The function has been normalised to unity at the
most probable energy loss value (∆/x). w is the full-width-at-half-maximum (FWHM). [20] (b)
The most probable energy loss values for very thin silicon as a function of the layer thickness,
following the Bichsel function, for all particles with βγ > 100. [181]

in silicon detectors, the PDF is better described by a Landau function [20], with the ionisation
by the secondary δ-electrons resulting in the tail of the function, as shown in Figure 9.11a. For
ultra-thin absorbers with x < 160 µm, even the Landau model becomes inadequate, and a better
description of energy loss PDF is given by the ‘Bichsel functions’ [181], as the Landau model
underestimates the most probable energy loss. The dependence of the most probable energy
loss and the full-width-at-half-maximum as a function of the thickness, x, following the Bichsel
model, is shown in Figure 9.11b. It must be noted that the most probable energy loss in a silicon
layer with a thickness 20–30 µm, similar to detectors presented in this thesis, generates around
60 electron-hole (e-h) pairs per micron of path length, unlike the generally quoted value of 80
e-h pairs per micron, which is valid for thicker layers [182].

9.2.2 Interaction of Electrons with Matter

Due to their low mass, the interactions of electrons must be considered separately. Electrons
interact with the orbital electrons of the material they are passing through, resulting in scattering
and the loss of a large fraction of their energy. Additionally, the electrons can also lose their
energy through interactions with the atomic nuclei and radiative processes like bremsstrahlung.
Unlike heavier charged particles, where radiative losses only become relevant at the highest
energies, electrons with moderately high energies of a few tens of MeV lose their energies mainly
through radiative processes.

The material budget of detectors is generally conveyed in the units of radiation length, X0.
However, the energy loss through ionisation is still the most important effect in detection tech-
niques.

9.2.3 Interaction of Photons with Matter

The three processes that dominate the interaction of photons with matter are: photoelectric
effect, incoherent or Compton scattering, and pair production [183]. The photoelectric effect
refers to the absorption of a photon by an orbital electron, which is consequently ejected from
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the atom. The energy of the ejected electron, E, is given by,

E = hν − E0, (9.18)

where ν is the frequency of the incident photon and E0 is the binding energy of the electron.
The photoelectric effect is the dominant interaction process for low-energy photons. Compton
scattering refers to the inelastic scattering of photons with free electrons. If the energy of the
incident photon is high enough compared to the binding energy, the electrons can, in principle,
be considered free. High-energy photons undergo pair production, which is the conversion of a
photon into an electron-positron pair. It occurs in the presence of an electric field and a third
body, typically atomic nuclei, in order to conserve momentum. The minimum energy required
for pair production is 2mec

2. The mean free path for pair production, λγ , is related to the
radiation length [20],

λγ =
9

7
X0. (9.19)

9.3 Methods for Charged Particle Detection

Particle detectors are generally designed to detect particular types of particles and are spe-
cialised to measure certain properties of these particles. Experiments mentioned in Chapter
3 host sub-detectors that are each sensitive to different types of particles and each measure
specific properties of the particles that pass through them. Detectors designed to measure the
trajectories, charge, and/or momentum of charged particles are classified as tracking detectors.

Table 9.2 summarises the typical spatial resolution of several charged particle detectors. The
physical principle used by all these detectors is essentially the same. An incoming charged
particle ionises the sensitive medium within the detector, and the charge generated this way is
either directly collected by or indirectly induces charge on an electrode, which is then read out.
The readout is typically done electronically.

Detector Technology Typical spatial resolution
Bubble chamber 10–150µm
Drift chamber 50–100µm

Micro-pattern gas detectors 30–40 µm
Silicon strip pitch/

√
12

Silicon pixel ≲10 µm
Table 9.2: Typical spatial resolution of different charged particle detectors. [20].

9.4 Particle Detection with Semiconductor Detectors

Detection of charged particles with semiconductor devices follows the same fundamental principle
as the one described in Section 9.1 for a reverse-biased p-n junction. A charged particle passing
through the sensor generates charge within the p-bulk, which can be implemented by silicon
grown by the float-zone (FZ) or Czochralski (Cz) processes or epitaxial silicon, depending on
the type of sensor. In the reverse-biased configuration, the electron carriers move towards the
positive n+-implants, while the holes move in the opposite direction towards the p++-substrate
or backplane. The charge is either directly collected by the input pad of the readout electronics
or induces a signal by moving in the electric field.
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When the charge collection implant and the readout metal pad are separated by a capacitor,
they are said to be capacitively-coupled or AC-coupled, as opposed to when they are directly
connected, which is referred to as DC-coupled. DC-coupling generally results in a shift in
the baseline as well as its variations, due to the leakage current reaching the readout stage,
whereas only the AC signal is propagated to the readout channel by the capacitor in the AC-
coupled configuration. Hence, better noise performance is seen in AC-coupled detectors, and
this configuration allows for the application of higher voltages for the depletion of the sensitive
area of the detector.

Silicon is the most widely used element in semiconductor detectors, also referred to as solid-
state detectors or SSDs. Several reasons make silicon a suitable medium for designing detectors
[184]. The small band gap in silicon means that very low energy of 3.6 eV is required to generate
an electron-hole pair. In comparison, the energy required to generate an electron-ion pair in a gas
is about 30 eV. This fact, combined with the increased mass density of silicon, makes it possible
to design compact detector modules. Silicon detectors also do not typically employ charge
multiplication techniques, unlike most gaseous detectors. The charge deposition by minimum
ionising particles in a silicon detector with the thickness of the sensitive region of 300 µm produces
a charge of about 3.5 fC or 22000 electrons [20].

Most of the commercial electronics are silicon-based, making the large-scale production of
highly granular detectors streamlined. Silicon detectors can also be designed to withstand high
irradiation levels, making them an appropriate detection technology to be placed very close to
the interaction point.

Figure 9.12: The conceptual design of single-sided silicon detectors with different geometries.
n+ and n− refer to stronger or weaker doping relative to the standard n-type doping, similar
representations are used for p-type doping. [179]
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9.4.1 Silicon Detector Geometries

Semiconductor detectors can be designed single-sided or double-sided, depending on whether
the silicon wafer undergoes fabrication processing on only one side or both sides. Double-sided
detectors can incorporate more variable and complex designs and can be used for two-dimensional
measurements with the same material. However, this requires excessive precautions to protect
the already processed side of the wafer. On the other hand, single-sided detectors are simpler
and more cost-effective to fabricate. Therefore, most large area detectors for high-energy physics
experiments, including the test structure presented in this thesis, are designed as single-sided
detectors. Hence, only single-sided detectors will be discussed in the following.

Some of the important geometrical configurations of silicon particle detectors can be p-n
junction or area diodes, strip detectors, and pad or pixel detectors, as shown in Figure 9.12.
An area diode is the simplest detector geometry of the size of a few cm2, doped to create a p-n
junction, which is depleted by operating the diode in reverse bias configuration. The area diode
can be surrounded by a guard ring to sink the leakage current coming from the edges of the
sensitive volume, thus reducing the noise.

If the top implant of the diode is subdivided into strips, the device is known as a strip
detector. Strip detectors can be used to precisely measure only one spatial coordinate, but do
not host a very complex readout system. The pitch of the detector is defined as the distance
between the centers of two adjacent strips. The chip electronics can be placed at the edges of
the strips, and the detector with N strips requires only N readout channels. The ATLAS and
CMS experiments at the LHC employ silicon microstrip detectors as their large area tracking
detectors.

The detector can be subdivided into smaller implant areas at the surface instead of strips.
If the size of these implants or pads is small enough, they are referred to as pixel detectors.
Pixel detectors in high-energy physics experiments generally have rectangular or square shapes;
however, other geometrical structures, like a hexagon, can also be used. Unlike strip detectors,

Figure 9.13: The cross-section of (a) a typical hybrid pixel detector and (b) a typical MAPS-
based pixel detector. The hybrid pixel detector features a sensor that is bump-bonded with the
readout electronics, while the MAPS-based pixel detector combines the two into a single silicon
volume. [182]
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pixel detectors have more complex readout architectures and require significantly more readout
channels: N2 readout channels for a detector with N × N pixel grid. The innermost layers of
the tracking detectors in the ATLAS and CMS experiments use hybrid pixel detectors.

Pixel detectors enable a precise three-dimensional space-point measurement, even in environ-
ments with high particle fluxes. The occupation density or occupancy, signifying the fraction
of readout channels registering a hit by a traversing particle, in vertex or tracking detectors, is
very high due to their proximity to the interaction point. Pixel detectors are therefore ideal for
the detector subsystem placed closest to the interaction point. Two broad categories of pixel
detectors, based on the fabrication of the sensor and readout electronics, namely, hybrid and
monolithic, will be discussed below.

9.4.1.1 Hybrid Pixel Detectors

Hybrid pixel detectors, shown in Figure 9.13, are composed of two parts, the sensing volume
and the section containing the readout circuitry. The pixel sensor is a silicon diode subdivided
into pixel cells, and the readout chip with CMOS architecture is designed with exactly the same
cell pattern. The sensor and the readout chip are connected via a microscopic connection that
is electrically and thermally conductive, referred to as a bump bond, for every pixel. The pixel
sensor is operated in a reverse bias configuration at a high voltage to fully deplete the sensing
volume. The full depletion of the sensor and the high electric fields experienced by the mobile
charge carriers generated by a passing particle make hybrid pixel sensors the detector of choice
in high radiation environments. The fine granularity of the pixel detectors also makes them very
efficient in applications with a high rate of particle incidence. Therefore, the majority of the
HEP experiments use hybrid pixel detectors as the detector technology for layers closest to the
interaction point.

The sensor and the readout chip of a hybrid pixel sensor can be optimised individually, and
the same readout chip can be used for different types of sensors. However, the fabrication and
the assembly of the pixel sensor and the readout chip can be cost-intensive, and the readout chip
adds to the material budget, affecting the track reconstruction and the momentum resolution
of the detector due to multiple scattering and secondary interactions in the readout part of the
detector. Additionally, the bump bonding can be a limit to the pixel pitch size.

9.4.1.2 Monolithic Pixel Detectors

Since the pixel sensor and the readout chip are both fabricated on silicon, it is possible to
integrate the two on the same silicon wafer, resulting in a monolithic pixel detector, as shown in
Figure 9.13. Thus, monolithic pixel detectors significantly reduce the material thickness of the
detector. There are several technologies that can be used to achieve monolithic detectors, like
DEPFET, silicon-on-insulator (SoI), and monolithic active pixel sensors (MAPS).

Monolithic pixel detectors have a few major challenges. Designing monolithic detectors with
commercial CMOS technologies is important to reduce costs. Achieving a sufficiently large
depletion region while keeping the pixel capacitance low to attain a good signal-to-noise ratio and
reduce the power consumption is difficult and requires advanced optimisation. For application
in HEP experiments, tolerance to a high radiation environment is critical, which can be hard
due to the lower depletion depths in monolithic detectors because of the limits on the applied
depletion voltages.

Most of the commercial CMOS technologies only offer low-resistivity substrates, which are
not suitable for designing monolithic sensors, as the depletion depth d is dependent on the
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substrate resistivity (ρ) and bias voltage (V ),

d ∝
√
ρV . (9.20)

However, CMOS imaging technologies feature an epitaxially grown high-resistivity layer with
a thickness of the order of 10 µm. Unlike DEPFET pixel detectors, MAPS use commercial
CMOS technology. Deep n-type and p-type implants, called wells, are introduced within the
epitaxial p-type bulk. The n-type implants form the collection diodes to collect electrons, while
the readout electronics of the MAPS are implemented within deep p-wells. The high resistivity
of the epitaxial layer, compared to the substrate, allows it to be used as the sensing volume of
the MAPS-based pixel detector. The n-well that houses the PMOS transistors of the readout
CMOS circuitry can also collect the charge generated by a traversing charged particle. The
deep p-well shields the PMOS transistors of the readout circuitry from collecting the generated
charge.

The small pixel size in MAPS-based pixel detectors results in an excellent spatial resolution.
However, the energy resolution of MAPS tends to be lower than hybrid pixel detectors, as about
1500 electron-hole pairs are generated in a 25 µm thick epitaxial layer by a traversing minimum
ionising particle. This is lower by an order compared to the typical 300µm thick silicon detectors.
The lower energy resolution consequently limits the particle identification capabilities of MAPS.

With considerably shallower depletion depths compared to hybrid pixel detectors, MAPS are
not as tolerant to extremely high radiation levels. However, they are still efficient at low to
moderate levels of irradiation (O(1013-1015 NIEL)). Their performance can be further enhanced
by improving the depletion of the sensitive volume. With some design optimisations, even full
depletion of the sensing volume of the MAPS-based pixel detectors can be achieved. Such
monolithic sensors are called depleted MAPS or DMAPS, which are the subject of this thesis.

9.5 MAPS Detector Properties

A few properties of pixel detectors, the measurements of which are critical to characterise a de-
veloping detector technology, are described below. These properties will be repeatedly referenced
while studying the performance of the test structures presented in this thesis.

9.5.1 Charge Collection

During laboratory tests of MAPS-based test structures, a radioactive source with monochromatic
X-rays is used. The main process of interaction of soft X-rays is the photoelectric conversion.
The emitted photo-electron has a range of ≲1 µm, hence, it will generate almost all of the
electron-hole pairs inside the region where the photoelectric conversion has taken place. Three
such regions can be identified: depleted region, undepleted region, and substrate.

If the photoelectric conversion takes place within the depleted region in the epitaxial layer,
all of the charge tends to be collected by the same pixel by drift. However, if it takes place
outside the depleted region but still within the epitaxial region, the electrons are trapped within
the epitaxial layer and thermally diffuse within it until they either recombine or encounter the
boundary of the depletion region of the pixel or one of the neighbouring pixels and get collected.
In this case, the charge may be shared among neighbouring pixels. If the photo-electron generates
charge in the substrate, the electrons diffuse within the substrate, and the ones that reach the
epitaxial layer get trapped there and either recombine or get collected.

The entire charge generated in the first two cases is expected to be collected, but in the third
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Figure 9.14: Section of a pixel matrix showing charge generated by a passing charged particle
being shared among neighbouring pixels. The red dot represents the incidence of a charged
particle. The region with the green shade shows the pixels that collected the charge generated
by the incident particle, with the darker shade representing a larger fraction of charge collected.

case, the collected charge tends to be less than the generated charge.

9.5.2 Charge Sharing

When a charged particle passes through the matrix of a silicon pixel detector, it generates charge
in the form of electron-hole pairs by ionising the sensitive region of the pixel. In the reverse-
biased configuration, the electrons drift towards the n-doped collection electrode. However,
when the incident charged particle passes near the edge or the corner of a pixel, the generated
charge can diffuse across the pixel boundary and get collected by the neighbouring pixel. This
phenomenon is generally referred to as charge sharing among pixels. The group of pixels that
collect charge generated by a passing charged particle are referred to as a cluster.

Charge sharing has a direct impact on the detector performance. If a large fraction of the
generated charge is shared with the neighbouring pixels, the charge collected by the seed pixel,
which is the pixel that collects the most charge, may not exceed the threshold set to reduce noise.
Therefore, detectors with high charge sharing tend to have low efficiencies at higher thresholds.
Since the charge is mainly shared between the pixels by diffusion, especially in the case of very
thin detectors, partial depletion of the sensitive region tends to increase charge sharing, while
there is minimal charge sharing in fully-depleted detectors.

However, if the charge is only collected by the pixel on which the charged particle was incident,
the position of the particle hit can be best assigned as the center of the pixel. Whereas, in the
case of charge sharing, the cluster position can be defined by the center of gravity of the pixels
that collect charge over the threshold, improving the spatial resolution of the detector. If the
information on the charge collected by the pixels is available, a charge-weighted center of gravity
can be calculated, which may further improve the spatial resolution of the detector.

9.5.3 Spatial Resolution

The position of a passing particle is defined either by the seed pixel position or the cluster
position within the matrix of the silicon pixel detector. A residual is defined as the distance
between the cluster position and the true point of incidence of the charged particle on the
detector. The residuals are generally defined separately in the x- and y-axis. The standard
deviations of the Gaussian distributions of these residuals are referred to as the resolutions in
the respective axes. The arithmetic or geometric mean of these resolutions, depending on the
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geometry and correlation of the residuals in the two axes, is referred to as the spatial resolution
of the detector.

The limit of the spatial resolution along a particular axis is the spatial resolution of a detector
with no charge sharing. For such a detector with a pitch of p along the dimension x, assuming
a uniform distribution of points of incidence of charged particles, the variance of the spatial
residuals will be,

⟨∆x2⟩ = 1

p

∫ p/2

−p/2
x2dx =

p2

12
. (9.21)

Therefore, the limit of the spatial resolution along an axis is p/
√
12, where p is the pitch of the

detector along that dimension.

9.6 FCC-ee Vertex Detector

MAPS, with a potential to achieve excellent spatial resolution, low material budget, and minimal
power consumption, are ideally suited to satisfy the stringent requirements of the FCC-ee vertex
detector. It has, therefore, been chosen as the technology for the vertex detectors of all four
detector concepts being developed for the FCC-ee, as mentioned in Chapter 3. Continued R&D
efforts in collaboration with experiments that have synergistic detector requirements are essential
to optimise the MAPS technology, making it the most promising candidate for the FCC-ee vertex
detector. The upgrade of the ALICE inner tracking system offers such a possibility, and the
developments towards the same will be detailed in the following chapters.
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10 The ALICE Tracking System Evolution and
the Analogue Pixel Test Structure

A Large Ion Collider Experiment (ALICE) [185] is one of the four experiments at the Large
Hadron Collider. It was designed as a specialised experiment to study nuclear collisions. It
primarily investigates the nature of the Quark-Gluon Plasma (QGP) through the heavy ion
Pb-Pb collisions. The heavy ion studies are complemented by the precision measurements from
p-Pb and p-p collisions. The innermost parts of the ALICE apparatus encounter a high flux
of charged particles. The ALICE apparatus features tracking detectors with excellent position
resolutions, which are required to measure the trajectory of these charged particles and detectors
to aid in the particle identification (PID) of these charged particles.

Figure 10.1 shows that the ALICE experiment consists of a barrel and a forward muon arm.
The barrel consists of the inner silicon tracking detectors called the Inner Tracking System (ITS),
a Time Projection Chamber (TPC), two subdetectors to aid in particle identification: the Tran-
sition Radiation Detector (TRD) and the Time-of-Flight (ToF) detector, two electromagnetic
calorimeters: EMCAL and PHOS. These detector systems are enveloped by a solenoid magnet.
The forward muon arm comprises a complex arrangement of muon tracking detectors, muon
walls, and muon triggers.

FCC-ee, being an ultra-precision machine, imposes extreme requirements on its vertex detec-
tors, similar to the ALICE inner tracking system. Excellent vertex reconstruction and resolving
secondary vertices is essential to precision studies of the Higgs boson and flavour physics at the
Z resonance. Heavy flavour tagging performance can be improved with vertex reconstruction,
and the reconstruction of the τ lepton decay vertices is essential for precision τ physics.

The requirements from the innermost sub-detectors of the FCC-ee and the ALICE apparatus
to meet their respective physics goal are equivalent, as presented in Table 10.1. An excellent
spatial resolution, resulting in a good vertex resolution, is critical for heavy-flavour tagging.
A low material budget is crucial to measure the low momentum tracks in heavy ion collisions

Figure 10.1: The detector layout of the ALICE apparatus. [185]
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ALICE ITS3 FCC-ee
Spatial resolution 5 µm 3µm

Material budget (x/X0 per layer) 0.07% 0.3%

Radiation tolerance (NIEL) 1013 1MeV neqcm−2 ∼ 1013 1MeV neqcm−2

Radiation tolerance (TID) 10 kGy ∼10 kGy

First layer radius 19mm 13.7mm

Power density <40mWcm−2 ∼50mWcm−2

Table 10.1: The requirements from ALICE Inner Tracking System upgrade (ITS3) and the
vertex detector of the FCC-ee that must be satisfied to meet the main physics goals [91, 186, 187].

in ALICE, and the excellent track resolution needed by the FCC-ee. The radiation tolerance
required by the sensors is moderate in the case of ALICE and moderate to high for the FCC-ee.
Low power density is needed in both experiments to allow air-cooling of the sub-detectors. This
alignment in the requirements makes ITS3 a stepping stone for the R&D on the FCC-ee vertex
detector.

10.1 The ALICE Inner Tracking System

The ALICE ITS serves as an ideal example to demonstrate the evolution of tracking and vertex
detector technology. The first version of the ITS [189] consisted of two innermost layers of Silicon
Pixel Detectors (SPD), two middle layers of Silicon Drift Detectors (SDD), and two outer layers
of double-sided Silicon Strip Detectors (SSD). These layers were located between the radii of
39mm and 430mm. The inner layers were designed for a high particle density of up to 100

particles per cm2 per readout frame, while strip detectors were deemed sufficient for the outer
layers with track densities falling to the level of one particle per cm2 per readout frame. All
detector components were optimised to achieve a radiation length of 1.14% X0 per layer, the
lowest among all LHC experiments at the time [190]. The impact parameter resolution of the
ITS was 75 µm at transverse momentum above 1GeV. A major limitation of the ITS was its
maximum readout rate of 1 kHz irrespective of the detector occupancy, with a dead time close

Figure 10.2: The conceptual layout of the ITS2. The inner barrel consists of the three innermost
layers while the outer barrel consists of the two middle and the two outer layers. [188]
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Figure 10.3: The cross section and the top view of a pixel of a MAPS used in the ALPIDE
chip. The arrow represents a charged particle passing through the pixel sensor and the wobbling
lines represent the excited electrons. [194]

to 100% [182].
The upgraded version of the ITS [188], referred to as the ITS2, replaced the entire detector

with a seven-layer pixel detector. The Inner Barrel (IB) consists of the three innermost layers,
while the Outer Barrel (OB) consists of the two middle and the two outer layers. Figure 10.2
shows the detector layout. The detector upgrade consists of several improvements: reduction
of the radius of the innermost layer from 39mm to 23mm; reduction of the material budget
from 1.14% of a radiation length per layer to 0.36% of a radiation length per layer; reduction
in the pixel size from 50 µm× 425 µm to 27 µm× 29 µm, which are thinned down to 50 µm and
100 µm for the IB layers and the OB layers, respectively. The barrel layers are segmented in
the azimuth into mechanically independent elements called staves. The structure of these staves
consists of a carbon fibre-based truss-like lightweight support structure, referred to as the Space
Frame, a cold plate that embeds the cooling pipes, and the Hybrid Integrated Circuit (HIC),
consisting of a flexible printed circuit which interconnects several pixel chips and contains other
passive components. The ITS2 consists of 12.5 Gigapixels, comprising a total active silicon area
of 10m2.

10.1.1 The ALPIDE Chip

The ITS2 upgrade requirements led to the development and design of the ALICE Pixel Detector
(ALPIDE) chip [191]. It is based on MAPS, enabling the fabrication of remarkably thin sensors
through the integration of the sensor and readout chip, which can be designed cost-effectively
using commercial CMOS technologies. MAPS were already being used in high-energy physics
experiments, like the STAR PXL detector [192], but further R&D was necessary owing to the
stringent requirements of the ITS2 upgrade. The ALPIDE chip was designed in the 180 nm

CMOS technology and was fabricated with a deep p-well imaging process provided by TowerJazz
[193]. Figure 10.3 shows the cross-section of a pixel in the ALPIDE chip. The pixel consists of a
very small n-well collection electrode of a 2 µm diameter leading to a minute capacitance (∼ fF).
The p-type epitaxial layer has a thickness of 25 µm. The deep p-well shields the in-pixel circuitry
from collecting the generated charge. A reverse bias is applied via the collection electrode to
expand the depletion region for better charge collection.

The chip satisfied the key objectives of low power consumption of about 40mWcm−2 and
achieving higher radiation tolerance. With the pixel size of 27 µm × 29 µm, the ALPIDE chip
can reach resolution lower than the required 5 µm for the inner barrel layers and 10 µm for the
outer barrel layers. Since its installation, the ITS2 has continuously operated over 24000 chips
with over 99% of the chips being functional and the fake hit rate for every layer remaining about
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Figure 10.4: Engineering model of the layout of the ITS3 design. Three wafer-size dummy
silicon pieces with thickness 40 µm and length 280mm, simulating the three half-layers, are kept
bent by carbon foam spacers only at the edges of the half-layers. [186]

a factor below the requirement of 10−6 per event per pixel.
It must be noted that even after these advancements, the silicon constitutes less than 15%

of the material budget of the ITS2, with the rest composed of the liquid cooling system, circuit
boards for power and data transmission, and mechanical support. Further improvement can
be achieved by eliminating these components. This inspired the next planned upgrade of the
innermost three layers of the ITS2 to a nearly perfect cylindrical detector design.

10.2 The Inner Tracking System Upgrade

The next planned upgrade of the Inner Tracking System (ITS3) [186] aims to replace the inner-
most three layers of the detector by wafer-scale sensors thinned down to 50 µm and bent into
half-cylinders forming a half-barrel. Thus, each half-layer will be formed by a single piece of
silicon. The innermost layer will be moved even closer to the interaction point at a radius of
19mm. The non-ionising radiation load is expected to increase to 1013 1MeV neq cm−2 and the
ionising radiation load is expected to increase to 10 kGy.

The wafer-scale sensors are enabled using a technique called stitching [195, 196] to eliminate
the need for circuit boards to transmit power and data signals. The stitching technique allows
manufacturing devices significantly larger than the size of the design reticle. The circuits to
transmit power and data will be at the smaller edge of the sensor. The support structure can be
removed by benefitting from the increased stiffness from rolling silicon, which becomes flexible
at very low thicknesses (∼ 50 µm). The wafer-scale sensor units can be supported using carbon
foam half-rings at the shorter edges, which also work as radiators and help to dissipate heat
from the power circuits and carbon foam longerons at the longer edges. The power consumption
of the sensor matrix is targeted to be reduced below 20mWcm−2 so that the detector does
not require liquid cooling and can be air-cooled. This is achieved by moving from the 180 nm

CMOS technology to the 65 nm technology node. These developments are expected to reduce
the material budget to 0.07% of radiation length per layer. Figure 10.4 shows the engineering
model depicting the mechanical feasibility of the design.

An improvement in the pointing resolution by a factor of 2 is expected over the complete
range of transverse momentum of interest. Additionally, substantial gains are also foreseen in
the tracking efficiency at low momenta. This would have a significant impact on physics studies,
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Figure 10.5: Cross-section of the pixel design labelled ‘Standard’ process. The dashed lines
show the boundaries of the depletion region. [197]

particularly in heavy flavour decays, as it will result in an improved precision to distinguish
secondary decay vertices.

10.2.1 Process Modification

The pixels in the ALPIDE chip host a very small collection electrode, as shown in Figure 10.5,
in order to reduce the pixel input capacitance. The depletion region begins at the junction of
the collection electrode and the epitaxial layer and expands with increasing reverse bias voltage.
However, the depletion region does not extend far laterally into the epitaxial layer between the
deep p-well shielding the in-pixel circuitry and the low resistivity substrate due to the lack of
a potential gradient. This results in a balloon-shaped depletion region close to the collection
electrode, and diffusion is the dominant mode of transport for the generated charge as it moves
towards the collection electrode. This process variant is labelled as the ‘Standard’ process. The
charge transport in this manner leads to a slow charge collection and a significant charge sharing
among the neighbouring pixels, as described in Section 9.4. Charge sharing can contribute to the
improvement of the position resolution, but can lead to the degradation of efficiency, especially
after radiation damage. The depletion region can be extended to the full width of the pixel
by increasing the size of the collection electrode and, in effect, the junction, but that would
significantly increase the pixel input capacitance. Reducing the area of the deep p-well would
also improve the depletion, although it would reduce the available area for the in-pixel circuitry.
Alternatively, a planar junction can be introduced by inserting a layer with the same type
of doping as the collection electrode. The depletion will begin from the junction and extend
to the full area of the pixel. The depletion region can then further be extended towards the
collection electrode by increasing the reverse bias voltage, thus reducing the effective pixel input
capacitance.

A low-dose deep n-type implant is introduced to implement such a planar junction in the
process modification for the ITS3 upgrade [197]. This implant is placed in the pixel matrix below
the deep p-well holding the in-pixel circuitry. It has a low enough dose to be fully depleted up
to the n-well collection electrode with small reverse bias voltages. Such a design ensures the
depletion over the full area of the pixel while keeping the pixel input capacitance of the order
of a few fF. This process variant is labelled the ‘Modified’ process and is shown in Figure
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(b)

Figure 10.6: Cross-section of the pixel design labelled (a)‘Modified’ process: with deep blanket
low-dose n-type implant and (b) ‘Modified with Gap’ process: with gap in the deep low-dose
n-type implant. The dashed lines show the boundaries of the depletion region. [197, 198]

10.6a. With the depletion region extending over the full area of the pixel, the dominant mode of
transport for the generated charge would be drift, and charge collection would be faster than in
the ‘Standard’ process. This modification is also expected to significantly reduce charge sharing,
thereby slightly impacting the position resolution.

An additional modification has been introduced to optimise the electric fields at the pixel
boundaries. The lateral electric field at the pixel boundaries can be increased by introducing
gaps in the low-dose n-type implant at the pixel boundaries [198]. This further speeds up the
charge collection. This process variant is labelled ‘Modified with Gap’ process and is presented
in Figure 10.6b.
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10.3 Small Scale Sensors

Moving from the 180 nm CMOS technology to the 65 nm CMOS technology aids in reducing the
power consumption per transistor and allows for a higher granularity of transistors, leading to
the accommodation of more complex in-pixel circuits. The characterisation and validation of
this process is the first step towards realising a wafer-scale detector. This led to the design and
fabrication of small-scale sensor prototypes to study the analogue charge collection and charge
sharing properties and the digital detection efficiency. Three such prototypes were designed in
the Multi-Layer Reticle-1 (MLR1) campaign to study different aspects of the sensor performance:
the Analogue Pixel Test Structure (APTS) [4] hosting a small matrix with fast direct analogue
readout; the Charge Exploratoire 65 (CE-65) [199] hosting a large matrix with a slow rolling
shutter analogue readout; and the Digital Pixel Test Structure (DPTS) [200] hosting a large
matrix with an asynchronous digital readout with time-over-threshold.

The simplified layout of the in-pixel circuitry and the on-chip circuit components of the
analogue test device facilitates a more straightforward chip design than a digital implementation.
Additionally, the analogue chip works with reduced power consumption. Direct access to the raw
analogue sensor signal enables detailed observation of the complete signal evolution and provides
a better insight into device physics. Beyond characterising the charge collection properties, the
full analogue signal allows the investigation of the ultimate achievable analogue resolution, as
well as the loss incurred by moving from the analogue to the digital resolution. The analogue test
structures are also more suitable for studying the input capacitance and the energy resolution of
the sensor. The analogue test structure designed as a part of the MLR1 campaign, the APTS,
is the focus of this thesis.

10.3.1 The Analogue Pixel Test Structure

The APTS, as shown in Figure 10.7, was fabricated in the TPSCo CMOS 65 nm ISC technology.
It is a prototype test chip of size 1.5mm × 1.5mm and hosts a 6 × 6 pixel matrix of which
the pixels in the inner 4 × 4 matrix have a direct analogue readout individually buffered and
connected to an output pad, allowing full access of the signal. The outermost pixels are used
to reduce the edge effects originating from the distortion of the electric field. Several variations
of the APTS were designed by varying properties like pitch size, in-pixel readout buffer, sensor
coupling with the readout, the doping levels of various implants, and the process. Table 10.2
summarises all the different properties of the available APTS chips. All variants of the APTS

Figure 10.7: The layout of the analogue pixel test structure (APTS) measuring 1.5mm×1.5mm
under a microscope. [4]
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Figure 10.8: The schematic of the in-pixel source-follower readout buffer of the APTS. [4]

chips were also irradiated to varying levels of irradiation up to 3MGy and 1016 1MeV neq cm−2.
A reverse bias voltage can be applied to the n-well collection electrode of the APTS in the range
of 0V to −5V.

Process Pitch Size [µm] Readout Buffer Coupling
Standard, Modified, 10, 15, source-follower, in-pixel

DC, AC
Modified with Gap 20, 25 amplifier + source-follower

Table 10.2: The properties of the available APTS chips.

In-pixel Source-follower Buffer

The in-pixel readout of the APTS chip described in this thesis, the APTS-SF, consists of a
source-follower (SF) buffer, as shown in Figure 10.8. One PMOS stage and one NMOS stage SF
buffers are implemented within the pixel circuitry, and a similar two-stage buffer is implemented
outside the pixel. As the input signal from the sensor diode comes, which is negative of the
baseline, as will be explained in Chapter 11.2.1, the PMOS M2 will turn on. Therefore, the gate
voltage of the NMOS M3, which is initially high to stop the current from flowing through the
PMOS current source, will drop to allow the current to flow freely through the first SF stage.
As the gate voltage of M3 drops, it will turn off, and to stop the current through this second SF
stage, the gate voltage of M6 will go down, turning it on. The third and fourth SF stage buffer
and pass the signal similar to the first two stages. The biasing parameters, IBIASP, IBIASN,
IBIAS3, and IBIAS4, are used to control the limits of the voltage drops and to shape the signal.

The DC voltage at the collection electrode is kept close to Vreset, whereas the current Ireset
is used to reset the voltage at the collection electrode back to the baseline. In the absence
of a signal, Ireset compensates the leakage current of the sensor. However, when a signal is
recorded, a constant Ireset, larger than the leakage current, is provided by the current source
and the difference between it and the leakage current is used to reset the voltage at the collection
electrode. The magnitude of Ireset controls how quickly the voltage returns to the baseline.

Pulsing Circuit

The injection capacitor Cinj, with a nominal value of 242 aF, within the pixel pulsing circuit can
be used to inject charge into the collection electrode. The voltage setting VH is used to tune the
injected charge, and the injection is controlled with TRIGGERinj.
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Figure 10.9: The top view of the pixel geometry variants with (a) reference and (b) finger-
shaped p-well enclosure on the APTS multiplexer. [4]

10.3.2 The APTS Multiplexer

The tests with varying parameters of the pixel geometry in the sensors produced in the 180 nm

CMOS technology by TowerJazz had shown the influence of the size of the collection electrode
and the addition and size of the spacing between the collection electrode and the deep p-well,
also referred to as the p-well enclosure, on the performance of these sensors [194]. Critical
properties like the charge collection efficiency, input capacitance, and charge sharing were seen
to be directly impacted by the variations in the geometry parameters. Studying the effect of
these properties with sensors fabricated in the 65 nm CMOS technology chosen for the ITS3
upgrade is essential.

The n-well collection electrode and the p-well enclosure were implemented in four separate
variants to explore the impact on capacitance and charge collection. These pixel geometry
variants were implemented in the ‘Modified with Gap’ process with two pixel pitch sizes of
10 µm and 20 µm. Four matrices with different pixel geometries were implemented on one chip,
labelled the APTS-multiplexer (APTS-MUX), where any of the four matrices could be read out
with the help of a multiplexer. The APTS-MUX chips were also irradiated to varying levels of
irradiation up to 1015 1MeV neq cm−2. The four geometry variants are described below.

Reference

Each APTS-MUX chip hosts one matrix with an identical pixel geometry to the APTS chips that
host a single matrix. This variant is referred to as ‘Reference’ and contains an n-well collection
electrode of the size of 1.14 µm and a square p-well enclosure with the width of 4.14 µm. Figure
10.9a shows a top view of this variant.
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Figure 10.10: The layout of the APTS-multiplexer chip measuring 1.5mm × 1.5mm under a
microscope. The four matrices hosted on the chip can be seen in the four corners.

Smaller p-well enclosure

This variant has a similar geometry to the ‘Reference’ variant, but the width of the p-well
enclosure is reduced to 3.14 µm. The size of the n-well collection electrode is kept the same.

Large n-well collection electrode

This variant is designed by increasing the size of the n-well collection electrode to 2.28 µm, while
keeping the dimensions of the other components the same as the ‘Reference’ variant.

Finger-shaped p-well enclosure

The dimensions of the n-well collection electrode and the p-well enclosure are kept the same
as the ‘Reference’ variant, but the shape of the p-well enclosure is changed as shown in Figure
10.9b. This results in p-well fingers that further approach the collection electrode.

On-chip Multiplexer

A multiplexer is an electronic circuit configuration with multiple inputs and a single output,
as described in Section 9.1.4. The output can be selected by setting the values of the selection
bits, which can be either 0 or 1. A 4-to-1 multiplexer is implemented on the APTS-MUX chip,
which allows the selection of one of the four matrices for each of the four possible combinations
of the two selection bits, denoted as ‘mux<0>’ and ‘mux<1>’. The position of these variants on
the APTS-MUX chip is noted in Table 10.3.

mux<0> mux<1> Position Variant

0 0 top-left larger n-well collection
electrode

1 0 bottom-left reference
0 1 top-right finger-shaped p-well enclosure
1 1 bottom-right smaller p-well enclosure

Table 10.3: The pixel geometry variants of the APTS and their position on the APTS-MUX
chip.

The APTS-MUX hosts four pixel matrices. All four matrices are turned on even though only
one is being read out. Therefore, the amount of current passing through it is higher than that
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of an APTS chip with a single matrix. Hence, the APTS-MUX chip gets hotter than a regular
APTS chip and has higher noise. This also made it difficult to test these variants using the
APTS-MUX chip at very high irradiation levels.

10.3.3 Chip Labelling

Several APTS chips were designed to study the effects of changing individual parameters. These
chips were annotated using two labels connected with an underscore. The first label describes
the properties of the chip, while the second label locates the chip on a particular wafer.

First label

The first letter of the first label is always ‘A’ to denote that it is an analogue chip. The second
letter represents the readout buffer used in the chip: ‘F’ is used for chips with the basic source-
follower version; ‘A’ is used for chips with a source-follower buffer with an in-pixel amplifier; ‘O’
is used for chips with an operational amplifier (OpAmp). These first two letters are followed by
two numbers denoting the pitch size of the pixels in the unit of µm. Following this, the letter ‘A’
is added for chips where the sensor diode is AC-coupled. No letter is used if the sensor diode is
DC-coupled. A letter is added after this to denote any process modifications: no letter is added
for the ‘Standard’ process; ‘B’ is used for the ‘Modified’ process to indicate the blanket deep
implant; ‘P’ is used for the ‘Modified with Gap’ process to indicate the patterned deep implant.
Finally, an ‘M’ is added for the APTS-MUX chips, while no additional letter is used for APTS
chips with a single matrix.

Second label

The first three characters of the second label are always the letter ‘W’ followed by two numbers
to denote the wafer number on which the chip was fabricated. These are followed by the letter
‘B’ and a number to signify the index of the chip on the wafer.

Example - change title

The description of a chip labelled AF20PM_W22B6 is that it is an analogue chip with a source-
follower buffer. The pixels have a pitch size of 20 µm and are fabricated in the ‘Modified with
Gap’ process. It is an APTS-multiplexer chip and the sixth chip from the 22nd wafer.

The analogue test device, the APTS, is crucial to characterise the MAPS-based pixel detectors
fabricated in the 65 nm CMOS technology. The APTS were tested in the controlled lab envi-
ronment with a radioactive source and with hadronic particle beams to enable comprehensive
studies of the device physics and performance. The following chapters present the results of
these test campaigns, focusing on performance metrics such as noise, charge collection efficiency,
spatial resolution, and radiation tolerance. These investigations are vital to studying the device
physics and optimising the sensor designs.
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11 Energy Calibration with a Radioactive Source

A comprehensive measurement campaign was conducted with an 55Fe radioactive source to assess
the performance of the APTS-MUX chips, studying their charge collection and energy resolution.
Additionally, a comparison of the performance across all available versions was conducted. The
principal aim of this work was to evaluate the impact of pixel geometry variation on the signal-
to-noise ratio, charge collection and sharing, and energy resolution.

The linearity of the energy calibration and the calibration of the pixel response were also
accomplished with the measurements done with the 55Fe radioactive source, which is essential
for the conversion of the digitised output from the analogue-to-digital converters (ADCs) to
electrons.

This work is partly presented in two NIM-A publications [4, 5].

11.1 Measurement Setup

The test setup consists of three separate boards: the DAQ board, the proximity board, and the
carrier board, as shown in Figure 11.1, each with a dedicated function. This system, along with
the power supply, the mini-chiller, and the radioactive source, composed the full measurement
setup.

Carrier Board

The carrier board hosts the device-under-test (DUT), which in this case is the APTS-MUX chip.
Every carrier board hosted an individual APTS-MUX chip. Seven chips were tested using the

Figure 11.1: The test system including the FPGA-based DAQ board, the chip-specific prox-
imity board, and the carrier board hosting the APTS chip. [4]
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Figure 11.2: Additional components of the laboratory test setup: (a) the Rohde and Schwarz
power supply featuring three channels and (b) the Huber minichiller.

setup described in this section: one APTS chip with a single pixel matrix and six APTS-MUX
chips, including two irradiated chips. The NIEL irradiation was performed with neutrons at JSI
Ljubljana. These chips were labelled:

• AF10P_W22B28 (pitch = 10µm, not irradiated)

• AF10PM_W22B3 and AF10PM_W22B4 (pitch = 10µm, multiplexer, not irradiated)

• AF20PM_W22B6 and AF20PM_W22B7 (pitch = 20µm, multiplexer, not irradiated)

• AF20PM_W22B9 and AF20PM_W22B11 (pitch = 20µm, multiplexer, irradiated to 1014 and
1015 1MeV neq cm−2 respectively)

Proximity Board

The proximity board is chip-specific and hosts components specifically tuned for the DUT. It
features two 8-channel 16-bit digital-to-analogue converters (DACs) that supply voltages to the
chip and supply and monitor the bias voltages and currents. It also hosts the ADCs to digitise
the analogue outputs from the 16 pixels with a resolution of 16 bits.

DAQ Board

The central component of the data acquisition (DAQ) board is the field-programmable gate
array (FPGA). It utilises a USB3 interface for control and readout with a computer system and
uses a digital I/O interface for the proximity board. The power is supplied to the test system
through the DAQ board. It also contains voltage regulators, including circuitry to monitor and
supply current to the on-board circuits, as well as the proximity board. It includes a temperature
measurement circuit, and the on-board LEMO connectors can be used to apply voltages to the
substrate and the p-wells of the chip.

Table Setup

The model HMP2030, by Rohde and Schwarz, featuring three channels, was used to power the
test system and to apply the substrate and p-well voltages. A filter board was placed between
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the power supply and the LEMO connector on the DAQ board, which takes in the bias voltage
and passes it via the proximity board to the chip on the carrier board. The filter board features
an RC π filter, a passive RC low-pass filter comprising two capacitors and a resistor arranged
in a π-shaped configuration. This design aids in filtering noise and blocking high-frequency
interference or irregularities from the power supply, ensuring a clean bias voltage, which is
critical for depletion.

A Huber minichiller was utilised to standardise and regulate the temperature during the
tests. The temperatures quoted with the results presented in this chapter refer to the water
cooling temperature set on the minichiller. The actual temperature on the chip can be higher
by 1 − 3◦C, depending on the testing environment. A mechanical setup mount was designed
to host the test system. It was fitted with inlets and pipes for easy and direct application of
cooling to the chip on the carrier board from below, as well as to hold the radioactive source in
position above the chip.

(a) (b)

Figure 11.3: The test system with the 55Fe radioactive source (a) off and (b) on the carrier
board, centered on the APTS-MUX chip.
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55Fe Radioactive Source

The 55Fe radioactive source is used in the characterisation of silicon detectors as the emitted X-
rays are monochromatic, i.e. they produce photons of the same energy, thus providing an ideal
reference to calibrate the pixel response, study detector properties, such as charge collection
and energy resolution, and compare the performance of the available variants. The 55

26Fe isotope
decays by electron capture with a half-life of 2.747 years, and the particles produced in the
decay, along with their energies and rates normalised to 100 decays, are presented in Table 11.1.

The emission probability of the high-energy γ-rays is negligible compared to the X-rays and
therefore is not considered. The Auger electrons with the energy of ∼5–6 keV have a very short
range in air and do not reach the test structure, which is kept at a distance of a few centimetres.
Similarly, the X-rays with the energy of <1 keV are attenuated to a negligible flux. Hence, only
the rest of the soft X-rays are incident on the detector.

Energy [keV] Emissions per 100 decays

Auger electrons
0.47 – 0.67 140.2 (8)
4.95 – 6.53 60.1 (5)

X-rays

0.56 – 0.72 0.524 (21)
5.888 8.45 (14)
5.899 16.57 (27)
6.490 3.40 (7)
6.535

γ-rays 125.959 1.3 (1)× 10−7

Table 11.1: The emitted particles in 55Fe radioactive decays. The numbers in parenthesis
indicate the uncertainties on the last digit(s) of the preceding value [201].

The soft X-rays interact with matter via the photoelectric effect, and the emitted photoelec-
tron ionises the silicon to generate electron-hole (e-h) pairs. With an energy of 3.6 eV required
to generate an e-h pair, the photo-electrons with the energy of 5.9 keV and 6.5 keV generate ap-
proximately 1640 and 1800 e-h pairs, respectively. With an intrinsic resolution of 2%, equivalent
to 120 eV, for photo-electron energies between 5.9–6.5 keV, the X-rays with energies 5.888 keV

and 5.899 keV (and similarly 6.490 keV and 6.535 keV) cannot be resolved [182]. Therefore, only
two peaks are expected to be observed while measuring the 55Fe radioactive spectrum with a
silicon detector.

An 55Fe radioactive source was used to perform the lab characterisation and the calibration
of the pixel response in this study. The emitted X-rays at the energies of 5.9 keV are referred
to as the Mn-Kα or simply Kα emission, and at 6.5 keV are referred to as the Mn-Kβ or simply
Kβ emission. The activity of the 55Fe source at the start of the testing campaign was 210MBq.

11.1.1 Software Framework

An automated data acquisition framework was used to configure the analogue and digital settings
of the chip and the readout buffer chain, and to collect the digitised data for multiple triggers,
each consisting of several frames before and after the signal trigger. Noise-triggered events were
suppressed by setting a trigger threshold, which is evaluated by measuring the readout rate in
the absence of the radioactive source. The digitised data is stored in a binary format optimised
for speed and file size.

The analysis software decodes this raw binary data into a structured array format for further
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processing. The decoded data is used for event building and signal extraction. Individual
modules perform clustering, the fitting of the measured spectra, and measurements of physical
parameters. Calibration maps, once calculated, are used for conversion from ADC counts to
physical units, such as voltage or charge.

11.2 Laboratory Measurements

The laboratory test setup described above was used to perform measurements using the 55Fe
radioactive source. A baseline was defined individually for the signal from every pixel, and the
gain of the readout buffer chain was measured to assert the linearity of the gain. The noise of
the pixel response was evaluated to select appropriate thresholds while taking measurements.
The analogue response of the pixels from the passing X-ray photons from the radioactive source
was finally observed to characterise and calibrate the pixel response.

11.2.1 Signal Shape and Extraction

A typical uncalibrated output signal at the OUT node after injecting a charge equivalent to 1800

electrons using the in-pixel pulsing circuit at a reverse substrate voltage (Vsub) of 1.2V is shown
in Figure 11.4. The signal amplitude is defined as the difference between the baseline and the
signal minimum. The baseline is defined as the fourth sample before the minimum, which is far
enough from the signal edge but is close enough to reduce the low-frequency variations of the
output signal. The baseline for each pixel is evaluated independently.

The front-end settings were optimised for the signal-to-noise (S/N) ratio, the gain, and the
linearity of the response. The settings used for all displayed results in this chapter, unless stated
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Figure 11.4: A typical uncalibrated output signal for the four innermost pixels of an APTS
chip pulsed with VH = 1.2V. The pixel pitch size of the APTS chip was 15 µm and the reverse
substrate voltage of 1.2V was applied.
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Figure 11.5: The output signal of the 16 pixels of the reference variant of the APTS MUX
chips pulsed with VH = 1.2V after shifting the baseline to zero. The pixel pitch size of the
APTS chip was 20 µm and the reverse substrate voltage of 1.2V was applied.

otherwise, are the following: Ibiasn = 5 µA, Ibiasp = 0.5 µA, Ibias3 = 200 µA, Ibias4 = 150µA,
Ireset = 100 pA, Vreset = 500mV.

The output signal’s return to baseline is dictated by Ireset and takes around 10 µs at the
standard operating point with the above settings. The return to baseline of the output signal
is affected by leakage current, which can increase due to several factors. Some of these are the
increase in the reverse substrate voltage, irradiation, and temperature. An increased leakage
current causes the fraction of the Ireset available as the reset current to reduce. To counteract
this effect, the Ireset must be increased, which can also increase the noise. Approximately 15%

higher noise is seen for an Ireset value of 250 pA compared to the standard setting.
Figure 11.5 shows the output signal after injecting the pixels of the matrix with the reference

geometry variant on the APTS-MUX chip of pixel pitch size of 20 µm with a charge equivalent
to 1800 electrons at a reverse substrate voltage of 1.2V. The baseline has been subtracted from
the pixel responses.

11.2.2 Noise Estimation

The baseline fluctuations of the pixels were studied to evaluate the noise of the matrices. As
mentioned in Section 10.3.2, the noise of the APTS-MUX chip tends to be higher than the
APTS chip with a single matrix, as it hosts four matrices, which are all powered at the same
time. The average of the noise RMS for all four geometries ranged between 30 and 36 electrons,
while the variation among the pixels of the matrix was about 3 to 4 electrons. The conversion
to electrons, performed on values shown in Figure 11.6, is detailed in the following subsections.

11.2.3 Gain

The gain of the readout circuit, combining both the in-pixel and the peripheral source-follower
buffers, was studied before performing the measurements with the radioactive source. Vreset was
varied as a proxy for Vin, as there is no direct external control for Vin. As the chip is turned on,
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Figure 11.6: The fluctuations of the baseline and the evaluated noise of the reference variant
of the APTS-MUX chip with the pixel pitch size of 20 µm at a reverse substrate voltage of 1.2V.

the current source, Ireset, formed by a PMOS transistor in saturation, charges the sensing node
capacitance. As Vin approached Vreset, the PMOS transistor comes out of saturation into the
triode region, and the current passing through it is no longer constant but starts to decrease.
Thus Vin is capped at a value slightly smaller than Vreset. Since the PMOS transistor is no
longer in saturation but in the triode region, essentially acting as a resistor, a small change in
Vreset is linearly reflected in Vin. Thus, an input-output characteristic, also known as the gain
curve, measured by varying Vreset would have the same slope as that measured by varying Vin,
but it would have a small translational shift on the x-axis. The gain, as measured by taking the
ratio of Vout and Vin and graphically represented by the slope of the input-output characteristic,
would be the same in both cases.

Figure 11.7 shows the input-output characteristic and its derivative, showing the gain. The
value of Vreset is chosen so that the output response of the readout is linear and the gain is
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Figure 11.7: Gain curve and its derivative for the reference variant of the APTS-MUX chip
with the pixel pitch size of 20 µm at a reverse substrate voltage of 1.2V. Vreset is changed from
near 0mV to 900mV. During the measurements with the 55Fe radioactive source, the chip is
operated at a setting of Vreset, where the readout response is linear and the gain is stable.
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stable. Hence, Vreset was kept at a value of 500mV. The gain between the OUT and IN nodes
in Figure 10.8 is approximately 0.6 for an input signal ranging from 200mV to 600mV. The
same gain was seen for all four pixel-geometry variants.

Some reduction in the range of linearity was observed for some pixels in the matrix at high
bias voltages, but the response was linear with a stable gain of ∼ 0.6 around the Vreset value of
500mV. A non-uniform output response was seen among the pixels from the same matrix after
irradiation. A higher value of Ireset had to be applied to achieve uniformity of pixel responses
for chips with irradiation of 1015 1MeV neq cm−2, which is the highest available irradiation level
for the APTS-MUX chips.

11.2.4 Clustering

When the pixel matrix is hit by a charged particle or a photon, the pixel that collects the most
charge over a certain threshold is referred to as the ‘seed’ pixel. Pixels adjacent to the seed pixel
that collect charge over a certain threshold are termed ‘neighbouring’ pixels. The collection
of the seed and the neighbouring pixels is denoted as a ‘matrix cluster’ or simply ‘cluster’. A
cluster is formed when the charge generated by a passing charged particle or a photon is not
entirely collected by the seed pixel but is shared among neighbouring pixels. This phenomenon
is known as charge sharing, as detailed in Section 9.4. Events for which the entire generated
charge is collected within the seed pixel or the charge collected by the neighbouring pixels does
not pass the threshold are labelled as single-pixel clusters.

11.2.4.1 Clustering Methods

Different algorithms can be used to form these matrix clusters with a direct impact on per-
formance parameters like the charge collection efficiency and the spatial resolution. Two such
algorithms are described below.

Window Method

In this clustering method, the seed pixel is identified first. Then, the pixels within a predefined
window around the seed pixel are grouped into the cluster. The window size can be arbitrary, but
the most common window sizes are 3× 3 and 5× 5 pixels. This is a simple and computationally
efficient clustering method. However, it may lead to loss of charge for pixel detectors with
significant charge sharing, e.g. the ALPIDE sensor with the ‘Standard’ process, where the
charge may be spread beyond the predefined window size. For cases with less to no charge
sharing, e.g. sensors designed in the ‘Modified with Gap’ process, the window method can lead
to the addition of noise from pixels which do not collect any charge, resulting in a considerable
impact on performance, especially after radiation damage. The position of a cluster formed with
the window method is generally defined as the charge-weighted center-of-gravity of the pixels in
the cluster.

The results reported in this chapter utilise this clustering method with a window size of 3×3

unless specified otherwise. In the following, the term ‘matrix’ refers to the group of pixels within
a 3× 3 window centered around the seed pixel.

Cluster Method

In the cluster method, neighbouring pixels passing a threshold are grouped into the cluster. It
is possible to limit the cluster size to a predefined window for sensors known to share minimal
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charge outside the seed pixel, like the ones designed in the ‘Modified with Gap’ process. In such
a case, the seed pixel is identified first, and then, the pixels adjacent to the seed pixel passing
a certain threshold are grouped, along with the seed pixel, into the cluster. This clustering
method is more adaptive and better for long-term operation in an irradiated environment, as
the threshold can be tuned to counteract the noise effects by raising the signal-to-noise (S/N)
threshold. The cluster position can either be defined by calculating the center-of-gravity without
charge weighting, as done for binary (or hit/no-hit) sensors or by calculating the charge-weighted
center-of-gravity to exploit the full analogue information of the pixels. The difference between
these two is expected to be minute for sensors with low to no charge sharing.

In the following, the term ‘cluster’ refers to a set of adjacent pixels inside a 3 × 3 matrix
centred around the seed pixel, which collected a charge higher than a predefined threshold.

11.2.5 55Fe Measurement

Figure 11.8a shows the 55Fe spectrum for the reference variant of the APTS-MUX chip of pitch
size 20 µm at a reverse substrate voltage of 1.2V. The distribution corresponds to single-pixel
cluster events, i.e. events with a cluster size of 1. Events are considered only if one of the four
inner pixels is the seed pixel to avoid edge effects and to have access to all clusters within a 3×3

matrix centered around the seed pixel. The Kα and Kβ peaks of the spectrum are fitted with
Gaussian functions. The values of the mean of the two fits are used to assert the linearity of
the energy calibration, as shown in Figure 11.8b. The correlation between the seed pixel signal
amplitude and the corresponding photon energy is fitted with a linear function with the intercept
set to 0. The linearity of the matrix response is critical to the application of a conversion factor
for energy calibration. Since the signal response is linear, the value of the mean of the prominent
Kα peak fit is used to convert the mV or the ADC units into electrons (e−).

Seed Pixel Signal

Figure 11.9a shows an example of the seed pixel signal at four increasing reverse substrate
voltages. It can be seen that the amplitude of the peak increases with the reverse substrate
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Figure 11.8: The 55Fe spectrum with the cluster size of 1, measured with the reference variant
of the APTS-MUX chip with the pitch size of 20 µm. Only the four innermost pixels are allowed
to be the seed pixels.
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voltage. This is because, with increasing reverse substrate voltage, the depletion region reaches
deeper into the epitaxial layer. At the same time, the depletion region boundary in the low-dose
implant reaches the n-well collection electrode, thus decreasing the capacitance. When the same
distribution is re-plotted after converting the mV units to electrons (e−) using the conversion
factor, as shown in Figure 11.9b, no deviation is seen among the distributions at different reverse
substrate voltages. This displays that the full generated charge is being collected by the pixels,
and near-full depletion is achieved at small reverse substrate voltages.

Figure 11.10a shows the seed pixel signal for the four pixel geometry variants on the APTS-
MUX chip. The pitch size of the pixels is 20 µm and the reverse substrate voltage of 1.2V. It
can be seen that the variant with the larger n-well collection electrode has a lower amplitude
compared to the other three variants. Re-plotting this distribution in e−s, as presented in Figure
11.10b, shows that all four variants collect the full generated charge. The difference in the signal
distributions plotted in the mV units is because the variant with the larger n-well collection
electrode has a higher input capacitance, as was expected.

All of the above distributions were normalised by the total number of events. Similar trends
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Figure 11.9: 55Fe seed signal distribution comparing the four different reverse substrate volt-
ages. The reference variant of the APTS-MUX chip with pixel pitch size of 20 µm.

137



0 20 40 60 80 100
Seed pixel signal (mv)

0.00

0.02

0.04

0.06

0.08

0.10

Re
la

tiv
e 

fre
qu

en
cy

 (p
er

 1
 m

v)
Fe55 source
measurements

APTS SF
pitch: 20 m
type: Multiplexer
split: 4
variant: Reference
Vsub = Vpwell = 1.2 V
Ireset = 100 pA
Ibiasn = 5 A
Ibiasp = 0.5 A
Ibias4 = 150 A
Ibias3 = 200 A
Vreset = 500 mV

Larger n-well
collection electrode
Reference
Finger-shape
p-well enclosure
Smaller p-well
enclosure

(a)

0 500 1000 1500 2000
Seed pixel signal (e )

0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

0.0030

0.0035

Re
la

tiv
e 

fre
qu

en
cy

 (p
er

 9
 e

)

Fe55 source
measurements

APTS SF
pitch: 20 m
type: Multiplexer
split: 4
Vsub = Vpwell = 1.2 V
Ireset = 100 pA
Ibiasn = 5 A
Ibiasp = 0.5 A
Ibias4 = 150 A
Ibias3 = 200 A
Vreset = 500 mV

Larger n-well
collection electrode
Reference
Finger-shape
p-well enclosure
Smaller p-well
enclosure

(b)

Figure 11.10: 55Fe seed signal distribution comparing the four pixel geometry variants. The
APTS-MUX chip with pixel pitch size of 20 µm and reverse substrate voltage of 1.2V.

are seen in the seed pixel signal distributions of matrices on the APTS-MUX chip with the pitch
size of 10 µm.

Matrix Signal

The matrix signal distributions follow a similar trend to the seed signal distributions. Figure
11.11a, corresponding to the same settings as Figure 11.10a, shows that the variant with the
larger n-well collection electrode has a smaller amplitude compared to the other three variants,
similar to the seed pixel signal distribution. Re-plotting the distributions after conversion from
mV to e−, as shown in Figure 11.11b, shows no distinction among the four variants. It can be
seen that the Gaussian peaks of the matrix signal distributions are wider than the seed pixel
signal distributions due to the cumulative noise of a higher number of pixels in the case of the
matrix signal.
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Figure 11.11: 55Fe matrix signal distribution comparing the four pixel geometry variants. The
APTS-MUX chip with pixel pitch size of 20 µm and reverse substrate voltage of 1.2V.

Charge Sharing

Figure 11.12 shows the correlation between the seed pixel signal and the clustered matrix sig-
nal, removing the contribution from the seed signal. The latter is referred to as the ‘sum of
neighbours’ signal. The pitch size of the pixels in the two matrices is 20 µm, and the applied
reverse substrate voltage is 1.2V. Figure 11.12a corresponds to the reference variant, while
Figure 11.12b corresponds to the variant with the larger n-well collection electrode. It can be
seen that a majority of the events are single-pixel cluster events in both cases, and the events
where the charge is shared with neighbouring pixels are represented by the faint yellow-green
lines. The signal amplitudes are lower for the variant with the larger n-well collection electrode,
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Figure 11.12: Distribution showing the correlation of the seed pixel signal and the sum of
the neighbours signal for the (a) reference variant and (b) the variant with the larger n-well
collection electrode. The APTS-MUX chip with pixel pitch size of 20 µm and reverse substrate
voltage of 1.2V.

as expected, due to the higher input capacitance of its pixels.

Cluster Size

Figure 11.13 shows the cluster size distribution for matrices of the reference variant with pixel
pitch size of 20 µm. The impact of the reverse substrate voltage on charge sharing among
neighbouring pixels can be seen in Figure 11.13a. The increasing reverse substrate bias leads to
the increasing depth of the depletion region in the epitaxial layer, which results in less charge
sharing and therefore a larger fraction of single-pixel clusters. The variant with the larger n-well
collection electrode has a higher fraction of single-pixel cluster events in comparison to the other
three variants, as shown in Figure 11.13b. This demonstrates that the variant with the larger
n-well collection electrode shows less charge sharing among the neighbouring pixels than the
other three geometries.

The distributions shown above were normalised by the total number of events. Similar results
and trends are seen in the distributions of matrices on the APTS-MUX chip with the pitch size
of 10 µm.

Effect of Irradiation

The fraction of single pixel cluster events increases at higher irradiation levels, as shown in
Figure 11.14 for the reference variant with the pixel pitch size of 20 µm at a reverse substrate
voltage of 1.2V. As the charge shared with the neighbouring pixels is minuscule compared to the
charge collected by the seed pixel, there’s a higher probability after irradiation that this charge
gets trapped before it is collected. Since a threshold is applied to the pixels adjacent to the seed
pixels before they are added to the cluster, this results in a higher fraction of single-pixel cluster
events.

It should be noted that the APTS-MUX chip irradiated to 1015 1MeV neq cm−2, AF20PM-
_W22B11, is run at an Ireset value of 250 pA. This increase results in an increased noise, but is
necessary because the return to baseline of the signal from pixels of the irradiated matrices is
non-uniform at the reference value of Ireset. Figure 11.15 shows the output signals after injecting
the pixels of the reference variant of the irradiated chip with pixel pitch size of 20 µm with a
charge equivalent to 1800 electrons at a reverse substrate voltage of 1.2V at the two values
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Figure 11.13: Distribution of the cluster size comparing (a) different reverse substrate voltages
for the reference variant and (b) the four pixel geometry variants at the reverse substrate voltage
of 1.2V. The APTS-MUX chip with pixel pitch size of 20 µm.

of Ireset. The return to baseline is non-uniform for the pixels at an Ireset value of 100 pA and
is longer than for a unirradiated pixel matrix due to higher leakage current. Increasing the
Ireset value to 250 pA results in a uniform response from the pixel matrix as the increased Ireset
compensates for the higher leakage current caused by the irradiation.

11.2.6 Measured Quantities

Several quantities have been extracted from the seed pixel signal distributions and are presented
in Figure 11.16. These quantities are defined below.

Input Capacitance

The input capacitance, Cinput is related to the measured capacitance, Cmeasured, as
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Figure 11.14: Cluster size distribution of the reference variant at different irradiation levels.
The APTS-MUX chip with pixel pitch size of 20 µm and reverse substrate voltage of 1.2V.

Cinput = Cmeasured − Cinjection =
nel · qel
VMn-Kα

− Cinjection, (11.1)

where VMn-Kα is the mean of the Gaussian function fitted over the Kα peak of the seed
pixel signal distribution, nel is the number of electrons generated by an X-ray photon from the
Kα emission of the 55Fe radioactive source, thus set to 1640, qel is the elementary charge, and
Cinjection is the injection capacitance in the in-pixel pulsing circuit with a value ranging from
242 aF to 259 aF. A lower input capacitance leads to an improved voltage signal at the input of
the front-end readout for the same charge, resulting in an enhanced signal-to-noise ratio (S/N)
and analogue performance at the same power consumption. It alternatively allows for reducing
the power of the readout circuit for the same performance.

The first row in Figure 11.16 shows the effect of several variables on the sensor input ca-
pacitance, starting from the reverse substrate voltage. All APTS-MUX chips are fabricated in
the ‘Modified with Gap’ process. Hence, the depletion begins at the junction created by the
low-dose n-type implant and does not reach the n-well collection electrode at zero reverse bias
voltage. As the reverse substrate bias voltage is increased, the depletion region boundary ex-

(a) (b)

Figure 11.15: The output signal of the 16 pixels of the reference variant of the APTS MUX
chip exposed to NIEL irradiation of 1015 1MeV neq cm−2, pulsed with VH = 1.2V at (a)
Ireset = 100 pA and (b) Ireset = 250 pA. The pixel pitch size was 20 µm and the reverse substrate
voltage of 1.2V was applied.
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tends towards the n-well collection electrode, significantly reducing the size of the undepleted
region around the n-well collection electrode. It is the dominant factor in the calculation of the
sensor input capacitance. Thus, the capacitance converges to a value of about 2 fF, similar to
a sensor designed in the ‘Standard’ process, as the depletion region reaches the boundary of
the n-well collection electrode and is more than two orders smaller than the capacitance of a
typical high voltage (HV) DMAPS. The input capacitance is found to be unaffected by the pixel
pitch size. The pixel geometry variant with the larger n-well collection electrode had a higher
capacitance value, as was expected due to the limit imposed on the depletion region boundary
by the size of the n-well collection electrode.

Energy Resolution

The energy resolution of the sensor is defined as the full width at half maximum (FWHM) of
the Gaussian function fitted over the Kα peak of the seed pixel signal distribution divided by
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Figure 11.16: Comparison of the major quantities extracted from the measured 55Fe spectra
of various APTS-MUX chips. The light blue band in the last column corresponds to data points
measured with an Ireset value of 250 pA.
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its mean, denoted by VMn-Kα .
The energy resolution decreases after the application of the reverse substrate voltage but is

mostly unaffected by a further increase of this voltage, as shown in Figure 11.16. The energy
resolution is similar for different pitch sizes and worsens with irradiation. The pixel geometry
variant with the larger n-well collection electrode has a slightly worse energy resolution compared
to the other three pixel geometries, which show similar resolutions. The energy resolution
worsens with increasing irradiation level due to higher leakage and charge losses. However, the
pixel geometry variant with the larger n-well collection electrode shows a lesser impact from
irradiation, as a larger fraction of the pixel area is covered by the collection electrode, resulting
in slightly shorter collection paths.

Charge Collection Efficiency

The charge collection efficiency (CCE) is the ratio of the most probable value of the matrix
signal distribution to the most probable value of the seed pixel signal distribution of events with
a cluster size of one, also referred to as single-pixel clusters.

As seen in Figure 11.16, a CCE of 100% can be achieved even without a reverse substrate
voltage due to the lateral spread of the depletion region to the full pixel area. The same trend is
seen for the different pixel pitch sizes and pixel geometry variants. Fluctuations to values above
100% can be seen due to the cumulative noise from the pixels in the matrix signal distribution.
A reduction in CCE is seen with increasing irradiation levels due to charge loss.

Average Cluster Size

The average cluster size corresponds to the weighted average of the cluster size distribution at
a threshold of 200 e−.

Figure 11.16 shows that the average cluster size goes down with increasing reverse substrate
voltage. Due to the increasing depth of the depletion region with increasing reverse substrate
voltage, the charge shared with the pixels neighbouring the seed pixel decreases, resulting in
a larger fraction of events with single-pixel clusters. Pixels with a smaller pitch size share
more charge among the neighbouring pixels due to the smaller distance between the collection
electrodes, leading to larger average cluster sizes. It can also be seen that the pixel geometry
variant with the larger n-well collection electrode shares less charge; therefore, it has a lower
average cluster size than the other three variants. The charge losses due to longer collection
paths result in lower average cluster sizes with increasing irradiation.

11.3 Conclusion

The performance of several versions of the first production of analogue MAPS implemented in
the TPSCo 65 nm technology and tested with the laboratory setup using an 55Fe radioactive
source has been presented. Pixel geometry variants with two pixel pitch sizes have been studied
at different reverse substrate bias and NIEL irradiation levels.

All variants demonstrate high CCE and low charge sharing, having been implemented in the
‘Modified with Gap’ process. It leads to a higher signal-to-noise ratio and lower average cluster
size than would be achievable with the ‘Standard’ process. An energy resolution of less than
7% can be achieved for the Mn-Kα peak of the 55Fe spectrum at the Ireset value of 100 µA.
The charge collection was seen to deteriorate with increasing NIEL irradiation. However, the
signal peak can still be extracted up to the irradiation level of 1015 1MeV neq cm−2, which is
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significantly above the requirements of both the ALICE ITS3 and the FCC-ee vertex detector.
The calibration of the pixel response performed with the 55Fe radioactive source is used

to study the performance of the APTS-MUX chips with particle beams of positively charged
hadrons.
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12 Characterisation with a Test Beam

Test beam campaigns are crucial for characterising particle detectors under controlled, high-
energy particle beams, enabling precise studies of sensor performance such as spatial resolution,
detection efficiency, and charge collection. This is facilitated by the setup, referred to as a
tracking telescope, which provides an external, high-precision reference for particle trajectories,
allowing accurate determination of the intrinsic properties of the sensor being studied. By
correlating the extrapolated particle impact positions with the sensor response, effects such as
charge sharing and position-dependent efficiency maps can be thoroughly investigated.

Tests of the APTS chips were carried out with a positive hadron particle beam with the
energy of 120GeV/c at the H6 line of the CERN–SPS facility [202].

This work is partly presented in two NIM-A publications [4, 5].

12.1 Measurement Setup

The telescope was made of six reference planes, three on either side, with the device-under-test
(DUT) and the trigger plane in the middle. Figure 12.1 shows the schematic of the telescope,
detailing the distances between the planes, the direction of the beam, as well as the coordinate
system. The telescope was kept within a light-tight box, and the DUT was cooled using a mini-
chiller set to a temperature of 14 ◦C. This temperature was chosen in order to operate the DUT
at the same temperature as the 55Fe radioactive source measurements, as shown in Chapter 11,
as a difference of 2 ◦C was seen between the set temperature and the temperature measured next
to the DUT using a RTD-23 temperature sensor. Figure 12.2 shows two images of the telescope
and of the full setup in the beam-line.

Reference Planes

Six ALPIDE sensors were used as reference planes, which provided tracking resolution, σtrack,
of 2.1 µm [203]. The reference planes were operated at a reverse bias voltage of 3V and were
labelled in the ascending order from ‘ALPIDE 0’ to ‘ALPIDE 5’ in the direction of travel of the

Figure 12.1: Schematic of the tracking telescope setup used at the CERN-SPS facility. The
DUT and the trigger planes were formed by APTS chips, while the planes in the reference
arms consisted of ALPIDE chips. The direction of the beam, the direction of the axes of the
coordinate system, and the distance between the planes are shown. [4]

146



(a) (b)

Figure 12.2: Image of the tracking telescope within the metal box. (a) The setup of the
ALPIDE reference planes, the APTS trigger, and the APTS DUT inside the metal box are
shown. The trigger is mounted on a movable stage. (b) The tracking telescope box in the beam
line on a movable table.

particle beam.

Trigger Plane

An APTS chip with a single matrix designed in the ‘Modified with Gap’ process and the pixel
pitch size of 25 µm was used as the trigger device. The larger pitch size was used to make
sure that every available DUT can fit within the shadow of the APTS trigger plane. A shadow
of a plane is the cross-sectional area it covers in the path of the beam. The APTS chip was
operated at a reverse substrate voltage of 1.2V and is triggered internally by setting a threshold
to suppress noise-triggered events.

Device-under-test

The DUTs tested at the testbeam are the four matrices on the APTS-MUX chip with different
pixel geometry variations. All the matrices tested at different chip settings and irradiation levels
are listed in Table 12.1.

pitch [µm] geometry variant Vsub [V] NIEL [1MeV neq cm−2]

10

reference 0 and −1.2 none
larger n-well collection electrode 0 and −1.2 none
finger-shaped p-well enclosure 0 and −1.2 none

smaller p-well enclosure 0 and −1.2 none

20

reference 0 and −1.2 none, 1014, 1015

larger n-well collection electrode 0 and −1.2 none, 1014, 1015

finger-shaped p-well enclosure 0 and −1.2 none, 1014, 1015

smaller p-well enclosure 0 and −1.2 none, 1014, 1015

Table 12.1: List of the APTS variants that were tested at the CERN-SPS facility with different
biasing setting settings and irradiation levels.

It was chosen to test the APTS-MUX chips at the reverse substrate voltage of 0V and 1.2V

to study its impact on the performance of pixel geometry variants. The APTS chips with the
reference pixel geometry variant were tested up to the reverse substrate voltage of 4.8V [4].
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Figure 12.3: The logic chain for the trigger and the busy signals conveyed among the planes
of the telescope during data acquisition.

Trigger and Busy Logic Chain

An external trigger signal is required by the DUT and the reference planes of the telescope to
commence data acquisition. Once the trigger signal is received, 100 frames from before receiving
the trigger signal and 100 frames from after receiving it are read out. While the readout systems
of all of the planes are capturing data, a busy signal is asserted on the planes to block them from
receiving new triggers in order to prevent the overflow of the readout buffer or data corruption.

The trigger and busy logic chain is shown in Figure 12.3. When the APTS-chip on the trigger
plane collects a track hit that passes the pre-set threshold, it sends a trigger signal to the DUT.
The DUT, in turn, sends a trigger signal to the first reference plane in the direction of travel of
the beam, ALPIDE 0, which sends a trigger signal to the next reference plane and so on until
the last reference plane in the direction of travel of the beam, ALPIDE 5, receives a trigger
signal. Once the final plane in the telescope receives a trigger signal to begin data acquisition,
a busy signal is sent up the chain, starting from the last reference plane to receive the trigger
signal, ALPIDE 5, all the way to ALPIDE 0. ALPIDE 0 sends a busy signal to DUT, which
finally sends a busy signal to the trigger. The duration of the busy signal tends to be of the
order of milliseconds and blocks all the planes of the telescope from receiving new triggers.

The trigger signal begins, and the busy signal ends, at the scintillator plane when the telescope
is being aligned in the beam path.

12.1.1 Global Coordinate System and Telescope Arrangement

The direction of travel of the beam is annotated as the positive z-axis. The plane of reference
planes and the trigger and the DUT APTS chips is defined as the x-y plane, with the x-axis
(y-axis) along the longer (shorter) edges of the ALPIDE chip on the reference planes. The origin
of this global coordinate system is defined as the center of the first reference plane in the path
of the beam, ALPIDE 0.
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(a) (b)

Figure 12.4: The x-axis and y-axis projections of the shadow of the beam on the ALPIDE
plane closest to the DUT, ALPIDE 2, while using the scintillator plane as the trigger device.

Three reference planes were positioned on each side of the telescope, with the trigger and
the DUT planes sandwiched between them. The order of these planes in the positive z-axis
direction was ALPIDE 0, ALPIDE 1, ALPIDE 2, DUT, trigger APTS, ALPIDE 3, ALPIDE 4,
ALPIDE 5. The three ALPIDE planes on each side of the telescope were equidistant from each
other at a distance of 25mm. The DUT was positioned at a distance of 21mm from ALPIDE
2. The trigger APTS plane was placed on a movable stage at a distance of 25.5mm. ALPIDE
3 was positioned at a distance of 28.5mm from the trigger APTS plane.

12.1.2 Telescope and Trigger Plane Alignment

A scintillator plane connected to a photomultiplier was used to align the telescope to the beam
trajectory. The area of this scintillator plane was sufficiently larger than the area of the matrix
of the ALPIDE chip. The telescope is moved in the x-y plane to align the telescope with the
beam. The events triggered by the scintillators, after the telescope was aligned with the beam,
as recorded by the ALPIDE plane closest to the DUT, are shown in Figure 12.4.

After the telescope is aligned to the beam, the location of the DUT with respect to the
ALPIDE plane is found by using the DUT as the trigger device. The location of the APTS on
the trigger plane is similarly measured with respect to the ALPIDE plane. Then, the trigger
plane is moved in the x-y plane to coincide with the DUT. The shadow of the trigger plane on
the reference plane closest to the DUT, after its alignment with the DUT, is shown in Figure

0 200 400 600 800 1000
X

0

5000

10000

15000

20000

25000

30000

35000C
ou

nt
s

(a)

0 100 200 300 400 500
Y

0

5000

10000

15000

20000

25000

30000

35000

C
ou

nt
s

(b)

Figure 12.5: The x-axis and y-axis projections of the shadow of the beam on the ALPIDE
plane closest to the DUT, ALPIDE 2, while using the APTS trigger plane as the trigger device
after its alignment with the DUT. The spikes denote the position of the APTS trigger plane.
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12.5. The positions of the four variants on the APTS-MUX chips are predefined and the same
for all of the APTS-MUX chips. Therefore, the APTS chip on the trigger plane is first aligned
to one of the four variants, and then the alignment of the trigger APTS to the other variants
on the same chip is done by moving the trigger relative to the first alignment position.

12.1.3 Data Acquisition

A modular cross-platform framework, EUDAQ2 [204], is used for data acquisition during the
test beam measurements. It allows for the integration of and a synchronised data collection
from heterogeneous devices as required by a test beam telescope comprising various sensors and
trigger systems. Modules called Producers are used as an interface between the DAQ framework
and the specific hardware components. These producers are defined for each individual detector,
and they facilitate the configuration, control, and data acquisition of the corresponding detector.
The readout mechanism and software, controlled by EUDAQ2, used for the DUT are the same
as those used for the measurements in the laboratory.

12.2 Analysis Methodology

The Corryvreckan framework [205] is used to analyse the data acquired with the test beam. It
is a high-performance modular framework that is flexible and versatile, and can be configured
for a wide range of experimental setups. It is consistently used for nearly all silicon sensor
characterisation studies, therefore making the comparison of the results easier.

The reconstruction chain is built via a central configuration file, where individual processing
steps are implemented as dedicated modules. The roles of the telescope planes, along with their
geometrical details and performance parameters, are defined in a separate geometry configura-
tion file. This configuration file is essential for the alignment procedure and track reconstruction.

The key processes carried out at each stage of the analysis chain are described below.

12.2.1 Event Building

The Metronome module of the Corryvreckan framework segments the data stream into individual
triggers, assigning a unique trigger ID to each event. Data from the ALPIDE reference planes
corresponding to each trigger is incorporated into the event via the EventLoaderEUDAQ2 module.
A separate instance of this module is configured for the DUT, wherein 200 stored frames are
associated with each trigger. A predefined frame establishes the baseline, and a search window

(a) (b)

Figure 12.6: (a) The hitmap of the ALPIDE plane closest to the DUT, ALPIDE 2. The blue
region shows the position of the beam, while the yellow box highlights the position of the APTS
trigger plane. (b) The hitmap of ALPIDE 2, zoomed-in to the APTS trigger plane position.
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Figure 12.7: (a) The hitmap of the ALPIDE plane closest to the DUT, ALPIDE 2, after
selecting a region-of-interest (ROI) for reconstruction.

is defined to identify the signal minimum. Signal extraction is performed using only the frame
containing the minimum, which is evaluated relative to the baseline.

Figure 12.6a shows the hitmap on the reference plane closest to the DUT. The position of
the trigger APTS can be clearly seen by zooming in on the appropriate section of the hitmap,
as shown in Figure 12.6b. A region of interest (ROI) can be defined in such a manner to limit
the reconstruction of clusters and tracks in the selected region and speed up the analysis by
rejecting clusters and tracks outside the ROI, as shown in Figure 12.7.

12.2.2 Clustering for the Digital Reference Planes

The clustering module ClusteringSpatial is used for sensors where no timing information is
available. This clustering algorithm only uses the positional information of the sensors collecting
charge. In the case of the digital ALPIDE sensors used in the reference planes, the pixels
collecting charge above a pre-defined threshold are clustered. The pixels in the clusters are
required to be adjacent to each other. The cluster position can either be charge-weighted center-
of-gravity, if the charge collected by each pixel is measured, or the arithmetic mean if the pixel
information is binary.

12.2.3 Clustering for the Analogue DUT

The clustering module in the Corryvreckan framework, dedicated to analogue sensors, called
ClusteringAnalogue, provides several clustering methods. Two such methods used in the
laboratory measurements with the 55Fe radioactive source were detailed in Section 11.2.4. The
cluster positioning performed by these methods is as follows:

• Seed: The position of the seed pixel is assigned as the position of the cluster. This method
leads to a resolution of pitch/

√
12, which is the upper limit of resolution for square pixel

sensors.

• Binary: The position of the cluster is defined as the mean position of the pixels in the
cluster, similar to a digital sensor. Separate thresholds can be set for the seed pixel and the
neighbouring pixels, but are set to the same value in this study. The resolution obtained
from this method is referred to as ‘hit/no-hit’ resolution in the following.

• Cluster: The position of the cluster is defined as the charge-weighted mean position of
the pixels in the cluster. Thresholds for the seed pixel and the neighbouring pixels can be
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set to different values, but are set to the same value in this study.

• Window: The position of the cluster is given by the charge-weighted mean position of
the pixels in the cluster. No threshold is used to select the neighbour pixels in the cluster,
and all pixels within a 3×3 window around the seed pixel are added to the cluster, leading
to a constant cluster size of 9. In APTS, only the four innermost pixels are allowed to be
the seed to have access to pixels within the 3×3 window around the seed pixel. Therefore,
this method cannot be used for detection efficiency measurement.

The resolutions measured by using the window method for clustering are the lowest of all
the available methods for clustering for sensors which have not been irradiated. As no threshold
is used to add the neighbouring pixels to the cluster, no small fractions of charges shared with
the neighbouring pixels are rejected, resulting in an excellent resolution. However, when the
sensors are irradiated, the noise in the pixels due to leakage also increases, leading to worse
resolutions. This effect is exaggerated with increasing irradiation level. The window method,
with no threshold enforced on the neighbouring pixels, can also not be standardised for pixels
with different levels of irradiation.

Varying charge sharing in different processes, as well as the assignment of the cluster position
by the clustering algorithm, heavily influences the spatial resolution, which is dependent on the
distribution of the residuals. Residuals are defined as the distance between the center of the
cluster, assigned by the clustering method, and the interpolated position of the track intercept
along the x- and y-axis.

The pixels designed in the ‘Modified with Gap’ process exhibit non-linear charge sharing due
to the enhanced lateral electric field at the edges of the sensor caused by the gaps in the deep
low-dose n-type implant. This non-linear charge sharing results in a lower weight being assigned
to the neighbouring pixels in the cluster, while using the cluster method. As a consequence,
most clusters are assigned positions near the center of the seed pixel, leading to large residuals
for tracks passing away from the center of the seed pixel. This effect from the non-linear
charge sharing can be corrected for through a process called ‘η correction’, where the correlation
between the cluster position and the track position, both with respect to the seed pixel position,
separately for the x- and y-axis, is measured and used to correct the cluster position. This
process, however, can only be applied to clusters with a width of two pixels in the respective
axis and must be repeated for every threshold, based on which the cluster size might change.

It must be noted that the binary method for clustering, which leads to the ‘hit/no-hit’ reso-
lution, is equivalent to a rough η correction as it assigns more weight to the neighbouring pixels
in the cluster. It was also seen in previous studies with the APTS chip that the binary method
results in a resolution similar to the resolution achieved by the cluster method in conjunction
with η correction.

In this study, the same threshold is used for the seed pixel and the neighbouring pixels during
clustering. The cluster position used in the measurement of the spatial resolution is calculated
using the binary method for clustering, and all the reported spatial resolutions are ‘hit/no-hit’
resolution.

12.2.4 Track Reconstruction

All combinations of clusters in the first and the last reference planes, i.e. ALPIDE 0 and ALPIDE
5, are connected to form straight lines. Clusters in the intermediate detectors are consecutively
added if they are within the region defined by the spatial cuts. The DUT and the trigger device
are excluded from the track reconstruction process. The General-Broken-Lines (GBL) model
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Figure 12.8: A flow chart of the tasks undertaken during the reconstruction and analysis of
the testbeam data.

[206] is used for track reconstruction, which accounts for multiple scattering.
A track is only accepted if it has associated clusters in all six reference planes. Only tracks

with a χ2/ndof value of less than 5 are accepted. When a cluster can potentially be assigned to
multiple tracks, the track with the lowest χ2/ndof is kept. One track is selected per event, and
only the tracks passing through the four innermost pixels of the DUT are considered in order
to avoid edge effects.

Track reconstruction is used interchangeably with tracking in the following.

12.2.5 DUT Association

The clusters in the DUT must be associated with tracks reconstructed from the six reference
planes to perform measurements of detection efficiency and spatial resolution. A search radius
of 75 µm is defined around the intercept of the track on the DUT plane. A cluster with its center
within the region defined by the search radius is associated with the track. A maximum of one
cluster is allowed to be associated with each track. In case of multiple clusters being within the
search radius, the cluster closest to the track is associated with the track.

12.3 Analysis Chain

Figure 12.8 summarises the steps executed during the analysis of the data acquired with the
telescope during the testbeam campaign.

Prealignment and alignment are performed to correct for small inaccuracies in the predefined
geometry of the planes of the telescope, including both the reference planes and the DUT
plane. This process is necessary as the telescope geometry cannot be manually measured with
the required precision. The precise position of the plane, as well as its orientation, highly
influences the track reconstruction and the association of reconstructed tracks with the clusters
on the DUT. The performance of the DUT is analysed after aligning the planes of the telescope,
reconstructing the tracks with the clusters on the reference planes, and associating the clusters
on the DUT with the tracks passing through the DUT.

12.3.1 Prealignment

Translational shifts of the reference and DUT planes are performed in the prealignment stage
along the x- and y-axis. Correlations of the cluster position are measured with respect to the
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Figure 12.9: The χ2/NDof of reconstructed tracks before and after the alignment of the refer-
ence planes of the telescope, showing the quality of the track reconstruction fits.

plane used as the geometrical reference plane, ALPIDE 0, and the planes are shifted along the x-
and y-axis to bring the correlation parameters to zero. The correlations of the ALPIDE planes
are fitted with a Gaussian function, and the mean of the Gaussian fit function is used as the
parameter. If a Gaussian function cannot be fitted, the mean of the correlation histogram is
used. The bin with the maximum amplitude is used as the parameter in the case of the APTS
plane.

The prealignment is performed without employing track reconstruction, and therefore must
be done before performing telescope alignment.

12.3.2 Telescope Alignment

During the telescope alignment, the planes are aligned by performing translational shifts along
the x- and y-axis and rotational shifts around the z-axis. The DUT plane is excluded from
this process. The tracks are reconstructed and simultaneous fits are performed for the track χ2

and the alignment parameters, aiming to minimise the global residuals of all tracks across the
six reference planes. The χ2 of the reconstructed track and the global residuals of the reference
planes are minimised instead of simply moving the planes by measuring the correlation compared
to the geometrical reference plane, as the shifts in correlation may correspond to a physical
misalignment of the telescope planes.

Figure 12.9 shows the χ2/ndof of the reconstructed tracks before and after performing tele-
scope alignment. The residuals along the x- and y-axis on the reference plane closest to the
DUT, ALPIDE 2, after aligning the telescope planes, are shown in Figure 12.10.

12.3.3 DUT Alignment

Once the reference planes have been aligned, the alignment of the DUT plane is performed in a
similar fashion. The tracks are reconstructed, and the clusters on the DUT plane are associated

154



with the tracks passing through the DUT area. Track reconstruction is only done within the
selected ROI on the reference planes. Translational alignment is performed along the x- and
y-axis relative to the geometrical reference plane, and rotational alignment is performed around
all three axes. The alignment aims to minimise the residuals calculated from the track intercepts
on the DUT plane and center them around zero. This procedure is iterated four times.

Figure 12.11 shows the residuals along the x- and y-axis of the DUT1 plane after the four
iterations of the DUT alignment.

Temperature Impact on Alignment

The alignment procedure is the most time-intensive step in the analysis chain; therefore, it
was a standard practice to perform alignment once and use it to analyse all data-taking runs
until the DUT was disturbed or replaced. However, a shift in the mean of the residuals was
observed during the analysis. This shift followed the trend of the difference between the ambient
temperature of the telescope and the temperature of the DUT.

It was concluded that the temperature variation directly impacted the shift in the residuals
[207]. The DUT is cooled using a minichiller, which results in the DUT and its holder being
at a relatively constant temperature of 15 ◦C. The temperature inside the telescope, on the
other hand, rises by approximately 10 ◦C over time due to the electronics in the box. Hence,
the reference planes and their holders undergo thermal expansion while the DUT plane and its
holder do not, resulting in shifted residuals over time. Thus, it was decided to perform the
alignment steps for each data-taking run individually.

12.3.4 Detector Performance Analysis

Once the reconstructed tracks from the reference planes have been associated with clusters on
the DUT, spatial resolution and detection efficiency measurements are performed.
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Figure 12.10: The residuals along the x- and y-axis for the ALPIDE closest to the DUT,
ALPIDE 2, centered around zero after the alignment of the reference planes of the telescope.

1The residuals correspond to an APTS with a pixel pitch size of 20µm in the ‘Modified with Gap’ process,
operated at the reverse substrate voltage of 1.2V.
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Figure 12.11: The residuals along the x- and y-axis for the DUT, centered around zero after
four iterations of DUT alignment using the reconstructed track and the associated clusters on
the DUT.

Spatial Resolution

The standard deviation of both the x- and y-residuals is calculated and the track uncertainty,
σtrack, is quadratically subtracted to obtain σx and σy. The spatial resolution is defined as the
arithmetic mean of σx and σy.

Detection Efficiency

The detection efficiency is defined as the fraction of tracks with associated clusters on the
DUT, referred to as efficient tracks, out of all tracks intercepting the DUT. Thus, the detection
efficiency, ε, is

ε =
k

n
, (12.1)

where k is the number of efficient tracks and n is the number of total tracks. The uncertainty
is calculated by the default method used by ROOT’s TEfficiency class [208].

12.4 Performance

The detection efficiency, spatial resolution, and cluster size were calculated from the analogue
data acquired for all of the DUTs. These three performance parameters are presented with
increasing threshold, which is used by the clustering algorithm to form pixel clusters. The noise
of the DUTs was analysed to set the lowest threshold at which the performance of the DUTs is
presented, which was chosen to be three times the RMS of the noise distribution.

The performance was studied for several varying properties of the APTS chips: pixel geom-
etry, reverse substrate voltage, pixel pitch size, and NIEL irradiation level.

12.4.1 Seed Pixel Signal

Figure 12.12 shows the charge distribution of the seed pixel for different pixel geometry varia-
tions, pixel pitch sizes, and irradiation levels. The top-left figure shows that the most probable
value (MPV) of the seed signal distribution follows the opposite trend of the average cluster size
shown in Figure 11.16. The lower charge sharing in the variant with the larger n-well collection
electrode results in a slightly larger MPV for the seed pixel signal.
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Figure 12.12: The distributions of the seed pixel signal charge showing comparisons among (a)
the four pixel geometry variants, (b) the two pixel pitch sizes, and (c) NIEL irradiation levels.
All measurements correspond to APTS chips produced in the ‘Modified with Gap’ process at
the reverse substrate voltage of 1.2V. All measurements correspond to the pixel pitch size of
20 µm, with the exception of one distribution in the top-right figure.

The top right figure shows the impact of different pixel pitch sizes on the charge distribution.
It can be seen that the MPV of the seed pixel signal increases with increasing pixel pitch size.
This is also in agreement with the fact that less charge sharing in larger pixel pitch sizes results
in a smaller average cluster size.

The bottom figure shows the seed pixel charge distribution at various irradiation levels. The
MPV of the charge shifts lower with increasing irradiation levels. This is due to the worse charge
collection by irradiated sensors, as was also seen with the 55Fe measurements.

12.4.2 Detection Efficiency

Figure 12.13 presents the detection efficiency of the four different pixel geometry variants on
the APTS-MUX chip with a pixel pitch size of 20 µm at the reverse substrate voltage of 1.2V.
The detection efficiency of an APTS chip with a single matrix, labelled ‘P-type’, is added for
reference. It is presented as a function of threshold in electron units (e−). The measurement
point with the lowest value of the threshold corresponds to 3 times the RMS of the noise; all
other values of the threshold are larger than 3×RMS. It can be seen that the detection efficiency
is independent of the pixel geometry. Increasing the threshold results in the loss of clusters in
which a large fraction of the generated charge is shared among neighbouring pixels, leading to
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Figure 12.13: Efficiency as a function of the applied seed threshold, comparing different pixel
geometry variants. The first points of measurement, as clearly visible in the zoomed inset,
correspond to the threshold equivalent to 3 times the noise RMS value. The measurements
shown are for the APTS with a pixel pitch size of 20 µm in the ‘Modified with Gap’ process, at
the reverse substrate voltage of 1.2V.

a lower efficiency.
The pixel geometry variant with the larger n-well collection electrode has a higher input

capacitance than the other three variants; therefore, the noise is the highest for this variant,
whereas the noise is the lowest for the variant with the smaller p-well enclosure, as can be seen
in the zoomed-in inset of Figure 12.13. The best operational margin can be achieved with the
variant with the smaller p-well enclosure, while the worst operational margin is achieved by the
variant with the larger collection electrode. The noise of the APTS chip with a single matrix is
lower than the reference matrix on the APTS-MUX chip due to the higher noise of the APTS-
MUX chip resulting from the higher currents in the chip. Similar trends were observed at the
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Figure 12.14: Efficiency as a function of the applied seed threshold, comparing different reverse
substrate voltages. The first points of measurement correspond to the threshold equivalent to
3 times the noise RMS value. The measurements shown are for the reference pixel geometry
variant of the APTS with a pixel pitch size of 20 µm in the ‘Modified with Gap’ process.
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Figure 12.15: Efficiency as a function of the applied seed threshold, comparing different pixel
pitch sizes. The first points of measurement correspond to the threshold equivalent to 3 times
the noise RMS value. The measurements shown are for the reference pixel geometry variant of
the APTS in the ‘Modified with Gap’ process, at the reverse substrate voltage of 1.2V.

reverse substrate voltage of 0V and for the APTS-MUX chip with the pixel pitch size of 10 µm.
Figure 12.14 shows the effect of reverse substrate voltage on the detection efficiency of the

reference pixel geometry variant of the APTS-MUX chip with a pixel pitch size of 20 µm. The
detection efficiency is presented as a function of the charge threshold for threshold values larger
than 3 times the RMS of the noise. The detection efficiency is seen to be mostly independent of
the reverse substrate voltage and goes down with increasing threshold. The measurement point
with the smallest threshold value corresponds to 3 times the RMS of the noise. As the input
capacitance decreases with increasing reverse substrate voltage, lower noise can be achieved
with higher reverse substrate voltages. This allows access to lower threshold values while still
maintaining a good signal-to-noise ratio, as can be seen in Figure 12.14, thus granting a larger
operational margin. Similar performance was seen for the APTS-MUX chip with the pixel pitch
size of 10 µm.

The detection efficiency of the reference pixel geometry variant of the APTS-MUX chips with
different pixel pitch sizes is shown in Figure 12.15. The reverse substrate voltage is 1.2V. In the
‘Modified with Gap’ process modification, sensors with higher pixel pitch size have less charge
sharing among the neighbouring pixels, therefore a higher efficiency is seen for the sensor with
pixel pitch size of 20 µm compared to the sensor with pixel pitch size of 10 µm. This difference
in performance is exaggerated at higher values of the threshold. This effect leads to a larger
operational margin above a 99% detection efficiency for sensors with larger pixel pitch sizes.
Similar trends were seen for the other three pixel geometry variants on the APTS-MUX chip.

Summary

All pixel geometry variants show similar detection efficiencies. However, the higher noise in the
variant with the larger collection electrode results in a smaller range of operation.

The efficiency is approximately the same at the two reverse substrate voltages. The threshold
value at 99% efficiency slightly reduces with increasing reverse substrate voltage, but the noise
also reduces, so the range of operation is slightly improved.

Both pixel pitch sizes show over 99% detection efficiency. The larger pixel pitch size shows
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a larger range of operation than the smaller pixel pitch size. This behaviour was expected
based on the trend seen in the average cluster size, which represents charge sharing, in the 55Fe
radioactive source measurements.

12.4.3 In-Pixel Detection Efficiency

The in-pixel studies were performed with high-statistics data by merging several runs to test
the pattern of loss of detection efficiency at high thresholds [207]. The hits from the innermost
four pixels are superimposed.

The in-pixel detection efficiency of the reference pixel geometry variant of the APTS-MUX
chip with the pixel pitch size of 10 µm at a reverse substrate voltage of 1.2V is presented in
Figure 12.16. It corresponds to the threshold value of 250 e− and a total efficiency of about
93.75%. The pixel is binned in a grid of 10× 10, where the size of each bin is 1 µm× 1 µm. The
detection efficiency of each bin refers to the efficiency of detecting a track hit when the track
passes through the area of the bin. The point ‘A’ refers to the center of the pixel. The path
from point ‘A’ to point ‘B’, marked by the blue arrows, moves from the center of the pixel to
the center of the top edge of the pixel. The path marked by the orange arrows moves along the
edge from the center of the edge to the corner of the pixel, noted by point ‘C’. The path marked
by the green arrows moves from the corner of the pixel to the pixel center. The figure on the
right shows the efficiency average as the point is moved from ‘A’ to ‘B’ to ‘C’ for all possible
path sections within the pixel.

The efficiency at the center of the pixel, where the collection electrode is located, is close to
99%, even at the high threshold of 250 e−. When a track passes near the center of the pixel, the
majority of the charge is collected by the seed pixel, and the transport paths of the generated
charge are shorter; thus, the efficiency in this region is mostly unaffected by the threshold. A
continuous decrease in efficiency is seen moving from ‘A’ to ‘B’. When a track passes near the
center of an edge of the pixel, the point is almost equidistant from the collection electrodes of
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Figure 12.16: The in-pixel detection efficiency at the seed threshold value of 250 e−. The left
figure shows a single pixel divided into a grid of 10×10 bins, each representing the local detection
efficiency. The right figure shows the efficiency along the path within the pixel, as marked in
the left figure. The blue histogram indicates the efficiency while moving from the center of the
pixel, Point A, to the edge, Point B. the orange histogram illustrates the efficiency while moving
along the edge to the corner of the pixel, Point C. And the green path indicates the efficiency
while moving from the corner, Point C, back to the center, Point A. The measurements shown
correspond to the reference pixel geometry variant APTS with a pixel pitch size of 10 µm in the
‘Modified with Gap’ process, at the reverse substrate voltage of 1.2V.
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two pixels. The generated charge is typically shared with the neighbouring pixel that shares
the particular pixel edge. The seed pixel tends to be the pixel through which the track passed
due to the lateral electric field induced by the gap in the low-dose n-type implant. But at high
threshold values, the efficiency goes down. Further reduction in efficiency is seen moving from
‘B’ to ‘C’. The minimum of the detection efficiency is about 90% at the corner of the pixel.
Tracks passing near the corners of the pixel generate a charge which is nearly equidistant from
the collection electrodes of four pixels. The generated charge is likely to be collected by all
four pixels, leading to lower detection efficiency compared to the rest of the pixel area at high
threshold values. The efficiency starts to increase moving from ‘C’ back to ‘A’, reaching close
to 99%.

12.4.4 Spatial Resolution and Average Cluster Size

The spatial resolution of the four different pixel geometry variants on the APTS-MUX chip with
a pixel pitch size of 20 µm at the reverse substrate voltage of 1.2V are presented in Figure 12.17
as a function of the charge threshold. The average cluster size is also shown in the same figure,
represented by dashed lines. The spatial resolution and the average cluster size of a particular
pixel geometry variant are represented by the same colour. It can be seen that the spatial
resolution is lower than the binary resolution without any charge sharing (≡ pitch/

√
12). This

is due to the charge being shared among the neighbouring pixels, as evident from the average
cluster size of greater than one for all values of threshold shown in the figure. With the increase
in threshold, the average cluster size decreases as the fraction of events with cluster size greater
than one decreases. It also reflects in the worsening spatial resolution. The spatial resolution of
the pixel geometry variant with the larger n-well collection electrode is worse than the other three
variants, as the larger size of the collection electrode leads to less charge sharing and therefore
a larger fraction of single-pixel cluster events. This can also be seen in the average cluster size,
which is lower for the pixel geometry variant with the larger n-well collection electrode at any
given threshold. Similar trends, albeit with lower values of spatial resolution, are seen for the
APTS-MUX chip with the pixel pitch size of 10 µm.

Figure 12.18 shows the spatial resolution of the reference pixel geometry variant on the APTS-
MUX chip with a pixel pitch size of 20 µm at different reverse substrate voltages. The depletion
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Figure 12.17: The hit/no-hit spatial resolution and the average cluster size as a function of
the applied seed threshold, comparing different pixel geometry variants. The first points of
measurement correspond to the threshold equivalent to 3 times the noise RMS value. The
measurements shown are for the APTS with a pixel pitch size of 20 µm in the ‘Modified with
Gap’ process, at the reverse substrate voltage of 1.2V.
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Figure 12.18: The hit/no-hit spatial resolution and the average cluster size as a function of
the applied seed threshold, comparing different reverse substrate voltages. The first points
of measurement correspond to the threshold equivalent to 3 times the noise RMS value. The
measurements shown are for the reference pixel geometry variant of the APTS with a pixel pitch
size of 20 µm in the ‘Modified with Gap’ process.

region extends further into the epitaxial layer with the application of the reverse substrate bias,
which reduces the charge sharing among the neighbouring pixels as most of the generated charge
is collected by the seed pixel. It can be seen that the average cluster size decreases with the
application of reverse substrate voltage. This effect is reflected in the slightly worse resolution at
the reverse substrate voltage of 1.2V. Similar trends are seen for the other three pixel geometry
variants on the APTS-MUX chip, as well as for the APTS-MUX chip with the pixel pitch size
of 10 µm.

The spatial resolution of the reference pixel geometry variant on the APTS-MUX chip with
different pixel pitch sizes at the reverse substrate voltage of 1.2V is presented in Figure 12.19.
It can be seen that the average cluster size is higher for the pixel pitch size of 10 µm compared
to the pixel pitch size of 20 µm, as more charge is shared among the neighbouring pixels for a
lower pixel pitch size due to the reduced distance between the collection electrodes. The lower
pixel pitch size also corresponds to a lower binary resolution, and an improved resolution than
binary resolution is achieved due to some charge sharing. It should be noted that an impressive
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Figure 12.19: The hit/no-hit spatial resolution and the average cluster size as a function of the
applied seed threshold, comparing different pixel pitch sizes. The first points of measurement
correspond to the threshold equivalent to 3 times the noise RMS value. The measurements
shown are for the reference pixel geometry variant of the APTS in the ‘Modified with Gap’
process, at the reverse substrate voltage of 1.2V.
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sub-3 µm resolution can be achieved with the pixel pitch size of 10 µm. Similar trends are seen
at different reverse substrate voltages and for the other three pixel geometry variants on the
APTS-MUX chip.

Summary

The resolution was measured to be better than the binary resolution for all pixel geometries and
pitch sizes, and it was observed to slightly degrade with increasing threshold.

The average cluster size was seen to be lower for the larger pixel pitch size, as was also seen
in the 55Fe radioactive source measurements.

The average cluster size was lower for the variant with the larger n-well collection electrode.
Consequently, the lesser charge sharing results in a worse resolution for this variant.

12.4.5 Radiation Tolerance

The detection efficiency is expected to reduce with increasing NIEL irradiation level, owing to
effects like charge trapping. Less charge loss is expected for the pixel geometry variant with the
larger collection electrode due to slightly shorter collection paths. Thus, fewer clusters with a
size larger than 1 are expected to be lost. As a result, it is expected to be more radiation-tolerant
than the other three pixel geometry variants.

The charge loss due to trapping defects arising from the NIEL irradiation results in a loss
in detection efficiency as shown in Figure 12.20. This effect is exaggerated with increasing
threshold, with more clusters being lost at higher thresholds. This leads to a smaller operational
margin with efficiencies higher than 99%. The higher noise due to more leakage after irradiation
is reflected in the higher noise RMS.

Figure 12.21 shows that the spatial resolution is mostly unaffected by irradiation, even though
the average cluster size is consistently lower after irradiation. The cluster size is lower after
irradiation because the pixels designed in the ‘Modified with Gap’ process share minimal charge
outside the seed pixel. However, the charge collected by the neighbouring pixels will not cross
the threshold in some cases, as the charge may get trapped due to the longer collection paths to
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Figure 12.20: Efficiency as a function of the applied seed threshold, comparing different NIEL
irradiation levels. The first points of measurement correspond to the threshold equivalent to 3
times the noise RMS value. The measurements shown are for the APTS with a pixel pitch size
of 20 µm in the ‘Modified with Gap’ process, at the reverse substrate voltage of 1.2V.
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Figure 12.21: The hit/no-hit spatial resolution and the average cluster size as a function of
the applied seed threshold, comparing different NIEL irradiation levels. The first points of
measurement correspond to the threshold equivalent to 3 times the noise RMS value. The
measurements shown are for the APTS with a pixel pitch size of 20 µm in the ‘Modified with
Gap’ process, at the reverse substrate voltage of 1.2V.

the collection electrodes of the neighbouring pixels. Similarly, some events with tracks passing
close to the edges and corners of the pixel may get lost due to the trapping defects. This will
leave a larger fraction of events where the tracks pass close to the center of the pixel, contributing
to a lower spatial resolution.

The detection efficiency of the four pixel geometry variants is roughly similar after being
irradiated, as shown in Figure 12.22. However, the variant with the larger collection electrode
achieves slightly better efficiency compared to the other variants, as highlighted in the zoomed-in
inset.

It can be seen in Figure 12.23 that after being irradiated to a high enough level, the differences
between the four pixel geometry variants converge, and all four show similar average cluster size
and spatial resolution.

Figure 12.22: Efficiency as a function of the applied seed threshold, comparing different pixel
geometry variants, irradiated to 1014 1MeV neq cm−2. The first points of measurement corre-
spond to the threshold equivalent to 3 times the noise RMS value. The measurements shown
are for the APTS with a pixel pitch size of 20 µm in the ‘Modified with Gap’ process, at the
reverse substrate voltage of 1.2V.
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Figure 12.23: The hit/no-hit spatial resolution and the average cluster size as a func-
tion of the applied seed threshold, comparing different pixel geometry variants, irradiated to
1014 1MeV neq cm−2. The first points of measurement correspond to the threshold equivalent
to 3 times the noise RMS value. The measurements shown are for the APTS with a pixel pitch
size of 20 µm in the ‘Modified with Gap’ process, at the reverse substrate voltage of 1.2V.

The APTS-MUX chip was also tested at the irradiation level of 1015 1MeV neq cm−2. How-
ever, due to the higher noise of the APTS-MUX chips as reported in Chapter 11, the ADC unit
to e− conversion factor could not be measured precisely, thus the results cannot be presented
reliably.

Summary

The efficiency is comparable at low seed threshold for the two NIEL irradiation levels; however,
it diverges at high seed thresholds, with worse efficiency for higher irradiation levels. It is also
observed that the noise increases with increasing irradiation level.

Little impact is seen on the spatial resolution, but the average cluster size reduces significantly
with increasing irradiation levels.

12.5 Conclusion

The characterisation of multiple analogue MAPS prototypes, fabricated in the TPSCo 65 nm

CMOS technology, has been carried out in a test beam campaign. Analogue test structures with
two different pixel pitch sizes (10 µm and 20 µm) and four pixel geometry variations were studied
in the presence and absence of a reverse bias voltage, as well as at different irradiation levels.

The ‘Modified with Gap’ process leads to a high signal-to-noise ratio and less charge sharing.
A spatial resolution of sub-3 µm can still be reached with a small pixel pitch size. All pixel
geometry variants reach a detection efficiency over 99%, irrespective of the reverse bias voltage
or the pitch size, and the pixel matrix with the larger pitch size demonstrated a larger operational
margin.

A deterioration in the collected pixel charge and the detection efficiency was seen with in-
creasing NIEL irradiation levels. The detection efficiency over 99% could still be reached at
moderate NIEL irradiation levels of 1014 1MeV neq cm−2, which is above the ALICE ITS3
requirements, as well as the current specifications of the FCC-ee vertex detectors.

The excellent detection efficiency in moderate radiation environments and small spatial res-
olution make MAPS developed in the 65 nm process a viable candidate for the vertex detectors
at future lepton colliders, including FCC-ee.
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13 Conclusion and Perspective

The advancement of scientific knowledge requires a collaborative and interdisciplinary effort,
and the same is the case for high-energy physics. Particle colliders and detector experiments
are designed, built, and operated on the timescale of decades. The analysis techniques and
the detector technologies are constantly evolving; future projects learn from the successes and
failures of the past and improve upon the existing frameworks. This thesis presents synergistic
efforts to develop new and improved data analysis techniques, jet flavour identification with a
transformer-based neural network, and state-of-the-art detector technology, Monolithic Active
Pixel Sensors (MAPS) produced in the 65 nm CMOS imaging technology.

DeepJetTransformer, a jet flavour tagging model based on a transformer neural network
architecture, was employed to evaluate the influence of different reconstruction techniques, in-
cluding particle identification (PID) and V0 reconstruction, on jet flavour tagging performance.

Building on the success of deep learning techniques in jet structure analysis, DeepJet-
Transformer achieves excellent jet flavour identification performance while offering short train-
ing times, making it a strong candidate for studying the impact of detector designs on jet
flavour tagging performance. Alongside its remarkable bottom and charm jet tagging perfor-
mance, DeepJetTransformer exhibits an impressive discrimination of strange jets, highlighting
the crucial contribution of PID and vertex reconstruction, in the form of secondary vertices and
V0s, to achieve optimal jet flavour tagging performance. These results are broadly applicable be-
yond the FCC-ee environment and the IDEA detector concept, provided adjustments are made
for energy regimes, detector configurations, jet clustering, and PID strategies.

The efficient jet flavour tagging performance of DeepJetTransformer, combined with the
high-statistics event samples at the Z resonance at the FCC-ee, enables the isolation of pure
Z → bb̄, Z → cc̄, and Z → ss̄ samples, which allows for precise measurements of quark-specific
asymmetries at the FCC-ee. This thesis presents results that show that an improvement by
almost three orders of magnitude on the precision of the bottom and charm quark forward-
backward asymmetry measurements at the Z pole can be achieved at the FCC-ee, compared to
the combined measurements by the LEP/SLD electroweak collaboration.

The access to the hitherto scarcely studied strange decay channel of the Z boson allows
for precise measurements of the strange quark forward-backward asymmetry at the Z pole,
achieving an absolute statistical precision of 2.6 · 10−6 at the FCC-ee, considering a luminosity
of 125 ab−1 at the Z resonance.

These measurement improvements vitally depend on the ability of the detector technologies
to achieve the performance targets anticipated at future collider facilities, including sub-3µm
spatial resolution, robustness under moderate irradiation levels, and a low material budget. The
results presented in this thesis indicate that MAPS are well-positioned to meet these stringent
requirements.

MAPS integrate the sensitive detector volume and the readout circuitry within a single de-
vice. Design modifications have been implemented through the addition of a low-dose n-type
implant, which extends the depletion region across the full sensor area, thereby enhancing charge
collection while maintaining low sensor capacitance. In the ‘Modified-with-Gap’ process, gaps
are introduced in this additional implant layer at the pixel borders to increase the lateral electric
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field within the sensor. The Analogue Pixel Test Structure (APTS) was specifically developed
to evaluate the analogue performance of MAPS fabricated in the 65 nm CMOS imaging technol-
ogy, incorporating multiple pixel geometry variations and pitch sizes, operated under different
reverse substrate voltages, and tested across a range of NIEL irradiation levels.

Under laboratory conditions, the APTS demonstrated excellent energy resolution and a clear
reduction in capacitance with increasing reverse substrate voltage, reaching a minimum at low
bias. The measurements with an 55Fe radioactive source also confirmed the linearity of the
detector response.

The improved signal-to-noise ratio and reduced charge sharing achieved with the ‘Modified-
with-Gap’ process enabled detection efficiencies exceeding 99%, irrespective of bias voltage or
pixel pitch. The larger pitch matrix exhibited a broader operational margin and lower noise,
while the smaller pitch provided sub-3 µm spatial resolution. Although both collected charge
and detection efficiency degraded with increasing NIEL irradiation, efficiencies above 99% were
sustained up to moderate irradiation levels.

The 65 nm CMOS process has now been validated, and the analogue properties of MAPS
have been characterised by consistent results from the small and large matrix prototypes. The
performance satisfies the specifications set forth by the ALICE ITS3 project and the FCC-ee.

The work presented in this thesis establishes a solid foundation for the integrated advancement
of experimental methodologies for future colliders such as the FCC-ee.

Outlook

The experimental framework continues to evolve, and with time remaining before the construc-
tion and operation of the FCC-ee, it offers significant opportunities for further improvement and
optimisation of both analysis methodologies and detector technologies.

The performance of the jet flavour tagger can be further enhanced by optimising the input
feature set, particularly by adopting more realistic PID assumptions tailored to specific detec-
tor scenarios. Additional improvements may be achieved through optimisation of the network
parameters and architecture, as well as by significantly enlarging the training dataset. Intro-
ducing flavour subdivisions to better handle processes such as gluon splitting could strengthen
discrimination capabilities. Furthermore, event-level tagging may offer additional potential for
performance gains by leveraging correlated features between jets, such as oppositely-charged
high-momentum kaons in the outgoing jets in Z → ss̄ events.

Improvements in detector design, such as moving the innermost layer of the vertex detector
closer to the beam pipe and reducing the thickness of the vertex layers, can significantly enhance
heavy-flavour jet tagging by improving the impact parameter resolution and, consequently, the
reconstruction of displaced vertices. Additionally, incorporating a dedicated PID detector could
support strange-quark tagging.

A natural extension of isolating Z → ss̄ events and measuring quark-specific asymmetries
would be to measure the branching fraction and coupling of the Z boson to the s quark and inves-
tigate further flavour-dependent properties at the Z pole that are particularly sensitive to exten-
sions of the standard model. Extrapolating the excellent performance of DeepJetTransformer
in discriminating strange jets and the continuing improvement of jet flavour taggers along with
more sophisticated input features, there exists a promising opportunity for the precise study
of the light u and d quarks at the Z resonance at the FCC-ee. The much larger Z boson
cross-section will also provide opportunities for calibration and performance validation on data
before the Higgs boson decay to s quarks is examined, which is likely to reduce experimental
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uncertainties.
Detector technology is rapidly evolving and continues to offer substantial opportunities for re-

finement and innovation. Wafer-scale sensors can be realised using the stitching technique, while
silicon thinned to 50 µm becomes sufficiently flexible to be bent into a cylindrical shape. This
approach enables the construction of truly cylindrical vertex detectors with minimal supporting
structures, as aimed by the ALICE ITS3 design. Prototypes of stitched sensors are currently
being tested. Adopting a similar concept for the FCC-ee will necessitate further mechanical
design developments. Additionally, there remains scope for improving the radiation tolerance of
MAPS, as well as enhancing in-pixel circuit density and optimising the power budget through
the transition to finer technology nodes.

The continued development of advanced analysis techniques, including jet flavour tagging,
along with sustained innovation in detector technologies, such as MAPS, as presented in this
thesis, will be crucial to maximise the physics potential of future collider experiments. The
synergy between these efforts will enable unprecedented precision in measurements and expand
the discovery capabilities of the next generation of facilities.
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So long,

and thanks for all the fish!
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