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Abstract

A search for a pair of light pseudoscalar bosons (a;) produced in the decay of the
125 GeV Higgs boson is presented. The analysis examines decay modes where one a;
decays into a pair of tau leptons and the other decays into either another pair of tau
leptons or a pair of muons. The a; boson mass probed in this study ranges from 4
to 15GeV. The data sample was recorded by the CMS experiment in proton-proton
collisions at a center-of-mass energy of 13 TeV and corresponds to an integrated lumi-
nosity of 138 fb~1. No excess above standard model (SM) expectations is observed.
The study combines the 4t and 227 channels to set upper limits at 95% confidence
level (CL) on the product of the Higgs boson production cross section and the branch-
ing fraction to the 47 final state, relative to the Higgs boson production cross section
predicted by the SM. In this interpretation, the a; boson is assumed to have Yukawa-
like couplings to fermions, with coupling strengths proportional to the respective
fermion masses. The observed (expected) upper limits range between 0.007 (0.011)
and 0.079 (0.066) across the mass range considered. The results are also interpreted
in the context of models with two Higgs doublets and an additional complex singlet
field (2HD+S). The tightest constraints are obtained for the Type III 2HD+S model. In
this case, assuming the Higgs boson production cross section equals the SM predic-
tion, values of the branching ratio for the Higgs boson decay into a pair of a; bosons
exceeding 16% are excluded at 95% CL for a; boson masses between 5 and 15 GeV and
tan B > 2, with the exception of scenarios in which the a; boson mixes with charm or
bottom quark-antiquark bound states.
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1 Introduction

The experimental verification of the standard model (SM), a quantum field theory describing
the strong and electroweak interactions between elementary particles, culminated in the dis-
covery of a scalar boson with a mass of 125GeV by the ATLAS and CMS Collaborations at
the CERN LHC [1-3]. Subsequent studies demonstrated that the properties of the discovered
boson, denoted henceforth as H, are compatible, at the current level of precision, with the pre-
dicted properties of the SM Higgs boson [4, 5].

Despite its striking success in describing the subatomic world, the SM is not considered a com-
plete theory. It does not explain several key phenomena, such as the nature of dark matter,
the origin of neutrino masses, and the matter-antimatter asymmetry in the universe. Various
extensions to the SM have been proposed to address some of its shortcomings, which include
extended Higgs sectors wherein the 125GeV Higgs boson appears as one of multiple Higgs
boson states. Prominent examples of such extensions of the SM are the general two-Higgs-
doublet models [6, 7], and the two-Higgs-doublet plus singlet (2HD+S) models, which include
an additional complex scalar field [8]. Extended Higgs sectors are also embedded in more elab-
orate theoretical frameworks, such as the minimal supersymmetric SM (MSSM) [9, 10], which
incorporates two Higgs doublets, or the next-to-MSSM (NMSSM) [11, 12], which solves the -
problem of the MSSM by extending the two Higgs doublets by a complex singlet field [13, 14].
These supersymmetric extensions of the SM provide a candidate for dark matter and introduce
additional sources of charge-parity (CP) violation that could explain the observed amount of
matter-antimatter asymmetry.

The analysis presented in this paper probes the 2HD+S models, which predict seven physical
Higgs boson states: three neutral CP-even, two neutral CP-odd, and two charged bosons. One
of the scalars of the neutral sector can be identified as the 125GeV Higgs boson. At the same
time, one of the two pseudoscalars, denoted a,, can be light enough for H — a;a; decays to
be kinematically possible. Measurements of the Higgs boson couplings so far still allow for a
substantial branching fraction of Higgs boson decays to beyond-the-SM particles; the ATLAS
and CMS experiments have established upper limits at 95% confidence level (CL) of 12 and
16%, respectively [4, 5]. The search for H — a;a; decays, therefore, provides an effective probe
for possible extensions of the SM and the discovery of new physics phenomena.

The 2HD+S models predict various decay channels for the a; boson, with significant branch-
ing fractions into fermion pairs. The decay patterns of a; bosons are governed by parameters
such as the ratio of the vacuum expectation values of the two Higgs doublets (tan ) and the a;
boson mass (m&11 ). The different variants of the 2HD+S models—Type I, II, III, and [V—are dis-
tinguished by how the Higgs doublets couple to fermions, resulting in distinct decay patterns.
Several of these models predict a significant branching fraction of the a; boson decay into a
pair of tau leptons [8], making this channel a promising avenue for experimental searches.

Numerous searches for H — a;a; decays have been carried out to date by the ATLAS and
CMS Collaborations, exploring different a; decay modes, covering the mass range 0.2 < My, <
62.5GeV [15-33]. The studies did not reveal significant deviations from the SM background
expectations, and upper limits were set on the signal rates, thereby constraining the parameters
of the 2HD+S models.

In this paper, a search for a light a; boson via the decays H — a;a; — 4t and H — a;a; —
2u2t is presented. The search is based on proton-proton (pp) collision data at a center-of-mass
energy of 13 TeV, corresponding to an integrated luminosity of 138 fb™!, recorded by the CMS
detector between 2016 and 2018. The analysis covers the My, Tange between 4 and 15GeV



and employs a specialized strategy to select and identify highly Lorentz-boosted muon or tau
lepton pairs with overlapping decay products. Similar searches were performed by the CMS
and ATLAS Collaborations [29, 33] using 36 and 140fb™' of pp collision data, respectively.
These searches established upper limits at 95% CL on the Higgs boson production cross section
times branching fraction for H — a;a; — 47, relative to the SM Higgs boson production cross
section. The CMS analysis set limits in the range 0.022-0.23, depending on the a; boson mass.
The ATLAS analysis, based on a larger analyzed data set, placed limits between 0.03 and 0.10.
The analysis presented here extends the previous CMS analysis by using approximately four
times more data. Moreover, the signal selection criteria have been optimized further, taking
advantage of a more precise calibration of the CMS detector achieved towards the end of the
LHC Run 2 data-taking period.

The H — aja; — 47 decay gives rise to tau leptons that have a lower average transverse
momentum (pr) spectrum compared to the H — 77 decay. For about 60% of tau leptons from
the signal processes, the visible pr, defined as the transverse momentum of its detectable decay
products, is below 20 GeV. Reconstruction and identification of tau leptons in this kinematic
regime is challenging. In particular, the reconstruction of decay modes with neutral pions
is hampered by a large flux of low-pr photons originating from low-energy pp interactions
in the same or neighboring bunch crossings (pileup). Conventional CMS algorithms [34] are
not optimized for identifying such low-pt tau leptons, resulting in a rapid degradation of the
reconstruction efficiency and purity with decreasing visible pr. Furthermore, the significant
mass difference between the a; and Higgs bosons results in a; bosons that are highly Lorentz-
boosted, and collimated decay products. The resulting overlap of tau leptons from the same a;
boson further complicates the identification of the a; — 77 candidates. These challenges are
addressed by employing a dedicated search strategy.

The signal topology targeted by the present analysis is illustrated in Fig. 1. The analysis focuses
onthe H — aja; — (7, Ti-prong) (T, Ti-prong) decays, where 7, denotes the muonic decay of a
tau lepton, and 7y_,ong Stands for its decay into an electron, muon, or one-prong hadronic state.
Each a; boson is thus identified by the presence of a muon and an additional charged particle
nearby. The latter particle is characterized by the presence of one reconstructed track with a
charge opposite to that of the muon. Three-prong tau decays are excluded because of their
very high quantum chromodynamics (QCD) multijet background and lower reconstruction
efficiency. Although the analysis primarily targets the (T, T1_prong ) (T Ti-prong) decays, the decays
a;a; — (Up) (T, Tiprong) are also included as they can give rise to a similar topology. The two
decay modes are combined to search for the H — a;a; signal, assuming that the a; boson
has Yukawa-like couplings to fermions, with coupling strengths proportional to the respective
fermion masses. Because of its significantly lower branching fraction, the a;a; — 4u decay has
a negligible contribution to the search sensitivity and is not considered in the present search.

The analysis primarily targets the dominant gluon-gluon fusion (ggF) production mechanism,
where the Higgs boson is produced with relatively small py and the a; bosons are emitted
nearly back-to-back in the transverse plane, resulting in a large separation in azimuthal angle
(A¢) between the decay products of the two a; bosons. When the Higgs boson is produced with
high pr, e.g., due to initial-state radiation in ggF, or through other production mechanisms, the
azimuthal angle between the a; bosons is reduced, whereas the separation in pseudorapid-
ity (An) can still be large. Therefore, the analysis focuses on the identification of same-sign
dimuon events with significant angular separation, AR = Vv (A¢)? + (An)?, where each muon
is accompanied by a nearby oppositely charged particle from the same a; decay. The require-
ment of same-sign muons significantly reduces backgrounds from top quark pairs, Drell-Yan
processes, and diboson production, thereby enhancing the search sensitivity.
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Figure 1: Illustration of the signal topology. The Higgs boson decays into two a; bosons, one
of which further decays into a pair of tau leptons, and the other into a pair of muons or tau
leptons. In the case of a; — 77 decays, one tau lepton is required to decay to a muon, and the
other to a single charged particle—either an electron, a muon, or a charged hadron (h). The
targeted final state consists of one muon and one oppositely charged track arising from each a,
boson decay.

Outside the probed mass range of 4-15GeV, the sensitivity of the present search decreases
rapidly. At lower a; masses, the background from QCD multijet events overwhelms the sig-
nal. At higher masses, the angular separation between the decay products of the a; bosons
increases, thereby necessitating a different analysis strategy.

Tabulated results are provided in the HEPData record for this analysis [35].

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator
hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters
extend the pseudorapidity coverage provided by the barrel and endcap detectors. Muons are
reconstructed in gas-ionization detectors embedded in the steel flux-return yoke outside the
solenoid. More detailed descriptions of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, can be found in Refs. [36, 37].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 us [38]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, which reduces the event rate
to around 1 kHz before data storage [39, 40].



3 Simulated samples

The signal events for the H — a;a; — 47 channel are simulated at leading order (LO) using
the PYTHIA (v.8.212) event generator [41], targeting three major Higgs boson production mech-
anisms: ggF, vector boson fusion (VBF), and Higgs-strahlung (VH). For the H — a;a; — 2u2tT
decay channel, events are generated at LO for the dominant ggF production mode with MAD-
GRAPH5_.aMC@NLO (v.2.6.5) [42]. The acceptance of the H — a;a; — 2u27 signal is corrected
to account for subdominant contributions from the VBF and VH processes as detailed in Sec-
tion 5. Simulation studies have demonstrated that the signal acceptance is highly sensitive
to the pr spectrum of the Higgs boson. Therefore, the signal samples generated at LO are
reweighted to match the Higgs boson pt spectrum predicted by theoretical computations that
incorporate higher-order corrections. The pr distribution of the Higgs boson produced via ggF
is reweighted for both decay channels (47 and 2u27) using K-factors calculated with the pro-
gram HqT (v.2.0) [43, 44], which computes the p spectrum of the Higgs boson at next-to-LO
(NLO) with next-to-next-to-leading-logarithmic resummation at low pt. For VBF and VH pro-
cesses, the pr distribution of the Higgs boson is reweighted using K-factors calculated with the
NLO POWHEGBOX (v.2.0) event generator [45-47].

The major source of background for the analysis is QCD multijet production, followed by sub-
dominant contributions from Drell-Yan processes with Z or W boson production accompanied
by jets (Z+jets and W+jets), top quark-antiquark pair production with additional jets (tt+jets),
single top quark production, and vector boson pair production (diboson). The QCD multijet
and diboson backgrounds are simulated using PYTHIA (v.8.212), whereas the Z+jets and W +jets
backgrounds are generated at LO with MADGRAPH5_.aMC@NLO (v.2.6.5). The single top quark
and tt+jets processes are generated at NLO using POWHEGBOX (v.2.0).

Parton showering and fragmentation for all Monte Carlo (MC) samples are executed using
PYTHIA (v.8.212). The CP5 tune is applied to describe the underlying event [48]. All simu-
lated samples utilize the NNLO NNPDEF3.1 PDFs. For samples produced at LO with MAD-
GRAPH5_.aMC@NLO, the MLM jet matching scheme is employed [49]. The detector response
is simulated with the GEANT4 package [50, 51]. The contribution of pileup is replicated by
simulation of minimum bias interactions, which are then superimposed on the primary hard-
scattering event. The simulated events are then reweighted to reflect the observed pileup dis-
tribution in the experimental data. The average number of pileup collisions was 27 (38) in the
2016 (2017-2018) data.

4 Event reconstruction

Events containing two muon candidates and two additional tracks are selected in the analysis.
Track reconstruction is performed using the combinatorial track finder algorithm [52], which
employs Kalman filtering to refine the track estimates; the analysis selects the “high-purity”
tracks defined in Section 4.4 of Ref. [52].

The primary vertex (PV) is identified as the vertex corresponding to the hardest scattering in
the event, evaluated using tracking information alone, as described in Section 9.4.1 of Ref. [53].

The particle-flow (PF) algorithm [54] reconstructs and identifies individual particles (PF candi-
dates) in an event using combined information from the various elements of the CMS detector.
Muons are identified as tracks in the central tracker consistent with either a track or several
hits in the muon system and associated with calorimeter deposits compatible with the expec-
tation for minimume-ionizing particles. These PF muons are further required to pass dedicated



identification requirements, which depend on several parameters, including track quality, im-
pact parameter significance, and number of muon chamber hits, to suppress contributions from
nonprompt decays of hadrons into muons and their punchthrough to the muon detectors. The
analysis employs the medium identification criterion [55], which yields an overall efficiency of
98-99% for muons with pr > 20GeV. Scale factors, derived by comparing the muon identifi-
cation efficiencies between data and simulation, are applied to the MC samples to match the
performance observed in data.

Jets are reconstructed by clustering PF candidates using the anti-kt algorithm [56, 57] with a
distance parameter of 0.4. Charged particles not associated with the PV are excluded from the
clustering using the charged hadron subtraction method [54]. The reconstructed jet energies are
corrected in both data and simulation to account for effects from nonlinear detector response
and contamination from pileup [58]. The jet energy resolution is corrected in simulation to
improve the agreement with data.

Jets resulting from the fragmentation and hadronization of bottom quarks (b jets) are identified
using the DEEPJET algorithm [59, 60], and labeled as b-tagged. The tight working point of the b
tagging discriminator is used, which corresponds to a rate of 0.1% for misidentifying a light jet,
i.e., a gluon or light-quark jet, as a b jet [61]. The corresponding b tagging efficiency, measured
from tt+jets events, is around 65%.

5 Event selection

The search, targeting nonisolated same-sign muon pairs, requires a specialized triggering strat-
egy. Events of interest are recorded using a set of dimuon triggers. In 2016 and 2017, the trigger
required the highest-py (leading) and second-highest-py (subleading) muons to have trans-
verse momenta of at least 17 and 8 GeV, respectively. In 2018, the thresholds were raised to
18 and 9 GeV, respectively. Additionally, in 2016 and 2018, the trigger required the two muons
to have the same charge. In 2016, it was also required that the two muon tracks have their
points of closest approach to the beam axis within 0.2 cm of each other along the z direction.
The triggers employed in 2016 and 2018 did not impose any isolation requirements on the
muons. However, in 2017, a nonisolated same-sign dimuon trigger was not available. Thus,
a dimuon trigger imposing a loose isolation criterion on both muons was used instead. This
criterion required the ratio of the pr sum of charged hadrons, within an isolation cone of size
AR = 0.3 around the muon, to the py of the muon to be less than 0.4. Even with this require-
ment, the trigger was efficient in selecting the signal with a relative loss of efficiency, estimated
from simulation studies, ranging from 5% at My, = 15GeV to 20% at My, = 4 GeV.

As the first step in the offline selection, a b jet veto is imposed, rejecting events that contain
one or more b-tagged jets with pr > 20GeV and || < 2.4. This veto is essential to suppress
background from QCD multijet events with heavy-flavor hadrons that decay into muons. The
remaining events that pass the trigger selection criteria are required to contain at least two
same-sign muons, each having || < 2.4. The py of the leading and subleading muon is re-
quired to be greater than 19 and 10GeV, respectively. The transverse (longitudinal) impact
parameter of the muons with respect to the PV is required to be |dy| < 0.05 (|d,| < 0.1) cm. The
angular separation between the muons must be AR > 1.5. If more than one pair of same-sign
muons meets these criteria, the pair with the highest scalar sum of pr is selected.

The next selection step employs information from the tracks associated with the reconstructed
charged PF objects, excluding the pair of same-sign muons. This information is used to identify

and isolate the candidates for the a; — T, Tj_prong OF @; — pp decays, hereafter referred to as



a, candidates. Two types of tracks are considered, namely “isolation” and “signal” tracks. The
signal tracks are a subset of the isolation tracks, subject to stricter selection criteria. The purpose
of each track type and their selection criteria are given in Table 1.

Table 1: The purpose and selection criteria for the two types of tracks used in the selection
procedure.

Type of track pr 1] |d| |d,| Purpose

Isolation >1.0GeV <24 <0.2cm <0.3cm  Provides the isolation criteria
for muon candidates

Signal >25GeV <24 <0.02cm <0.04cm  Used together with muons to
construct a; candidates

Each selected muon of the same-sign muon pair is required to have exactly one isolation track
within a AR cone of 0.5 around the muon. The background components, especially QCD mul-
tijet events, tend to have higher track multiplicity with respect to the signal and, hence, are
rejected by imposing the isolation requirement. A muon+track system is accepted as an a; can-
didate if the isolation track around the muon meets the signal track criteria. The event is se-
lected in the final sample if it contains two a; candidates. The set of selection requirements
outlined above defines the signal region (SR).

The number of observed events selected in the SR is 7803. Simulation studies indicate that
QCD multijet events are the predominant background in the SR. Contributions from other
backgrounds only comprise about 1% of the selected events in the SR. In Table 2, the expected
signal acceptance times selection efficiency (.Ae), and the expected yield of signal events in the
SR from simulation are reported for a few representative values of m, . For each of the two

considered decay channels, 4t and 2u27, the value of Ae is evaluated as the expected yield
of signal events from simulation relative to the total number of signal events expected in the
respective decay channel. The expected signal yields are calculated assuming a benchmark
value of the branching fraction, B(H — a,a;)B?(a; — t1) = 0.05, and the SM predictions for
the Higgs boson production cross sections: 48.58 pb for ggF, 3.78 pb for VBE, and 2.26 pb for
VH [62]. The contributions from the ggF, VBF, and VH processes are summed to determine the
47 yield. The expected 2127 signal yield is estimated under the assumption that the a; boson
has Yukawa-like couplings to fermions, with coupling strengths proportional to the fermion
masses. Under this assumption, the ratio of the a; — puu and a; — 77 partial widths satisfies
the relation [63]

Clay = pge) _ i y/1= @my/m)” W
I(a, > tT) m2 \/1 ~(2my/m, )2

Using Eq. (1), the ratio of the branching fractions for a;a; — 2u27 and a;a; — 47 decays is
computed as

B(aja, = 2p27) _ Blay = pp) _ Tag = pp) )

B(aja; — 41) B(a; = tT) I'(a;, = 77)

The factor of 2 in Eq. (2) accounts for the possibility of either a; boson decaying into iy or 7.
The value of the ratio in Eq. (2) decreases from 0.016 at My, = 4 GeV to 0.0073 at My, = 15GeV.
To account for subdominant contributions to the 2u27 final state from VBF and VH produc-
tion, the ratios of .4e between the 227 and 47 channels are assumed to be identical across



all production mechanisms. The value of Ae for the ggF process is then scaled accordingly to
estimate the total 2427 yield. This assumption has been verified with simulated signal samples
for two representative mass hypotheses of m, = 5and 10GeV. For both masses, the values of

Ae for the two decay channels are found to be consistent within 3-5%.

Table 2: Signal acceptance times selection efficiency Ae, defined in the text, and the number
of expected signal events after selection in the SR, computed using simulated signal samples
for representative mass hypotheses. The Higgs boson cross sections from ggF, VBF, and VH
production mechanisms are set to the SM predictions [62]. The number of expected signal
events is computed for a benchmark value of the branching fraction B(H — aa;)B%*(a; —
77) = 0.05. The quoted uncertainties in the predictions from simulation include only the
statistical component. In data, 7803 events are selected in the SR.

Signal Ae [1074] Expected signal yield
My, [GeV] 4t 2u2t 4t 2u2t

5 352+010 103 £2 134 =4 397+04

8 255+0.09 76010 972+£33 23.0£03

12 137 £0.06 35.6=+07 521+24 101%02

15 032=+003 75+03 123+11 21=+01

6 Final discriminant

A two-dimensional (2D) distribution of the invariant masses of the muon+track systems con-
stituting the a; candidates is chosen as the final discriminant and employed to distinguish
between signal and background. This 2D distribution is populated with pairs of muon-+track
invariant masses (1, m,), ordered by their value, m, > m;. Figure 2 illustrates the binning of
the 2D distribution. Each bin is labeled (i, j), where i and j denote the bin indices along the m;
and m, axes, respectively. Since m, is required to be greater than m,, only the bins (i, j) where
j > i are filled, resulting in a total of 6(6 4+ 1)/2 = 21 independent bins. The bin boundaries
along each axis are at 0, 1, 2, 3, 4, and 5.2GeV. Bins (i,6) withi = 1,...,5 include all events
with m, > 5.2GeV, while bin (6, 6) contains all events with m; and m, > 5.2GeV. The binning
is optimized to achieve the highest sensitivity to the signal for all tested mass hypotheses of
a, while ensuring reliable and robust estimation of the background, as detailed in Section 7.
With the chosen binning, the statistical uncertainty in the background estimate is kept between
1 and 40% across all bins of the (m,, m,) distribution.

7 Background modeling

As mentioned in Section 5, QCD multijets constitute the dominant source of background, with
small contributions coming from processes such as tt, Z+jets, W+jets, and diboson production.
To model the shape of the (1, m,) distribution of the background in the SR, a binned template
is constructed as:

fonli,j) = C(i, ) [fin(i) fip()]¥™, 3)

where

e fop(i,j) represents the content of bin (i, j) in the (m,, m,) distribution, normalized to
unity.
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Figure 2: Binning of the 2D (m,,m,) distribution. Each bin is labeled (7, j), where i is the bin
index along m; (x axis) and j is the bin index along m, (y axis). Bins (i,6) withi = 1, ..., 5 include
all events with m, > 5.2 GeV, while bin (6, 6) contains all events with m; and m, > 5.2 GeV.

e fip(i) is the content of bin 7 in the one-dimensional (1D) muon+track invariant mass
distribution, normalized to unity. Each event contributes two entries to this distri-
bution.

e C(i,]) is a symmetric matrix, accounting for possible correlation between m; and m,.
The condition C(i,j) = 1 for all bins (i, j) would indicate an absence of correlation
between m; and m,. The elements of the matrix C(i, j) are referred to as “correlation
factors” henceforth.

Equation (3) includes a symmetrization operation, denoted by ‘sym’, which is applied to the
product of the 1D distributions f;p (i) and fip(j) and defined as follows:

i A\sym 2f1D(i)f1D(j)/ lfl#],
[fip(@) fin(j)] {le(i)le(i), i) 4)

This symmetrization ensures that the contributions from the nondiagonal bins (i, j) and (j, i) in
the Cartesian product fip (i) fip(j) are correctly accounted for in the 2D (m;,m,) distribution,
given the ordering imposed on the muon+track invariant masses. The normalization of the
background is left unconstrained prior to the signal extraction.

In order to derive and validate the modeling of fip(i) and C(i, ), multiple control regions
(CRs), disjoint from the SR, are defined based on variations in the isolation criteria applied to
one or both muon+track pairs. The isolation criteria are defined by the number of tracks within
a cone of AR = 0.5 around the muon momentum direction. The two muons are labeled as
“first muon” and “second muon”. The first muon serves as a “probe” used to assess fip(i) as
a function of the isolation criteria of the second muon, the “tag”, as described in Section 7.1
below. In the CR labeled “CR Loose-Iso” which is employed to derive the C (i,7), both muons
play the role of probes. A summary of the CRs and SR, along with the specifications for the
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first and second muon, is presented in Table 3. Detailed definition of the CRs is provided in
Sections 7.1 and 7.2. In all CRs, the expected signal contamination constitutes 0.1-1% (0.5-6%)
of the background yield across all bins of the fip(i) (fop(i,f)) distributions for all tested a,
boson mass hypotheses, and thus has negligible impact on the background modeling and final
result.

Table 3: Definition of the CRs used to construct and validate the background model. The last
row defines the SR. The symbols Nj,, and N, denote the number of isolation and signal tracks,
respectively, within a cone of AR = 0.5 around the muon momentum direction. In cases where

Njig is not mentioned, there is no explicit requirement on the number of signal tracks.
Region First u Second Purpose
CR Ny Nz =1, Njgo =1 Niso = 2,3 Determination of f;p (i)
CR N; Ngie > 1, Njgo > 1 1, N, =1  Validation and systematic

so,1 sig — s +Viso Nsig = L Nigo
CR Nig 03 Nge > 1, N >1 N, =2,3 uncertainty estimate of fip(7)

CR Loose-Iso Ng, =1,Ni,, = 3,4 Ny, =1,N;;, = 3,4 Determination of C(i, f)

SR N =1  Signal extraction

7.1 Modeling of f,p(7)

The fip(i) distribution is modeled using the CR labeled “CR N,3”. This CR comprises events
that pass the same-sign dimuon selection criteria and include only one a; candidate, formed by
an isolated signal track and a muon (referred to as the first muon). The invariant mass of this
first muon and its associated track is used to construct the fip (i) distribution. The second muon
in the event must be accompanied by either two or three nearby isolation tracks. Simulations
indicate that CR N3 is enriched in QCD events, with less than 5% of the events coming from
non-QCD backgrounds. The modeling of f;p(i) is based on the assumption that the kinematic
distributions of the muon+track system forming the a; candidate are weakly affected by the
isolation criteria applied to the second muon, therefore implying that the f;p (i) distribution in
the SR is similar to that in CR Ny;.

A direct test of this assumption is not conclusive because of the limited size of simulated
samples. Therefore, the hypothesis is verified using additional CRs labeled “CR Ni,,” and
“CR Nis023”. Events are selected in these CRs if the first muon has more than one isolation
track, and at least one of these isolation tracks also fulfils the criteria for signal tracks. Since
more than one of these tracks can pass the signal track requirements, two scenarios are evalu-
ated, using either the signal track with the lowest pr (“softest”) or the highest py (“hardest”)
to compute the muon+track invariant mass. If only one signal track is found around the first
muon, it serves as both the “softest” and “hardest” track. The two control regions differ in the
isolation criteria applied to the second muon: CR Ny, ; selects events where the second muon
has exactly one signal track, matching the isolation condition in the SR, while CR Njg, »3 selects
events where it has two or three isolation tracks, similar to CR N,3. The invariant mass dis-
tributions of the first muon and its softest or hardest accompanying track are then compared
between the two different isolation scenarios of the second muon. The results of this study are
presented in Fig. 3. In both cases, the invariant mass distributions differ in each bin by less than
7%, suggesting that the invariant mass of the muon+track system forming an a; candidate is
not highly sensitive to the isolation requirement on the second muon. To address any system-
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atic effects on the modeling of the f;p(i) distribution in CR N,j3, the observed differences are
treated as a shape uncertainty in the normalized fi, (i) template.

CMS 138 fb' (13 TeV) CMS 138 fo' (13 TeV)

> T T TT T T T T T T T T > T T T T T T T T T

c C ] 'c C ]

=) =] - -

L [ L [ »— ]

T . = CR Nigo4 T [ —— = CR Nigo ’
N N

S = CR Nigo3 s = CR Nigo3 §
£ E
() —— o

Z10'f 3 Z10'E = 3

» L = =] -

=

2L . -2 | —

10°F, 1 1 1 IE==== Ee===| 10°F, 1 1 1 1 1 1 1 L]

o 1A~ 1 T T T LI I B B B o 1ifFr T 1 1 T T T T T T

5 ; 8 ]

10" o . 3 10Ee """ o . =

C —— M ] C —— * m

oob v o,y ookt w0y,

o 1t 2 3 4 5 6 7 8 9 10 0 1 2 383 4 5 6 7 8 9 10
mu,softest trk [GGV] mu,hardesttrk [GeV]

Figure 3: The observed invariant mass distribution, normalized to unity, of the first muon and
the softest (left) or hardest (right) accompanying signal track for different isolation require-
ments imposed on the second muon: one isolation track (CR Njg,q; circles) or two to three
isolation tracks (CR Njg,,3; squares). Vertical bars represent statistical uncertainties, which
are smaller than the marker size in most cases and thus imperceptible. The horizontal bars
show the bin width. The lower panels show the ratio of the distribution in CR Ny, »3 to that
in CR Nj501. The last bin in both distributions includes all entries with invariant mass of the
muon-+track system greater than 5.2 GeV.

Figure 4 presents the muon+track invariant mass distribution, normalized to unity, for data se-
lected in the SR and for the background model derived from CR N,;. The data and background
distributions are compared to the signal distributions obtained from simulation for four repre-
sentative mass hypotheses, My, = 5,8,12, and 15 GeV. The signal distributions include both the

47 and 2u27 contributions. Each distribution contains two entries per event, corresponding to
the two selected muon+track systems. The invariant mass of the muon-+track system demon-
strates higher discrimination power between the background and the signal at higher My, - For

lower masses, the signal shape becomes more similar to the background.

7.2 Modeling of C(i,7)

The correlation factors C(i, j) are determined using a different CR, labeled “CR Loose-Iso”, which
does not overlap with the SR. This CR consists of events containing two same-sign muons that
meet the identification and kinematic selection criteria detailed in Section 5. In CR Loose-Iso,
each muon must have three or four nearby tracks, one of which must be a signal track and the
rest are isolation tracks. Simulations predict that QCD multijet events comprise approximately
99% of the events in this CR. The events in this CR are used to construct f,p(i,j), and the
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Figure 4: Invariant mass distribution of the muon+track pair, normalized to unity, for events
passing the signal selection. Events in data are represented by black points with the vertical
bars representing the statistical uncertainty and the horizontal bars the bin width. The expected
background distribution derived from CR Ny; is shown by the solid blue histogram, with the
grey band giving the uncertainty in the background prediction, including systematic and sta-
tistical components. Also shown are normalized distributions from signal simulations for four
mass hypotheses, ma1= 5,8,12, and 15 GeV (dashed colored histograms). The lower panel dis-

plays the ratio of the data to the expected background.

correlation factors C(i, j) are then derived using Eq. (3) as:

: fop(i,])
C(i,j) = . . . ©)
(i) [fip(i) fip ()™
where fip(i) is the 1D normalized distribution with two entries per event. Figure 5 shows the

correlation factors C(i, j )gfta obtained from the data in CR Loose-Iso.

To estimate C(i,) in data in the SR, the correlation factors derived with data in CR Loose-Iso
are corrected for the difference in C(i,j) between the SR and the CR Loose-Iso by comparing
samples of simulated background events. The correlation factors estimated from simulation in
the SR, C(i,j)g,[RC, and CR Loose-Iso, C(i,j)f/fé, are shown in Fig. 6.
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Figure 5: The correlation factors C(i, j) .\,

SR

The correlation factors in data in the SR, C(i, j) are then computed as

data’
. en Cli )R
Cli,})ana = Clir)) nia C(Ii])%? (6)
7 JJMC

Finally, the C(i,/)§X_ values are multiplied by a common scale factor of 1.02 to ensure that the
fop(i, j) terms in the SR add up to unity, according to Eq. (3). This scale factor does not affect
the final result, as the overall normalization of the background is left unconstrained prior to

the signal extraction.

8 Signal modeling

The signal model template is constructed using simulated samples of H — a;a; — 4t and
2u27t decays. The analysis measures the signal strength modifier, defined as the product of the
measured signal cross section times branching fraction, B(H — a;a;)B%(a; — 77), relative
to the value predicted by the SM for the inclusive Higgs boson production cross section. The
relative contributions from different Higgs boson production modes are determined by the
corresponding cross sections predicted by the SM. The contribution from the H — a;a; —
2u27 decay is computed under the assumption that the partial widths of the a; — 77 and
a; — pup decays satisfy Eq. (1).

The muon+track invariant mass distribution in the a; — pyu decay channel peaks at the nom-
inal a; mass. In contrast, the reconstructed mass of the muon+track system in the a; — 77
decay is generally lower and has a larger dispersion due to the presence of undetected neutri-
nos. As aresult, the (m, m,) distribution for simulated 227 events has a considerably different
shape than that for 47 events. Figure 7 illustrates the (m,, m,) distributions, unrolled into a 1D
array, for the 4t and 227 simulated events with mal =5, 8,12, and 15 GeV. The distributions
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Figure 6: The correlation factors C(i,j){X. (top) and C(i,){X. (bottom) with their statistical
uncertainties.

are normalized assuming the SM Higgs boson production rate and B(H — a,a,)B*(a; —
T7) = 0.05.

9 Systematic uncertainties

Several sources of uncertainty of both statistical and systematic origins are considered in the
analysis. A summary of the uncertainties is provided in Table 4. Statistical uncertainties arise
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Figure 7: The simulated signal (1m,,m,) distribution, converted into a 1D array, for m, val-
ues of 5 (upper left), 8 (upper right), 12 (lower left), and 15GeV (lower right). The contri-
butions of the H — a;a; — 4t (red histograms) and 227 (blue histograms) decays are
shown. The distributions are normalized assuming SM Higgs production cross section and
B(H — a,a,)B*(a; — t7) = 0.05. The bin notation follows that of Fig. 2.

from the limited size of the data samples in the CRs and of the simulated signal samples. These
uncertainties are incorporated into the analysis on a bin-by-bin basis using the Barlow—Beeston
“lite” method [64]. Various systematic uncertainties are included, classified into two categories:
background-related and signal-related.

9.1 Uncertainties related to background

The shape of the background in the (1, m,) distribution is modeled according to Eq. (3). This
distribution is affected by the shape uncertainty in f;p(i), described in Section 7.1, which ac-
counts for potential biases introduced by estimating the 1D distribution in CR N,;. The un-
certainty, derived by comparing f; (i) between CR Ny, 1 and CR N, »3, is found to vary from
2-7% across individual bins of fip (7). These variations are propagated to fop (i, ) in Eq. (3) via
six nuisance parameters, one per bin of the fip (i) template.

The background shape is further impacted by uncertainties related to the extrapolation of C(i, j)
from CR Loose-Iso to the SR using simulated background samples. Variations in the modeling of
initial- and final-state radiation (ISR and FSR) during parton showering can impact the recon-
structed muon+track invariant masses and their correlations in events where an a; candidate
is mimicked by a hadronic jet, thus leading to potential deviations in C(i,j). To account for
this, the ISR and FSR parton shower scales are varied independently up and down by a fac-
tor of 2. These variations change the estimate of C(i, ) in CR Loose-Iso and the SR by 0.5-3%
depending on (i, j). Uncertainties in the estimate of C(i, j) also arise from limited understand-
ing of contributions from non-QCD events. The non-QCD background fraction is varied by
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Table 4: Summary of systematic uncertainties affecting the estimation of signal and back-
ground. The terms ISR and FSR refer to initial- and final-state radiation, and the symbols iz
and pp denote the renormalization and factorization scales, respectively. The impact of shape-
altering and bin-by-bin uncertainties is quoted in terms of relative variations of yields across
all bins of the modeled (m;,m,) distributions. For the normalization (norm.) uncertainties,
the impact on the overall estimated yield is reported. The last column indicates how a given
uncertainty is correlated across the data-taking years. Bin-by-bin statistical uncertainties for
simulated signal samples are quoted for the most populated bins containing 80% of the total
yield of selected signal events.

Source Type Value Correlated

Uncertainties affecting background estimate

Modeling of fip(i) in CRs shape 2-7% no
ISR/FSR scales shape 1-2% yes
Non-QCD contribution shape 6% yes
Limited size of data samples in CRs  bin-by-bin =~ 1-40% no
Uncertainties affecting signal estimate
Integrated luminosity norm. <3%  partially
Muon ID and trigger efficiency norm. 3% yes
Track ID/isolation efficiency shape 10-20% no
Prefiring weights norm. <3% no
b tagging norm. <0.5%  partially
Limited size of simulated samples  bin-by-bin 1-2% no
ug and pg scales (Ae) norm. 1-3% yes
ug and g scales (cross sections) norm. 1-5% yes
PDF (Ae¢) norm. 1-2% yes
PDF (cross sections) norm. 1-3% yes

+50%, leading to variations between 0.2 and 5% across (i,j). Shape-altering uncertainties in
the estimation of C(i,)SR are incorporated by varying the correlation factors C(i,j){K and
C(i,j)Gk based on the aforementioned systematic shifts. The associated shape uncertainties
are determined by comparing the correlation factors derived from simulated events in the SR
and CR Loose-Iso after applying these systematic variations. Overall, the systematic uncertain-
ties associated with ISR, FSR, and non-QCD contributions induce variations of up to 1, 2, and
6%, respectively, in the background yields for individual bins. Other uncertainties related to
the simulation of background samples have a negligible impact on C(i, j) and affect the final

results only marginally.

9.2 Uncertainties related to signal

The integrated luminosities for the data-taking years 2016, 2017, and 2018 have individual
uncertainties in the range 1.2-2.5% [65—67], while the overall uncertainty for the 20162018
period is 1.6%.

Uncertainties in muon identification and trigger efficiencies, as determined using a “tag-and-
probe” method [68], are estimated to be 1.5% per muon. The efficiencies of track selection and
muon-+track isolation are evaluated in a study of Z — 7T events where one tau lepton decays
to a muon while the other decays into an isolated track in a 1-prong decay. This track meets
the same selection criteria as in the nominal analysis. In this study, scale factors, accounting for
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differences in efficiency between data and simulation, are derived and applied to the simulated
samples. The uncertainties in scale factors affect the shape of the signal estimate and alter the
overall signal yield by 10-20%.

During the 2016-2017 data-taking periods, a timing shift in the ECAL L1 trigger inputs from the
forward endcap region (|| > 2.4) caused inefficiencies by incorrectly associating events with
the previous bunch crossing [38]. A correction for this effect, determined using an unbiased
data sample, is applied to the simulation, accompanied by normalization-altering uncertainties
ranging between 0.1 and 2.8%, depending on the a; boson mass and signal sample.

The uncertainties in measuring the b tagging efficiency are applied separately to heavy-flavor
and light-flavor jets in the simulated samples as described in Ref. [60]. These uncertainties are
divided into components specific to the data-taking period and components correlated across
periods. The b tagging uncertainties lead to variations in the yield between 0.2 and 0.5%.

Theoretical uncertainties impact the kinematic distributions of the Higgs boson, particularly its
pr spectrum, thereby affecting the signal acceptance. The uncertainty due to missing higher-
order corrections in the ggF process is estimated using the HqT program by varying inde-
pendently the renormalization (yy) and factorization (p) scales by factors of 0.5 and 2. The
pr-dependent K-factors are recomputed according to these variations and applied to the sim-
ulated signal samples. The resulting effect on the signal acceptance varies between 2.5 and
3%, depending on My, - Similarly, uncertainties in the signal acceptance for the VBF and VH

processes are computed, with impacts ranging from 1 to 3%, according to the process and My, -

The HqT program is also used to evaluate the uncertainties arising from the choice of PDFs for
the ggF process. Nominal K-factors for the pt spectrum of the Higgs boson are computed using
the NNPDEF3.1 PDF set [69]. Variations within the uncertainties in the NNPDF3.1 PDFs alter the
signal acceptance by approximately 1%. The impact of the PDF uncertainties on the acceptance
of the VBF and VH processes is estimated in a similar way, resulting in a 2% uncertainty.

Systematic uncertainties in the theoretical predictions for the Higgs boson production cross
section are driven by variations of the yr and puy scales and the PDF uncertainties. Uncertainties
related to scale variations range from 1 to 5%, depending on the Higgs boson production mode,
whereas the uncertainties related to PDF vary between 1 and 3%.

Bin-by-bin statistical uncertainties in C(i, j), related to the limited size of the data sample in
CR Loose-Iso, constitute the dominant uncertainty across all probed mass hypotheses. Addi-
tionally, shape uncertainties related to the modeling of f;(i) have a substantial effect. For
higher m, , the uncertainty associated with the track selection and muon-+track isolation effi-
ciency also becomes significant.

10 Results

The signal is extracted with a binned maximum-likelihood fit applied to the 2D (m,, m,) dis-
tribution, using the CMS statistical analysis tool COMBINE [70], based on the ROOFIT [71] and
ROOSTATS [72] frameworks. The normalizations of both the signal and background are allowed
to float freely in the fit. Systematic uncertainties affecting the normalization of the signal tem-
plates are incorporated via nuisance parameters with log-normal distributions. Shape-altering
systematic uncertainties are modeled by nuisance parameters whose variations cause contin-
uous morphing of the signal or background template shapes, as discussed in Section 4.2.1 of
Ref. [70], and are assigned Gaussian prior probability density functions. For each probed Mo s
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the (m,, m,) distribution is fitted with the sum of five templates: one for the background model
and four for the signal. The signal templates correspond to the ggF, VBF, and VH produc-
tion modes with H — a;a; — 47, and the inclusive Higgs boson production followed by
H — a;a; — 2u27t. The normalization of the signal templates is scaled by a common sig-
nal strength modifier. The yields of the 47 and 2u27 signals are related according to Egs. (1)
and (2). No significant excess of events over the SM background prediction is observed. The
compatibility of the observed (i, m,) distribution with the background-only model is quan-
tified with a goodness-of-fit test based on the saturated model for the test statistics [73, 74],
yielding a p-value of 0.45.

Figure 8 displays the unrolled (1, m,) distribution, where the notation for the bins follows
that of Fig. 2. For illustrative purposes, the background distribution is normalized by fitting
the observed data under the background-only hypothesis. Expectations for the signal for My, =

5,8, 12, and 15GeV are also shown. The signal normalization is calculated assuming the SM
prediction for the cross sections of the ggF, VBF, and VH processes and a branching fraction of
5% for the H — a;a; — 4t decays.

The results of the analysis are used to set upper limits at 95% CL on the product of the cross
section and branching fractions, o(pp — H + X)B(H — a;a;)B?(a; — 17), relative to the
inclusive SM Higgs boson production cross section, ogy;. The CL; criterion [75, 76] is used to
set the upper limits, using the asymptotic approximation [77]. The test statistic employed in
the statistical inference is the profile likelihood ratio modified for upper limits [78]. Figure 9
shows the obtained observed and expected upper limits. The observed limits vary from 0.007
atm, = 11 GeV to 0.079 at My, = 4 GeV. The expected upper limits in the absence of signal

range between 0.011 at My, = 11 GeV to 0.066 at My, = 4 GeV. The observed upper limits are
compatible with the expected limits within two standard deviations over the entire My, Tange.

The (m,, m,) distribution shows a deficit in the observed yields with respect to the background-
only expectations prior to the fit, primarily along the diagonal and near-diagonal bins. These
bins contain the bulk of the H — a,a; signal events, as expected for the decay of the Higgs bo-
son into two identical bosons. To assess the pre-fit agreement between data and the background
model, the background distribution is normalized to the total number of events observed in the
SR. The most pronounced deviations occur in bins (2,2), (2,3), (4,4), (4,5), and (4,6). This deficit
results in observed upper limits that are stronger than the expected across a broad range of My, -

The largest discrepancy between the observed and expected limits amounts to 1.7 standard de-
viations, at My, = 8 GeV. It should be reiterated at this point that the background distribution

shown in Fig. 8 is obtained after performing the fit to data under the background-only hypoth-
esis, wherein the differences between the observed and expected yields in individual (my, m,)
bins are mitigated by variations of the nuisance parameters included in the statistical model.

The decrease in sensitivity observed at lower m, values is caused by the increase in back-
ground towards smaller muon+track invariant mass, as illustrated in Figs. 4 and 8. As My, in-

creases, the average angular separation between the decay products of the a; boson increases.
Consequently, the efficiency of the signal selection decreases due to the requirement that the
muon and the track from the a; — T, T prong Or @; — pp decay must be within a cone of

K
AR = 0.5. This explains the reduced sensitivity at higher values of My, -

The inclusion of the H — a;a; — 2u27 channel in the signal model consistently improves both
the expected and observed limits across all mass points, with improvements ranging from 25
to 35% in the expected limits and up to 30% in the observed limits. The sizable improvement
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Figure 8: The unrolled (m,, m,) distribution used to extract the signal. The observed number
of events in data is represented by the points, with the vertical bars giving the statistical un-
certainty. The background is shown as the blue histogram, with its uncertainty depicted by
the shaded grey band. The normalization for the background is obtained by fitting the ob-
served data under the background-only hypothesis. Signal expectations for the 4t and 2u21

final states are shown as dashed histograms for the mass hypotheses ma1 =5,8,12, and 15GeV.

The relative normalization of the 4t and 2u27 final states is given by Eq. (1). The signal nor-
malization is computed assuming that the Higgs boson is produced in pp collisions with a rate
predicted by the SM and decays into the a;a; — 47 final state with a branching fraction of 5%.
The lower plot shows the ratio of the observed data events to the expected background yield
in each bin of the (m,, m,) distribution.

of sensitivity with the inclusion of the 2427 channel is driven by two factors. Firstly, Ae for the
2u27 channel is higher compared to that for 47 because of the substantially harder pt spectrum
of muons in a; — pp decays than in a; — T, Tj_prong decays. Secondly, the a; — pp decay
produces resonant structures in the m; distribution, making the discrimination between signal
and background in the 227 channel more efficient than in the 47 channel.

The results of the search are also interpreted in the context of the 2HD+S models. The upper
limits on the signal strength are translated into constraints on c(pp — H + X)B(H — aja;)
by scaling them with the theoretically predicted values of B%*(a; — 7). The branching frac-
tion, which depends on the model type, My s and tan f, is calculated using the decay width

expressions from Ref. [79]. Figure 10 shows the observed and expected 95% CL upper limits
ono(pp — H+ X)B(H — a,a,) obtained for the four types of 2HD+S models at benchmark
values of tan 8, corresponding to scenarios where the a; — 77 decay has a sizable branching
fraction. Among the scenarios considered, the Type III 2HD+S model with tan 8 = 2 provides
the most stringent limits across all m, values between 4 and 15GeV. The observed upper lim-
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Figure 9: The observed (points) and expected (red line) 95% CL upper limits on the product of
the signal cross section and the branching fractions o(pp — H+X)B(H — a,a;)B?*(a; — 77),
relative to the inclusive Higgs boson production cross section ogy; predicted in the SM. The
green and yellow bands indicate the regions containing 68 and 95% of the expected limit ranges
under the background-only hypothesis.

its range from 0.010 at My, = 9GeV to 0.35 at My, = 4 GeV. For the Type Il model, for tan g = 5,

tight constraints between 0.013 and 0.092 are obtained for m, up to 9GeV. Above 9GeV, the
decay of a; to bottom quarks overwhelms the decay to tau leptons, making the analysis less
sensitive. In the Type I 2HD+S model, a; couplings to fermions are independent of tan 3, so
the upper limit depends only on My, - The branching fraction to 77 is less enhanced since it

has to compete with other decays, such as those to charm and bottom quark pairs. Thus, the
analysis yields less stringent constraints on o(pp — H + X)B(H — a,a,), ranging from 0.038
at 9 GeV to 29 at 4 GeV. For the Type IV model, the analysis is only sensitive for tan 8 < 1, since
at higher values the decays to quarks dominate in the considered mass range. At tan = 0.5,
the analysis sets observed upper limits between 0.039 at 9 GeV and 29 at 4 GeV.

The peak-like structures seen in the expected limits of Fig. 10 occur in m, regions where
quarkonium states, such as 77, and 7,,, are found. In these regions, the mixing of a;-quarkonium
states plays a crucial role, leading to a sudden increase in the hadronic decay width due to
nonperturbative QCD effects. This results in a significant decrease of the branching fractions
to unbound systems, such as 7. The mixing of a; with 7, (17,) is significantly amplified in
scenarios where the coupling of a; to charm (bottom) quarks is enhanced. Further details of
the a;-quarkonium mixing can be found in Refs. [79, 80]. As a result of the mixing, the analysis
fails to provide tight constraints in these mass regions.
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Figure 10: The observed (points) and expected (red line) 95% CL upper limits on o(pp — H +
X)B(H — aa,), relative to ogy;, as a function of m, for different 2HD+S models at benchmark

tan B values: Type I (tan p independent; upper left) Type II (tan B = 5; upper right), Type III
(tan B = 2; lower left), and Type IV (tan g = 0.5; lower right).

Upper limits at 95% CL are also set on c(pp — H+ X)B(H — a,a,), relative to ogy, as a
function of tan 8 for benchmark a; boson masses. Figures 11 and 12 present the limits obtained
for Type II and Type III 2HD+S models, respectively, for My, = 5, 8,12, and 15GeV. For both

models, the analysis sets stringent constraints for tan g > 1, where the coupling to tau leptons
is enhanced. For tan 8 < 1, decays of the a; boson to quarks dominate and suppress the 7T
decay, resulting in weaker limits. The Type III 2HD+S model provides the best constraints for
tan f > 1 across all considered m, values. In the Type Il model, tight constraints are obtained
for 5 < m, < 8GeV,but the limits deteriorate for higher masses due to the enhanced Yukawa
coupling to b quarks. The observed deterioration of the limits at lower and higher a; masses for
both models can be directly related to the trends observed in the model-independent results.
The enhanced b quark coupling plays an additional role in weakening the limits for higher
masses in the Type Il model.
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H + X)B(H — a;a,), relative to gy, as a function of tan j for the Type II 2HD+S model with
My, = 5GeV (upper left), My, = 8 GeV (upper right), My, = 12 GeV (lower left), and My, = 15GeV

(lower right).
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11 Summary

A search for a pair of light pseudoscalar bosons (a;) produced in decays of the 125 GeV Higgs
boson (H), H — aja;, in final states with two muons and two charged-particle tracks is
presented. The search is performed using data from proton-proton collisions at a center-of-
mass energy of 13 TeV, collected by the CMS experiment at the LHC between 2016 and 2018,
and corresponding to an integrated luminosity of 138fb~!. The analysis exploits the gluon-
gluon fusion, vector boson fusion, and Higgs-strahlung production modes, and targets the
H — aj;a; — 47 and 227 decay channels. Masses of the a; boson (mal) in the range 4-15 GeV

are examined. No excess of data above the standard model (SM) background prediction is
found. Upper limits on the product of the inclusive signal cross section and the branching frac-
tion, c(pp — H + X)B(H — aja,)B?*(a; — T71), relative to the SM Higgs boson production
cross section gy, are set at 95% confidence level (CL) by combining the 47 and 2u27 decay
channels, assuming Yukawa-like couplings of a; to fermions. The observed limits range from
0.007 at My, = 11GeV to 0.079 at My, = 4GeV. The expected limits in the absence of signal

span from 0.011 at My, = 11 GeV to 0.066 at My, = 4 GeV. The results are a significant improve-

ment over the previous CMS analysis at 13 TeV [29], exceeding the anticipated improvement
from the larger data sample alone. The sensitivity is enhanced by a factor of 2 to 4, depend-
ing on m, , which can be attributed to the introduction of a veto for b-tagged jets and further
optimization of the selection criteria targeting the a; — 77 and uu decays. The analysis also
exceeds the sensitivity of a similar search performed by the ATLAS Collaboration in the same
channel using a comparable amount of integrated luminosity [33].

The results of the search are also interpreted in the context of various models with two Higgs
doublets and an additional complex singlet field (2HD+S). For the Type II 2HD+S scenario,
realized in the next-to-minimal supersymmetric SM, 95% CL upper limits between 0.013 and
0.092 are set on o(pp — H +X)B(H — aja,), relative to og;, for 4 < My, < 9GeV and

tanB > 5. The analysis sets the most stringent constraints to date for the Type III 2HD+S
scenario. Upper limits in the range 0.010-0.057 are obtained for probed mass hypotheses in the
ranges 5 < My, < 9GeV and 12 < My, < 14 GeV for tan g > 2.
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