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1 Introduction

The conservation of lepton flavor in charged-lepton decays is built into the Standard Model
(SM) at tree level. The observation of neutrino oscillations implies that neutrinos have mass,
so charged-lepton-flavor violating (LFV) decays can occur via internal loops, manifesting in
processes such as µ → e, τ → e, and τ → µ conversions. All LFV amplitudes are suppressed
by the squared ratio of the neutrino mass to the W -boson mass (mν/mW )2. Consequently,
predicted branching fractions are of the order of 10−50 [1–3], well below the sensitivities of
current experiments. The detection of charged LFV decays would unequivocally indicate
physics beyond the SM. Due to the large mass of the τ lepton, a wide range of possible
LFV τ decays can be probed. In particular, in an effective field theory approach, the decays
τ → ℓM , where M is a meson, can be used to constrain different types of operators [4–6], for
example the two-lepton- and two-quark-operators that can arise in leptoquark models [7].

Over the past four decades, experiments such as CLEO at CESR and the first-generation
B-factory experiments, BaBar at SLAC and Belle at KEK, have tested LFV τ -lepton decays [8].
A total of 52 LFV τ decay modes involving neutrinoless two-body and three-body final states
have been investigated. The most stringent limits on the decays τ− → ℓ−K0

S , where ℓ = e, µ,
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were obtained by the Belle collaboration, which found branching fraction upper limits at
90 % confidence level (C.L.) of 2.6 × 10−8 for the electron mode and 2.3 × 10−8 for the muon
mode using a 671 fb−1 data sample, or 617 million e+e− → τ+τ− events [9].

We present the results of a search for the LFV decays τ− → ℓ−K0
S using a combined data

sample of 1.3 billion e+e− → τ+τ− events recorded with the Belle (980 fb−1) and Belle II
(428 fb−1) detectors at the asymmetric-energy e+e− KEKB and SuperKEKB colliders [10, 11].
Candidate τ− → ℓ−K0

S decays are selected in events where the second τ (tag) is reconstructed
in a one-prong (single charged track) topology. The background rejection is optimized
separately for Belle and Belle II datasets, and for each tag-side category, electronic, muonic
or pionic. The optimization, which does not use data in the kinematic region where signal
events are expected to peak, places loose requirements on kinematic and global-event variables
and refines the selection using a boosted decision tree (BDT). The expected background
yield is obtained from a fit to the reconstructed τ -mass sidebands, and an upper limit on
the branching fraction is obtained using a frequentist method. The rest of this paper is
structured as follows. Section 2 provides an overview of the Belle (II) detector and the data
samples utilized. Section 3 outlines the candidate reconstruction and selection process, and
section 4 addresses the systematic uncertainties. Section 5 presents the branching fraction
measurement and limit computation, and section 6 summarizes the results.

2 The Belle and Belle II detectors, simulation and data samples

The Belle II experiment is located at SuperKEKB [11], which collides electrons and positrons
near the Υ(4S) resonance. The Belle II detector [12] has a cylindrical geometry and includes
a two-layer silicon-pixel detector (PXD) surrounded by a four-layer double-sided silicon-strip
detector (SVD) [13] and a 56-layer central drift chamber (CDC). These detectors reconstruct
the trajectories (tracks) of charged particles and provide energy loss measurements. Only one
sixth of the second layer of the PXD was installed for the data analyzed here. Surrounding the
CDC are a time-of-propagation detector (TOP) [14] in the central region and an aerogel-based
ring-imaging Cherenkov detector (ARICH) in the forward region, which corresponds to the
electron beam direction. These detectors provide information for identifying charged particles.
Surrounding the TOP and ARICH is an electromagnetic calorimeter (ECL) based on CsI(Tl)
crystals that provides energy and timing measurements, primarily for photons and electrons.
Outside the ECL is a superconducting solenoid magnet that provides a 1.5 T axial field. Its
flux return is instrumented with resistive-plate chambers and plastic scintillator modules to
detect muons, K0

L mesons, and neutrons. The symmetry axis of the magnet, which is almost
coincident with the direction of the electron beam, is used to define the z axis. The Belle
detector was located at the interaction point of the KEKB collider [15]. It shares a similar
structure to Belle II but lacks a silicon pixel detector and uses aerogel threshold Cherenkov
counters (ACC) and a barrel-like arrangement of time-of-flight scintillation counters (TOF)
for particle identification. Charged particle trajectories are reconstructed using the Belle
SVD and CDC. A detailed description of the Belle detector can be found in ref. [10]. The
Belle dataset used in this search was recorded between 2000 and 2010, and comprises 711 fb−1

collected at the Υ(4S) resonance, 121 fb−1 at the Υ(5S) resonance, 89 fb−1 recorded 60 MeV
below the Υ(4S) (off-resonance), 28 fb−1 in energy scans above the Υ(4S) resonance, and the
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remainder at and near the Υ(1S, 2S, 3S) resonances. The Belle II dataset, recorded between
2019 and 2022, includes 366 fb−1 at the Υ(4S), 42 fb−1 60 MeV below it, and 19 fb−1 from a
scan around a center-of-mass energy of 10.75 GeV. The resulting combined data sample has
an integrated luminosity of 1408 fb−1, corresponding to 1.3 billion e+e− → τ+τ− events [16].

Monte-Carlo (MC) simulated events are used to optimize the selection and background
rejection and to measure the signal efficiency. To study the signal process in Belle (Belle II),
we use 400 thousand (1 million) e+e− → τ+τ−(γ) events, where both initial- and final-state
photon radiation is included. The signal tau decays via a phase space model to an electron or
muon and a K0

S and the other tau decays to a SM-allowed decay. The potential background
processes studied using simulation include e+e− → qq events, where q indicates a u, d,
c, or s quark; e+e− → bb̄ events; e+e− → ℓ+ℓ−(γ), where ℓ = e, µ or τ ; the two-photon
processes e+e− → e+e−+hadrons, where the hadrons can be h+h− (h = π,K or proton) or
the fragmentation products from a qq̄ pair; and four-lepton processes: e+e− → e+e−e+e−,
µ+µ−µ+µ−, µ+µ−e+e−, e+e−τ+τ−, µ+µ−τ+τ−. A full list of simulated processes used for
Belle and Belle II can be found in table 5 in appendix A. We simulate the e+e− → τ+τ−(γ)

process using the KKMC generator [17], with subsequent tau decays simulated by the
TAUOLA [18] package, with final state radiation (FSR) added by the PHOTOS [19] package.
KKMC is also used to simulate µ+µ−(γ) and qq production. Fragmentation of qq pairs is
simulated using the PYTHIA [20] package. For the production and decay of e+e− → bb̄ events,
we use PYTHIA interfaced with the EvtGen [21] generator. Different versions of the same
generator packages are deployed for Belle and Belle II, which results in different samples for the
simulated background processes for the two experiments and therefore different starting points
for selection optimization. In Belle (Belle II) the BHLUMI [22] (BabaYaga@NLO [23–27])
generator is used to simulate e+e− → e+e−(γ) events. Two-photon processes are simulated
using the AAFH [28–30] and TREPS [31] packages.

The Belle II analysis software framework (basf2) [32, 33] uses the GEANT4 [34] package
to simulate the detector response to particles traversing the active volume. For the simulation
of the detector response in Belle, GEANT3 [35] is used. Belle collision and simulation data
are converted into the Belle II format for basf2 compatibility using the B2BII framework [36].
The online event selection (hardware trigger) for Belle and Belle II data is based on the
energy deposits (clusters) and their topologies in the ECL, or on an independent trigger
selection based on the number of charged particles reconstructed in the CDC. Most of
the events are selected by requiring a total ECL energy larger than 1 GeV and a topology
incompatible with Bhabha events.

3 Event selection and background rejection

3.1 Candidate reconstruction and event selection

We search for e+e− → τ+τ− events where one tau decays into the LFV channel τ− → ℓ−K0
S

and the other into a one-prong final state. In the center-of-mass (c.m.) frame of the electron-
positron collision, the τ leptons are emitted in opposite directions, with the decay products
of each τ confined to opposite hemispheres. The partition into hemispheres is delineated
by the plane perpendicular to the estimated flight axis of the τ pair, which is determined
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experimentally as the direction t̂ that maximizes the thrust value:

T = max
t̂





∑

i

∣

∣

∣p∗
i · t̂

∣

∣

∣

∑

i |p∗
i|



 , (3.1)

where p∗
i represents the momentum of the final state particle i in the e+e− c.m. frame [37, 38],

including both charged and neutral particles. Quantities in the e+e− c.m. frame are marked
with an asterisk throughout this paper.

We designate the signal hemisphere as the one containing the τ− → ℓ−K0
S decay candidate,

formed by combining a lepton with a K0
S . We reconstruct K0

S → π+π− candidates using two
oppositely charged tracks assumed to be pions. The invariant mass of the K0

S candidates
must satisfy 0.45 < Mπ+π− < 0.55 GeV/c2. The pions are then fit to a common vertex, and
the significance of the distance between the pion vertex and the interaction point, defined
as the flight length divided by its uncertainty, must exceed 3.

Lepton candidates, as well as all remaining charged particles not used for K0
S reconstruc-

tion, are required to have a transverse momentum pT > 0.1 GeV/c2 and must originate within
3 cm along the z axis and 1 cm in the transverse plane from the e+e− interaction point.
Charged particles not identified as electrons or muons are assumed to be pions. Muons in
Belle II are identified using the discriminator Pµ = Lµ/(Le + Lµ + Lπ + LK + Lp + Ld), where
the likelihoods Li for each charged-particle hypothesis (i = e, µ, π,K, proton or deuteron)
combine particle-identification information from CDC, TOP, ARICH, ECL, and KLM sub-
detectors. For Belle II electrons, the output of a classifier based on a BDT, Pe, is used.
The BDT incorporates likelihoods from individual subdetectors and supplementary ECL
observables, including variables that are sensitive to shower development [39]. For Belle II,
we retain electrons and muons with Pe,µ > 0.95, which correspond to identification efficiencies
of 96.3 % for electrons and 91.4 % for muons. The corresponding pion misidentification
probabilities in Belle II are 0.3 % and 2.9%, respectively. The muon identification in Belle
uses information from the KLM and extrapolated tracks to form a likelihood-based discrim-
inator P ′

µ = Lµ/(Lµ + Lπ + LK), [40]. Electrons in Belle are identified using a likelihood
ratio P ′

e = Le/(Lµ + Lnon−e) [41] based on information from the CDC, ACC and ECL. We
retain candidates with P ′

e,µ > 0.9, resulting in identification efficiencies in Belle of 93.5 %

for electrons and 88.6 % for muons and corresponding pion misidentification rates of 0.5 %

for electrons and 2.7 % for muons.
The vertices of τ and K0

S candidate are fitted with the TreeFitter tool [42], which updates
the momenta of the reconstructed parent particles and the vertex positions of the individual
tracks in the fit. Candidates with a successfully converged vertex fit result and a K0

S candidate
mass 0.45 < Mπ+π− < 0.55 GeV/c2 are selected.

The tag tau is reconstructed as an electron, muon or pion in the hemisphere opposite
to the signal tau candidate. The total number of tracks in the event must be four, and
their assigned charges must sum to zero.

In addition to the signal and tag tau reconstruction, all charged and neutral particles
in the events are used to compute event-based observables that can be used to reduce the
backgrounds. Photons are reconstructed from ECL clusters within the CDC acceptance with
no tracks in the vicinity of the cluster. For π0 reconstruction, photons that leave an energy
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Belle II Belle

mean δ mean δ

eK0
S

M( MeV/c2) 1776.79 ± 0.36 11.91 ± 0.82 1777.39 ± 1.62 12.41 ± 0.16

∆E( MeV) −2.25 ± 0.20 49.43 ± 1.12 −1.25 ± 0.22 50.68 ± 2.57

µK0
S

M( MeV/c2) 1777.15 ± 0.22 8.55 ± 0.95 1777.75 ± 0.80 10.56 ± 3.07

∆E ( MeV) −1.05 ± 0.17 40.87 ± 0.91 0.55 ± 2.39 45.64 ± 2.51

Table 1. Fitted means and resolutions for M(ℓK0
S) and ∆E(ℓK0

S) for both signal channels on Belle II
and Belle simulation.

deposit of at least 0.1 GeV are combined in pairs and required to have an invariant mass
in the range 0.115 < Mγγ < 0.152 GeV/c2, which corresponds to approximately ±2.5 units
of resolution about the known π0 mass [43]. Photons that contribute to the reconstructed
π0 candidates, as well as all photons with energies exceeding 0.1 GeV and all tracks, are
used to calculate variables related to event kinematics, such as the missing momentum,
missing mass, or the thrust axis.

A dedicated correction for electron bremsstrahlung energy loss is applied during recon-
struction. All photons with energies Eγ > 0.02 GeV within a cone of 0.05 (0.15) radians
around the direction of the electron momentum for Belle (Belle II) data are added to the
electron energy.

Since the τ− → ℓ−K0
S decay is a neutrinoless process, the invariant mass M(ℓK0

S) of the
reconstructed τ decay products should coincide with the τ lepton mass [43], except for decays
affected by final state radiation (FSR). In the c.m. system, the τ energy E∗

τ should be half
of the e+e− energy,

√
s/2, apart from corrections due to initial state radiation (ISR) from

the e± beams and FSR. Thus, the energy difference ∆E(ℓK0
S) = E∗

τ − √
s/2 should be near

zero. The distribution of signal candidates in the (M(ℓK0
S), ∆E(ℓK0

S)) plane (see figure 1) is
broadened by detector resolution and radiative effects. Initial state photon emission yields
a tail towards lower ∆E(ℓK0

S) values, while photons from FSR create a diagonal band,
primarily at lower M(ℓK0

S) and ∆E(ℓK0
S) values.

The analysis is performed in the (M(ℓK0
S), ∆E(ℓK0

S)) plane. We define several rectangu-
lar regions for use in optimizing the selection. These rectangular boxes are centered around
the expected signal peak in the (M(ℓK0

S), ∆E(ℓK0
S)) plane, with side lengths proportional

to their corresponding resolutions, δ. For each variable, δ is approximated as the standard
deviation of the sum of two Gaussians and a Crystal Ball function [44] fitted to the simulated
signal distribution. The fitted means and resolutions are shown in table 1.

Only events that lie within a rectangular region of width ±20δ are retained for the
optimization. The final yield extraction is carried out within an elliptical signal region (SR)
whose orientation and size is optimized for signal efficiency and background rejection. The
optimized widths used for the final signal yields are 2δ for both semi-axes, for all channels,
except for the Belle II electron channel, whose major semi-axis is 3δ wide (described in
section 3.2). Events falling inside this elliptical SR in the data are masked during the selection
optimization to avoid experimental bias.
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distributions with the background distributions obtained from the sideband regions in data and
in simulation, separately for Belle and Belle II and for each tag-side decay type. As mentioned
previously in section 2, the Belle and Belle II experiments use different MC simulations.
As a consequence, selection optimization results in different preselection requirements and
differences in input features for the BDT selections, as detailed in section 3.2. In order to
remove low-multiplicity events with converted photons, we impose a minimum requirement on
the K0

S mass reconstructed using the electron mass hypothesis for the pions, M ee(K0
S). Since

low-multiplicity events consist only of detectable particles, these events can be discarded
using variables related to the missing energy and momentum, the tag-side mass and ∆E.
The projections of the lepton and tag-side track momentum on the z axis are also used, as
the background from low-multiplicity events tends to be aligned more closely with the beam
axis than are signal events. Continuum background events are rejected using event shape
properties like the thrust value, the numbers of photons and neutral pions, or characteristics
of the decay dynamics, like the energy of the lepton. The full set of preselections is shown in
appendices B and C for the electron and muon channels, respectively, comparing the different
requirements applied for Belle and Belle II. The distributions of the pair-converted invariant
mass M ee(K0

S) (upper row) and event thrust (lower row) are shown before (left) and after
(right) applying the preselection requirements in figure 2. Hereafter, all plots sum over the
three tag-side categories for each signal channel.

We show the M(ℓK0
S) and ∆E(ℓK0

S) distributions for the four different categories after
preselection in figure 3. The overall signal efficiencies in the 20 δ region after reconstruction
and preselection obtained from Belle (Belle II) simulation are 13.6 (13.9)% and 17.2 (16.6)%
for the electron and muon channels, respectively. These values are obtained after correcting
the simulation to account for the mismodelling of the detector response, which affects the
lepton identification.

3.2 BDT-based background rejection

To reduce the residual background contamination, primarily due to e+e− → qq̄ processes, a
BDT is trained using the XGBoost library [45] on simulated signal and background samples.
The BDT incorporates 34 variables (listed in appendix D) pertaining to both signal- and tag-
side τ kinematics, K0

S and track kinematics, event shape properties, and variables associated
with photons and neutral pions in the event.

The first set of variables includes the τ properties: the beam-constrained mass of the
tag-side τ , the invariant mass hypothesis for the track in the tag side, as well as the invariant
mass of the tag-side particles (the track and any tag-side photons), while for the signal τ
it consists of the transverse momentum (pT ), flight time and distance and their respective
measurement uncertainties. Additionally, it includes the angle between the lepton and the K0

S .
Variables related to the K0

S candidate are the flight time and distance with their uncertainties,
the momentum and energy in the c.m. system, and two hypothetical invariant masses
computed under the assumption that either the first or second daughter is a proton, to avoid
contamination from other long-lived particles decays as Λ0 → π−p+. Track-related variables
consist of the lepton momentum and the ranked pT values of the three signal-side tracks, all
in the c.m. system. The event characteristics included are the missing mass, missing energy,
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eK0
S µK0

S

ǫeK0
S

[%] Ndata
RSB NMC

RSB ǫµK0
S

[%] Ndata
RSB NMC

RSB

Belle 10.4 6 8.3+4.0
−2.8 10.2 8 9.4+4.2

−3.0

Belle II 10.1 6 4.1+3.2
−1.9 10.2 5 10.5+4.3

−3.2

Table 2. Signal efficiencies in the elliptical SR, observed yields in data and expected yields in
simulation in the RSB for the electron and muon channels in Belle and Belle II data.

simulation in figure 4. The BDT rejects 87% (72%) of the background events in the electron
channel according to Belle (Belle II) simulation, and 96% (89%) of the background events
in the muon channel. The overall signal efficiencies after the BDT requirements obtained
from Belle (Belle II) simulation in the signal region are 10.4% (10.1%) and 10.2% (10.2%) for
the electron and muon channels, respectively. Those efficiencies represent an improvement
with respect to the previous Belle analysis between 38 and 45%.

3.3 Simulation validation and expected background

The agreement between data and simulation is checked using the SB region, defined as
the black dashed rectangle in figure 1 without the SR box, and the RSB region (green
bands in figure 1).

The outputs of the BDTs in the SB region for all channels are shown in figure 4, with
the simulated signal overlaid as a hatched blue histogram. The signal efficiency and the
yields in data and simulation in the RSB are given in table 2. Differences in the background
components between the Belle and Belle II electron channels arise from different simulated
backgrounds (see table 5 in appendix A) and preselections.

To estimate the number of expected events in the signal region after applying the BDT
selection, we perform an extended unbinned maximum likelihood fit to the signal tau invariant
mass distribution of the events retained in the data RSB region. We use an exponential
function to model the background shape, f(m) = Nbkge

Cm, where the free parameters in
the fit are the shape parameter C and the background normalization Nbkg in the range 1.5
< MlK0

S

<2.0 GeV/c2. The results for each channel and experiment are shown in figure 5. The
expected yields Nexp in the elliptical SR are obtained by integrating the fitted functions over
the ±3δ intervals in MlK0

S

based on signal resolutions as defined in table 1 and approximated

by multiplying the integral NSR
bkg by the ratio of the elliptical and rectangular areas, fell, so

that Nexp = fellN
SR
bkg. The inputs and the resulting yields with their statistical uncertainties

propagated from the fits are listed in table 3.

4 Systematic uncertainties

Systematic uncertainties can affect the branching fraction measurements through the modeling
of the background used to extract Nexp, possible differences between experimental data and
simulation that could impact the signal efficiency, and external inputs, such as the data
luminosity and the tau pair cross-section.
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Figure 5. Fits (blue solid line) to selected events (points with error bars) in the RSB region as
function of M(ℓK0

S). Top row shows the electron (left) and muon (right) channels for Belle, the
bottom row shows the electron (left) and muon (right) channels for Belle II.

NSR
bkg fell Nexp

eK0
S

Belle 0.78+0.36
−0.28 0.557 0.43+0.20

−0.16

Belle II 0.94+0.44
−0.33 0.453 0.42+0.20

−0.15

µK0
S

Belle 1.29+0.51
−0.40 0.554 0.71+0.28

−0.22

Belle II 0.65+0.34
−0.25 0.555 0.36+0.19

−0.14

Table 3. Number of background events in the signal regions NSR
bkg as integrated from fits to Belle and

Belle II data RSB regions, scaling factors fell and the number of expected background yields in the
elliptical SR for the electron (top) and muon (bottom) channels. The uncertainties are statistical only.
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The background function used in the RSB fits was modified from the exponential model
to a linear function to test the impact of the assumed background shape on the background
yield estimate. The differences between the yields obtained with the two functions is small
compared to the statistical uncertainty of the fitted yields and has a negligible effect on
the expected upper limits. Therefore, no systematic uncertainty in Nexp is assigned for
the background modeling.

We take into account the systematic uncertainty associated with the corrections to the
simulated lepton-identification efficiencies, derived from auxiliary measurements in data using
J/ψ → µ+µ−, e+e− → ℓ+ℓ−γ, and e+e− → e+e−µ+µ− events. These corrections are obtained
as functions of momentum, polar angle and charge, and applied to events reconstructed
from simulation. The systematic uncertainty is obtained by varying the corrections by their
statistical and systematic uncertainties and estimating the impact of these variations on the
selection efficiency. Adding the statistical and systematic variations in quadrature, the result
is a relative uncertainty in the signal efficiency of 2.35(2.41)% for the electron (muon) channel
for Belle and 0.72(1.34)% for the electron (muon) channel for Belle II.

In Belle II the difference between data and simulation in the track-reconstruction efficiency
is measured in e+e− → τ+τ− events with τ− → e−νeντ and τ− → π−π+π−ντ to yield a
0.24% uncertainty per track for a total 0.96% relative uncertainty. For Belle, a 0.35% per-
track uncertainty is assigned using D∗+ → π+D0, D0 → π+π−K0

S decays, resulting in a total
relative signal efficiency uncertainty of 1.4%.

For the Belle II experiment, we use triggers provided by the ECL and CDC sub-detectors.
In data, the trigger efficiency is evaluated using independent trigger selections: the efficiency
of the ECL-based trigger selection is obtained using events triggered by the CDC, while the
efficiency of the CDC-based trigger selection is evaluated using events passing the ECL trigger
requirements. The level of agreement between data and simulation efficiencies is 0.5% for the
ECL trigger selection and 4.3% for the CDC trigger selection. Given that the efficiency of
trigger selections based on the ECL only is 88%, the weighted average of the data-simulation
efficiency differences is computed to be 0.68%, which is taken as the systematic uncertainty.
For Belle, we use a trigger efficiency uncertainty of 0.9% from ref. [48].

To correct for differences in K0
S reconstruction between data and simulation for Belle II,

we compare K0
S yields in data and MC using the decay τ− → K0

Sπ
−ν. The K0

S yields are
obtained from fits to the π+π− invariant mass in ten bins of the flight distance. The yield
ratio is then fitted with a linear function, which is used to reweight the reconstructed K0

S in
signal MC to evaluate the systematic uncertainty. Values of 5.96% and 5.31% are obtained
for the electron and muon channels respectively. For Belle, D∗+ → π+D0, D0 → π+π−K0

S

decays are used, leading to a correction of the simulated signal efficiency by a factor of 0.9789

per K0
S candidate and a 0.73 % contribution to the systematic uncertainty.

We obtain a systematic uncertainty on the signal efficiency in the 20 δ plane due to the
BDT selection by applying the BDTs trained for the electron and muon channels to the
reconstructed standard model decay τ− → K0

Sπ
−ν. Employing the same BDT requirement

as optimized for the respective signal channels, we calculate BDT selection efficiencies on
both simulation and data. Their relative difference is used as a systematic uncertainty,
giving 1.49% (1.59%) and 5.06% (5.37%) for the electron and muon channels, respectively,
for Belle (Belle II).
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eK0
S [%] µK0

S [%]

Quantity Source Belle Belle II Belle Belle II

ǫlK0
S

Lepton identification 2.35 0.72 2.41 1.34

Tracking efficiency 1.40 0.96 1.4 0.96

Trigger efficiency 0.90 0.68 0.9 0.68

K0
S efficiency 0.73 5.96 0.73 5.31

BDT efficiency 1.49 1.59 5.06 5.37

Signal region +3.15
−5.75

+3.22
−4.51

+2.98
−5.22

+2.63
−4.23

L Luminosity 1.4 0.5 1.4 0.5

σττ Tau pair cross-section 0.3 0.3 0.3 0.3

Table 4. Relative systematic uncertainties in % for the Belle and Belle II datasets.

To assess a systematic uncertainty due to potential mismodeling of the signal resolutions
in ∆E(ℓK0

S) and M(ℓK0
S) variables, the size of the elliptical SR, whose values are given

in table 1, is varied by ±1δ and the corresponding change in signal efficiency is used as
systematic uncertainty. The check is performed on the final selected signal samples, where
the signal peaks are mostly contained in the 1δ-wide SR and the signal leakage of non-
Gaussian tails parametrized by the δ resolutions is below 6% for all channels. We find relative
systematic uncertainties of (+3.15,−5.75)% and (+2.98,−5.22)% for the Belle electron and
muon channels, respectively. The corresponding uncertainties for Belle II are (+3.22,−4.51)%

and (+2.63,−4.23)%.
The luminosities are determined independently using Bhabha and diphoton events. The

differences between these determinations are taken as systematic uncertainties, yielding an
average uncertainty of 0.5% for Belle II and 1.4% for Belle [49, 50]. The uncertainty on the
production cross-section of tau pairs is evaluated in ref. [16] to be 0.003 nb.

In table 4, systematic uncertainties for Belle and Belle II analyses are summarized.

5 Result

The distribution of events in the (M(ℓK0
S), ∆E(ℓK0

S)) plane is shown in figure 6 for the
428 fb−1 Belle II and 980 fb−1 Belle data samples. When examining the signal region in data
(unboxing), we observe 0(0) events in the Belle II electron (muon) channel and 0(1) events
for the Belle electron (muon) channel in the signal region.

The τ− → ℓ−K0
S branching fractions are obtained from the number of signal events Nsig,

the signal efficiencies εℓK0
s

and the number of tau leptons produced Nτ :

B(τ− → ℓ−K0
S) =

Nsig

Nτ × εℓK0
s

=
Nobs −Nexp

L × 2σττ × εℓK0
s

, (5.1)

where L is the integrated luminosity of the data sets, Nexp is the number of expected
background events and Nobs is the number of observed events. The τ -pair production cross-
section σττ , determined from the weighted average of the cross-sections at the different
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Figure 6. Scatter plots of selected events in the (M(ℓK0
S), ∆E(ℓK0

S)) plane for signal simulation
(violet) and data (orange). The elliptical SR is shown in red, the rectangular SR as a hatched green
area and the RSB is indicated as green horizontal lines. Plots show distributions for the electron (left)
and muon (right) channels for Belle (upper-row) and Belle II (lower-row). For the muon mode in Belle
one data event is observed in the SR.

center-of-mass energies at which the data were taken, is 0.919 ± 0.003 nb for Belle II data
and 0.916 ± 0.003 nb for Belle data.

As we do not observe any significant excess above the expected background within the
signal region, we calculate 90 % C.L. upper limits on the τ− → ℓ−K0

S branching fractions using
the CLs method [51, 52] in a frequentist approach implemented in the pyhf library [53, 54].

To determine the expected limit sensitivity, we generate 10000 pseudo-experiments at 50
points uniformly distributed in the branching ratio range of (0 − 4) × 10−8 in two bins, one
for each experiment, each with their respective signal efficiencies and expected background
yields. The total statistical and systematic uncertainties affecting each experimental input,
as discussed in section 4, are combined in quadrature.

Figure 7 displays the CLs curves computed as a function of the branching fractions
for the combined Belle and Belle II datasets for the τ− → e−K0

S and τ− → µ−K0
S decays.

The dashed black line represents the expected CLs, while the green and yellow bands show
the ±1σ and ±2σ contours, respectively.

The expected limits, assuming an observed number of events consistent with the back-
ground estimation in table 3, are 0.9 × 10−8 and 1.2 × 10−8 at 90 % C.L. for the electron
and muon channel, respectively. The observed limits in data after unboxing are 0.8 × 10−8

and 1.2 × 10−8 at 90 % C.L. for the electron and muon channels, respectively.
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Figure 7. Observed (solid black curve) and expected (dashed black curve) CLs as a function of the
assumed branching fractions for τ− → e−K0

S (left) and τ− → µ−K0
S (right) decays. The red line

corresponds to the 90 % C.L.

6 Summary

We present a search for the LFV decays τ− → e−K0
S and τ− → µ−K0

S using 428 fb−1 of data
collected by the Belle II experiment and 980 fb−1 of data collected by the Belle experiment,
which is the world’s largest tau pair data set. A set of dedicated Boosted Decision Tree
classifiers are used to discriminate signal decays from background processes. The signal
yield is determined in the plane of the reconstructed τ mass and the difference between the
reconstructed and expected τ energy, two variables in which the signal decays peak. We
observe 0(0) events for the electron channel and 0(1) events for the muon channel in the signal
region for Belle II(Belle) and thus set 90 % C.L. upper limits on both channels computed
in a frequentist approach. The observed limits at 90% C.L. are 0.8×10−8 for the electron
and 1.2×10−8 for the muon channel, 3.3 and 1.9 times more stringent, respectively, than
the previous best limits of 2.6×10−8 and 2.3×10−8 [9].
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A Simulated MC samples in Belle and Belle II

MC sample Belle Belle II

e+e− → τ+τ− 5.79 7

e+e− → τ+τ−τ+τ− 10

e+e− → µ+µ−(γ) 4.685 1

e+e− → µ+µ−µ+µ− 2

e+e− → µ+µ−τ+τ− 2

e+e− → e+e−(γ) 0.52 0.12

e+e− → e+e−µ+µ− 4.685 0.2

e+e− → e+e−τ+τ− 2

e+e− → e+e−e+e− 4.685 0.2

e+e− → e+e−uū 5.79

e+e− → e+e−dd̄ 5.79

e+e− → e+e−ss̄ 5.79

e+e− → e+e−cc̄ 5.79

e+e− → e+e−π+π− 1

e+e− → e+e−K+K− 2

e+e− → e+e−pp̄ 2

e+e− → qq̄ 4.155 7

BB̄ 6.952 1

Table 5. MC samples simulated in Belle and Belle II (ab−1).
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B Preselections for τ → eK0

S
decay

Here we list the different requirements applied to the Belle and Belle II data as pre-selections
for the electron channel, τ → eK0

S . Angle requirements are expressed in unit of radians.

Belle Selections Belle II Selections

Electron-tag

• cos(p∗
miss, p

∗
tag) > 0

• N tot
π0 = 0

• ∆Etag < −1 GeV

• M ee(K0
S) > 0.2 GeV/c2

• Mtag(eγ) < 7 GeV/c2

• 0.3 < θmiss < 2.7

• 0.49 < Mπ+π− < 0.505 GeV/c2

• cos(θKS
− θt̂) > 0.8

• EKs
> 1 GeV

• |p∗
ztag| < 2.5 GeV/c

Muon-tag

• N tag

π0 = 0

• Mtag(eγ) < 0.2 GeV/c2

• N tag

π0 = 0

• p∗

T,third > 0.1 GeV/c

Pion-tag

• M ee(K0
S) > 0.2 GeV/c2

• −3 < p∗
z(ℓ) < 3 GeV/c

All tags

• pmiss > (−4 ×M2
miss − 1)

• pmiss > (1.3 ×M2
miss − 0.8)

• N tot
γ < 3

• M ee(K0
S) > 0.25 GeV/c2

• cos(θ∗
miss, θ

∗
tag) > 0

• ∆Etag < 1 GeV

• 0.85 < thrust < 0.98
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C Preselections for τ → µK0

S
decay

Here we list the different requirements applied to the Belle and Belle II data as pre-selections
for the muon channel, τ → µK0

S . Angle requirements are expressed in unit of radians.

Belle Selections Belle II Selections

Electron-tag

• N tag
γ < 2 • Eℓ > 0.5 GeV

• N tot
π0 = 0

• χP OCA(τ) < 10

Muon-tag

• M ee(K0
S) > 0.2 GeV/c2

• cos(p∗
miss, p

∗
tag) > 0

• M tag
bc > 3 GeV/c2

• N tot
π0 = 0

Pion-tag

• N sig

π0 = 0 • Eℓ > 0.8 GeV

• θ(ℓ,Ks) < 1 (angle between lepton
and K0

S)

• p∗

T,sub > 0.3 GeV/c

• cos(θ∗
miss − θ∗

tag) > 0

All tags

• N tot
π0 < 2

• E∗
tag < 5 GeV (energy of the tag track

in the c.m.)

• 0.9 < thrust < 0.975
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D BDT input variables

Signal tau variables

Transverse momentum of largest pT,lead, middle pT,sub and lowest pT,third signal-side track in c.m.

Signal tau pT

Signal tau flight time and its uncertainty

Signal tau flight distance and its uncertainty

Angle between K0
S and lepton

K0
S mass calculated with proton mass hypothesis for first pion

K0
S mass calculated with proton mass hypothesis for second pion

Energy of K0
S

Momentum of K0
S in c.m.

K0
S Error of the flight distance

K0
S flight distance

K0
S Error of flight Time

K0
S flight time

Momentum of lepton in c.m.

Tag tau variables

Mass of tag-side tau

Beam constrained mass of tag-side tau

Invariant mass of tag side track and photons

Event based variables

Transverse missing momentum of event in c.m.

Visible energy of event in c.m.

Missing mass squared of event

Thrust value

Total energy of photons in event

Number of photons on the tag side

Total energy of photons on tag side

Number of neutral pions

Missing momentum of event in c.m.

Missing energy of event in c.m.

Cosine of the angle between missing momentum and tag-side track in c.m.

Cosine of the angle between missing momentum and signal-side lepton

Number of photons in the event

Table 6. Variables used for BDT training. Ordering follows the feature importance in the training.
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