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Abstract: We present the result of a search for the charged-lepton-flavor violating decays

τ− → e∓ℓ±ℓ−, where ℓ is a muon or an electron, using a data sample with an integrated

luminosity of 428 fb−1 recorded by the Belle II experiment at the SuperKEKB e+e− collider.

The selection of e+e− → τ+τ− events containing a signal candidate is based on an inclusive-

tagging reconstruction and on a boosted decision tree to suppress background.

Upper limits on the branching fractions between 1.3 and 2.5 ×10−8 are set at the 90%

confidence level. These results are the most stringent bounds to date for four of the modes.
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1 Introduction

In the standard model (SM) neutrinos are assumed to be massless and charged-lepton flavor

is conserved. However, this symmetry is broken at loop-level when taking into account

neutrino mixing, which implies the existence of charged-lepton-flavor violation, and thus,

the existence of processes such as µ→ e, τ → e and τ → µ. In the simplest SM extension

that allows for massive neutrinos, all charged-lepton-flavor-violating (LFV) amplitudes are

proportional to the differences of the relevant squared neutrino masses. This results in

predicted decay rates of 10−50 that are well below the sensitivities of any experiment [1–3].

The observation of LFV decays would thus provide indisputable evidence of physics beyond

the SM.

Over the past four decades, the CLEO experiment at CESR, and the first generation

B-factory experiments, BaBar at SLAC and Belle at KEK, have searched for LFV in τ

lepton decays. In total, 52 LFV τ decays with neutrinoless two-body or three-body final

states have been investigated [4]. Among these, τ− → ℓ−ℓ+ℓ− decays,1 where ℓ = e, µ, and

in particular τ− → µ−µ+µ−, have garnered significant attention in recent years due to the

potential enhancement of the branching fraction up to a value of 10−8 in scenarios beyond

the SM [5–10]. The most stringent limit of B(τ− → µ−µ+µ−) < 1.9 × 10−8 at the 90%

confidence level (C.L.) was obtained by Belle II [11]. The τ− → e∓ℓ±ℓ− decays include

three final states in which lepton flavour is violated by one unit (e−e+µ−, e−e+e−, and

e−µ+µ−) and two final states where it is violated by two units (e−e−µ+, e+µ−µ−). These

decays are enhanced in models such as Type II Seesaw [12], and are accessible to Belle II.

1Charge conjugation is implied throughout this paper.
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In addition, they make it possible to probe the existence of axion-like particles (X) that

could arise through the decays τ− → Xℓ−, X → ℓ+ℓ− [13]. Searches for τ− → e∓ℓ±ℓ−

decays were previously performed by the B-factories and the most stringent limits were

obtained by Belle in the range 1.5–2.7 ×10−8 at the 90% C.L. using a data sample with an

integrated luminosity of 782 fb−1 [14, 15].

We report the results of a search for the five LFV τ− → e∓ℓ±ℓ− decays using data

collected with the Belle II detector [16] at the asymmetric-energy e+e− SuperKEKB col-

lider [17] between 2019 and 2022. The data sample has an integrated luminosity of 428 fb−1

and was recorded at e+e− center-of-mass energies of 10.58 GeV (365 fb−1), 10.52 GeV

(43 fb−1), and at various energies around 10.75 GeV (20 fb−1). This is equivalent to 393

million produced τ -pairs [18].

The signal candidates are selected with an inclusive-tagging method that was used for

the first time by the Belle II collaboration for the 3µ final state [11]. The background

rejection strategy is based on a preselection followed by a requirement on the output of

boosted decision trees that are trained on control regions in data. The branching fractions

are extracted from a fit to the invariant masses of the three-lepton signal candidates.

2 The Belle II detector, simulation and data samples

The Belle II detector consists of several subdetectors arranged in a cylindrical structure

around the e+e− interaction point [16]. Charged-particle trajectories (tracks) are recon-

structed using a two-layer silicon-pixel detector, surrounded by a four-layer double-sided

silicon-strip detector and a central drift chamber (CDC). Only 15% of the second pixel

layer was installed when the data were collected. The CDC also provides dE/dx energy-

loss measurements for particle identification. Outside the CDC is a time-of-propagation

(TOP) detector and an aerogel ring-imaging Cherenkov (ARICH) detector, both of which

cover the barrel and forward endcap regions, respectively. The forward region is by def-

inition aligned with the electron beam direction. An electromagnetic calorimeter (ECL),

divided into forward endcap, barrel, and backward endcap regions, fills the remaining vol-

ume inside a 1.5 T superconducting solenoid and is used to reconstruct photons and identify

electrons. A K0
L and muon detection system (KLM) based on resistive-plate chambers and

plastic scintillator modules is installed in the iron flux return of the solenoid. The z axis in

the laboratory frame is defined along the detector solenoid axis, with the positive direction

along the electron beam. The polar angle θ and the transverse plane are defined relative

to this axis.

Monte-Carlo (MC) simulated events are used to estimate the selection efficiency and

optimize the selection. We use 10 million e+e− → τ+τ− events, in which one τ decays

to three leptons following a phase space model, and the other has a SM decay according

to the branching fractions from Ref. [19]. The background processes studied using simu-

lation include e+e− → qq events, where q indicates a u, d, c, or s quark; e+e− → BB̄

events; e+e− → ℓ+ℓ−(γ), where ℓ = e, µ; e+e− → e+e−h+h− events, where h indi-

cates a pion, kaon, or proton; and four-lepton processes: e+e− → e+e−e+e−, µ+µ−µ+µ−,

µ+µ−e+e−, e+e−τ+τ−, µ+µ−τ+τ−. The e+e− → τ+τ− process is generated using the
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KKMC generator [20]. The τ decays are simulated by the Belle II version of the TAUOLA

generator [21] and their final-state radiated photons by the PHOTOS package [22]. We

use KKMC to simulate µ+µ−(γ) and qq production; the PYTHIA program [23] for the

fragmentation of the qq pair; the EvtGen package [24], interfaced to PYTHIA, for the pro-

duction of e+e− → BB̄ events and decays of produced hadrons. PHOTOS is also used by

EvtGen and KKMC to simulate final state radiations. We use the BabaYaga@NLO gener-

ator [25–29] for e+e− → e+e−(γ) events; and the AAFH program [30–32] and the TREPS

generator [33] for the production of non-radiative four-leptons and e+e−h+h− final states.

The size of the simulated samples for e+e− → τ+τ− and e+e− → qq events is equivalent

to an integrated luminosity of 8 ab−1, while it ranges between 100 fb−1 and 2 ab−1 for

the other processes. In particular, the equivalent luminosity of the e+e− → e+e−e+e−

and µ+µ−e+e− samples is 200 fb−1, and that of e+e− → µ+µ−µ+µ−, e+e−τ+τ− and

µ+µ−τ+τ− is 2 ab−1.

The events are selected by a hardware trigger that is based on the energy deposits

(clusters) and their topologies in the ECL. Most of the events are selected requiring a

total energy in the ECL larger than 1 GeV and a topology that is incompatible with

Bhabha events. The trigger efficiency on reconstructed signal candidates, as defined in

the following Section, is about 95%. Trigger lines based on tracks reconstructed in the

CDC are also used to obtain systematic uncertainties from control samples. The Belle II

analysis software [34, 35] uses the GEANT4 [36] package to simulate the response of the

detector to the passage of the particles and also provides a simulation of the trigger selection

algorithms.

3 Candidate reconstruction

In the e+e− center-of-mass (c.m.) frame, τ leptons are produced in opposite directions,

with the decay products of one τ isolated from those of the other τ and contained in

opposite hemispheres. The boundary between the hemispheres is experimentally defined

by the plane perpendicular to the vector t̂ that maximizes the thrust value (T ):

T = max
t̂

(

∑

i

∣

∣p∗
i · t̂

∣

∣

∑

i |p∗
i |

)

, (3.1)

where p∗
i is the 3-momentum of final-state particle i in the e+e− c.m. frame2 [37, 38]. The

sum is over both charged and neutral particles.

Signal τ− → e∓ℓ±ℓ− candidates are reconstructed by combining one electron and two

other lepton candidates with a total charge of ±1, belonging to the same hemisphere. The

displacement of the leptons from the average interaction point must be less than 3 cm along

the z axis and less than 1 cm in the transverse plane. The signal τ vertex is obtained by

the TreeFitter tool [39], which also provides refitted trajectories of the final state particles.

Muon candidates are identified using the criterion Pµ = Lµ/(Le+Lµ+Lπ+LK +Lp+Ld)

> 0.5 where the likelihoods Li for each charged-particle hypothesis i = e, µ, π,K,proton (p),

2In this paper quantities marked with an asterisk are calculated in the e
+
e
− c.m. frame
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deuteron (d) combine particle identification information from the CDC, TOP, ARICH,

ECL, and KLM subdetectors.

Electron candidates are identified using a boosted decision tree classifier trained to

separate electrons from all other charged particles [40]. Inputs to the classifier are the

likelihoods from each sub-detector, as well as additional ECL observables, such as variables

characterising the cluster’s spatial structure. We use the output of the classifier, Pe, as a

discriminator for electron identification, requiring Pe > 0.5. The electron four-momentum

is corrected for energy loss due to bremsstrahlung by adding back the energies of photons

reconstructed within a cone of 8.6 degrees around the initial direction of the electron and

with an energy greater than 20 MeV. Photons are reconstructed from ECL clusters within

the CDC acceptance (17◦ < θ < 150◦) and not associated with any tracks.

We search for signal events in the two-dimensional plane consisting ofMeℓℓ and ∆Eeℓℓ.

The invariant mass, Meℓℓ, is determined from the three charged particles in the decay. The

energy difference, ∆Eeℓℓ, is the difference between the energy of the three leptons in the

c.m. system and half the beam energy: ∆Eeℓℓ = E∗
eℓℓ −

√
s/2.

The τ− → e∓ℓ±ℓ− decays are neutrinoless processes, hence the invariant mass Meℓℓ

should be consistent with the mass of the τ lepton while the energy difference ∆Eeℓℓ

should be close to zero. The signal peak in the (Meℓℓ, ∆Eeℓℓ) two-dimensional distribution

is broadened by detector resolution and radiative effects. The radiation of photons from

the initial state (ISR) leads to a tail at low values of ∆Eeℓℓ while final state radiation (FSR)

produces a tail at low values forMeℓℓ and ∆Eeℓℓ. Several rectangular regions are defined in

the (Meℓℓ, ∆Eeℓℓ) plane. Blind regions, in which data are hidden until the analysis strategy

is fixed in order to mitigate experimental bias, have boundaries defined to retain 99% of

signal candidates ignoring events from the ISR tails. The fit regions, defined in Section 4,

contain the events that will be used in the fit to obtain the branching fractions. Events

outside the blind region with 1.4 < Meℓℓ < 2.0GeV/c2 and −1.0 < ∆Eeℓℓ < 0.5 GeV are

used to further refine the selection as explained in Section 4. The regions for the case of

τ− → e−e+e− decays are shown in Fig. 1 together with the signal Monte Carlo events.

4 Background rejection

The background rejection for each decay mode is performed in two steps: first using pre-

selection requirements to remove the main contributions, and second using the output of

a Boosted Decision Tree (BDT). The background rejection primarily relies on global event

variables, which are calculated using all tracks and photons in the event satisfying the

following requirements aimed at suppressing beam-related backgrounds. Tracks must be

displaced from the average interaction point by less than 3 cm along the z axis and less

than 1 cm in the transverse plane and are assumed to be pions. Neutral pions are obtained

from the combination of two photons with energy greater than 0.1 GeV, having an invariant

mass within 0.115 < Mγγ < 0.152 GeV/c2, which corresponds to a range of approximately

±2.5 times the experimental resolution around the known π0 mass [41]. Photons not used

in π0 reconstruction must have an energy greater than 0.2 GeV. These selected tracks and

photons are used to define variables related to the kinematic properties of the event such as

– 4 –
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Figure 2. Distribution of the invariant mass of one of the e-µ systems (left) and the visible energy in

the c.m. (right) for the τ− → e−µ+e− mode. The green arrows correspond to the applied selections.

The selection on the invariant mass of the lepton pairs is applied for the visible energy distribution.

The various simulated background processes are shown as a stack of color-filled histograms, with

statistical uncertainties displayed as hatched areas. The signal, not blinded, is shown as a red

histogram with branching fraction values given on the plots.

the magnitude of the thrust vector is required to be less than 0.97. Finally, a requirement

on the polar angle of the missing momentum in the c.m. is set, 0.3 < θ∗miss < 2.7 rad, to

discard two-photon events with missing energy along the beam axis.

The agreement between data and simulated events after the preselection outside the

blind region is shown in Fig. 3 for the Meℓℓ and ∆Eeℓℓ variables. An excess of events is still

observed in data. Those candidates mostly correspond to four-track background events in

which the particle not used in the signal τ reconstruction has a high probability to be an

electron. In addition, those events have a high thrust value and a missing momentum point-

ing at the boundaries of the polar angular acceptance in the c.m. frame. Therefore, they

are consistent with low-multiplicity backgrounds such as four-lepton final state processes

with initial and final state radiation. As the simulated events do not provide a reliable

description of the candidates observed in the sidebands, we define a data-driven strategy

based on a BDT classifier to control the remaining background. In order to avoid biases,

it is important that the data events used to train the BDTs are not used later in the fit to

obtain the branching fractions. We define the fit region, whose events are excluded from

the BDT training, as a slice in ∆Eeℓℓ chosen to retain 90% of signal candidates satisfying

the preselection requirements. The BDT is trained on 15,000 simulated signal events and

data events that are outside the fit region and blind region. The boundaries of the fit

region as well as the number of data events used in the BDT training are given in Table 1.

For each final state, the BDT input variables are chosen among a common set of 32

variables related to three distinct categories. Variables that are highly correlated both for

signal and background, with a linear correlation coefficient larger than 0.85, or that have

low discriminating power are removed. The first category consists of variables associated

with the signal τ , such as the polar angle of each lepton and ordered energies, the invari-
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Figure 3. Meℓℓ (left) and ∆Eeℓℓ (right) distributions for the τ− → e−µ+e− mode for data

and simulation outside the blind region after the preselection. The various simulated background

processes are shown as a stack of color-filled histograms, with statistical uncertainties displayed as

hatched areas. The signal, not blinded, is shown as a red histogram with branching fraction values

given on the plots.

ant masses of the three lepton-pair combinations, the flight time of the τ divided by its

uncertainty, the τ azimuthal angle and the cosine of its polar angle. The second category

involves variables related to the ROE properties such as its mass, defined as the mass of

the four-vector resulting from the sum of all reconstructed objects forming the ROE, its

energy, the total energy of the clusters in the ROE and the number of neutral clusters in

the ROE. We also use a categorical variable based on the numbers of electrons, muons and

pions in the ROE, that assigns a distinct value to the standard model decay modes of the

non-signal τ . The third category of input variables comprises the thrust value, the cosine

of the polar angle between the τ− → e∓ℓ±ℓ− momentum and the thrust axis, the total

visible energy in the event, the numbers of photons and the total photon energy in the

event, and variables related to the missing momentum of the event. The latter include its

magnitude and polar angle in the c.m. frame, the angle between the missing momentum

and each of the three leptons, and the square of the invariant missing mass. This category

also comprises variables related to the event shape such as the reduced Fox Wolfram mo-

ment R2 [42] and the first three CLEO cones, which characterize the energy flux in a cone

with opening angle of 10, 20 or 30 degrees around the thrust axis [43].

Table 1. Definition of the ∆Eeℓℓ boundaries for the fit region and corresponding background yields

Nbg used to train the BDTs.

∆Efit,low
eℓℓ [GeV] ∆Efit,high

eℓℓ [GeV] Nbg

e−e+e− −0.34 0.04 768

e−e+µ− −0.29 0.05 991

e−µ+e− −0.30 0.03 452

µ−µ+e− −0.21 0.03 1,471

µ−e+µ− −0.21 0.03 625
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80% of the training samples are used to train the BDTs with the XGBoost library [44],

while the remaining 20% are used for validation, control of overtraining, and optimization

of the parameters with the Optuna library [45]. Figure 4 shows the distribution of the

BDT score, sBDT, in the sidebands, defined as the fit region outside the blind region, for

data and simulation. The requirements applied on the BDT scores are chosen by scanning

the score in the range [0.5,1] with a step of 0.05, and selecting the one that gives the best

expected upper limit, following the procedure explained in Section 7. For each mode, Table

2 shows the nominal cut on the BDT score, the absolute signal efficiency, as well as the

number of remaining events in the data sidebands. Possible correlations between the BDT

score and Meℓℓ have been checked in the validation samples and background simulation

and are found to be negligible.

Table 2. Nominal cut on the BDT score sBDT for each mode, with the corresponding number

of remaining background events NSB in the data sidebands and total signal efficiencies ǫsig. The

uncertainty on the signal efficiencies is due to the size of the MC sample.

sBDT NSB ǫsig

e−e+e− 0.95 3 (15.0± 0.1)%

e−e+µ− 0.8 6 (20.4± 0.1)%

e−µ+e− 0.5 6 (23.5± 0.1)%

µ−µ+e− 0.8 12 (20.1± 0.1)%

µ−e+µ− 0.5 4 (24.1± 0.1)%

5 Fitting procedure

We extract the branching fractions using unbinned maximum likelihood fits to the three-

lepton invariant masses. The likelihood is expressed as:

L =
e−(nsig+nbg)

N !

N
∏

i=1

(nsig × Psig(M
i
eℓℓ) + nbg × Pbg(M

i
eℓℓ)), (5.1)

where nsig(nbg) and Psig(Pbg) are the number of events and probability density function

(PDF) for the signal (background) and N is the total number of events. We express the

number of signal events as nsig = 2 × B(τ− → e∓ℓ±ℓ−) × ǫsig × σττ × L, where ǫsig is the

signal efficiency, L is the integrated luminosity, and σττ is the tau-pair production cross

section.

The signal PDF is an asymmetric double-sided crystal ball (CB) function [46], which

accounts for the long FSR tail at low mass, as described in Section 3. The parameters of

the signal PDF are obtained by fitting the mass distribution of simulated signal events.

For the background, an exponential function is used:

Pbg(Meℓℓ) = A · exp(Cbg ·Meℓℓ), (5.2)

where the constant A normalizes the background PDF to unity in the fit range, between

1.4 and 2.0 GeV/c2.
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Figure 4. BDT score distribution in the sideband region after the preselection. The green arrows

indicate the selection criteria applied to the BDT score. The various simulated background processes

are shown as a stack of color-filled histograms, with statistical uncertainties displayed as hatched

areas. The signal in the full fitting region is shown as a red histogram with branching fraction

values given on the plots.
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The parameters allowed to vary in the fit are B(τ− → e∓ℓ±ℓ−), which is constrained

to be positive, nbg, and Cbg. The fit is validated using pseudo-experiments with different

branching ratio values and exponent coefficients obtained from fits to the data sidebands.

Due to the constraint of non-negative B(τ− → e∓ℓ±ℓ−), a small positive bias is observed,

which results in a conservative limit.

6 Systematic uncertainties

One category of systematic uncertainties arises from differences between experimental data

and simulation due to possible mismodeling in the generation and reconstruction of the

simulated samples, and affects the signal efficiency uncertainty. We take into account the

systematic uncertainty associated with the corrections to the simulated muon and electron

identification efficiencies, derived from auxiliary measurements in data using J/ψ → ℓ+ℓ−,

e+e− → ℓ+ℓ−γ, and e+e− → e+e−ℓ+ℓ− events. These corrections are obtained as functions

of momentum, polar angle and charge, and applied to events reconstructed from simulation.

The systematic uncertainty is obtained by varying the corrections within their statistical

and systematic uncertainties and estimating the impact of these variations on the selection

efficiency. Adding the statistical and systematic variations in quadrature, the result is a

relative uncertainty in the signal efficiency in the range 1.0 to 1.8%.

The difference between data and simulation in track-reconstruction efficiency is mea-

sured in e+e− → τ+τ− events, selecting τ− → e−νeντ and τ− → π−π+π−ντ decays. Good

agreement is observed within the associated uncertainty of 0.24% per track, resulting in a

systematic uncertainty of 1.0% for the τ− → e∓ℓ±ℓ− decay.

The agreement between data and simulation for the trigger efficiency is evaluated

using the τ− → π−π+π−ντ control sample, which is reconstructed in the same way as

the signal decays, replacing the final-state leptons with pions having Pπ > 0.9. Additional

requirements on event variables are used to remove backgrounds that mainly originate from

qq̄ events, and candidates in the range 0.5 < M3π < 1.7GeV/c2 and −1 < ∆E3π < 0 GeV

are selected. In data, the trigger efficiency is computed using independent trigger selections:

the efficiency of the ECL-based trigger selection is obtained using events triggered by the

CDC. The agreement between data and simulation efficiencies is within 0.5%. The possible

bias coming from this method is tested on simulated events. A difference of 0.5% is found

with respect to the absolute efficiency.

The τ− → π−π+π−ντ control sample is used to obtain a systematic uncertainty on

the BDT selection. The same BDTs that were trained for the signal decays are applied

to these events and a requirement is chosen on the outputs in order to have the same

relative efficiency on τ− → π−π+π−ντ events as on the signal decays. In each mode, the

difference between the efficiency in data and simulation for the chosen BDT requirement,

between 0.4 and 2.5%, is considered as a systematic uncertainty. The same control sample

is used to estimate a systematic uncertainty due to potential mismodeling of ISR effects

that would affect the efficiency of the requirement on ∆Eeℓℓ. Since the τ− → π−π+π−ντ
∆E distribution is much broader than the signal one and has negative values because of the

missing neutrino, we cannot use the same requirement that was applied for the LFV decays.
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Table 3. Summary of the systematic uncertainties affecting B(τ− → e∓ℓ±ℓ−). The first five

sources affect the signal efficiencies and are added in quadrature to get the total uncertainty on the

signal efficiencies σtot
ǫ . The signal efficiency and the last two sources, the luminosity L and the tau

pair cross section σττ , directly affect the branching fraction.

source e−e+e− e−e+µ− e−µ+e− µ−µ+e− µ−e+µ−

LID 1.0% 1.2% 1.3% 1.7% 1.8%

tracking 1.0% 1.0% 1.0% 1.0% 1.0%

trigger 0.7% 0.7% 0.7% 0.7% 0.7%

BDT 0.7% 2.5% 0.7% 1.5% 0.4%

ISR 3.4% 3.4% 3.4% 3.4% 3.4%

σtotǫ 3.9% 4.6% 3.9% 4.3% 4.1%

L 0.5% 0.5% 0.5% 0.5% 0.5%

σττ 0.3% 0.3% 0.3% 0.3% 0.3%

Instead, we compute the relative variation of the efficiency between data and simulation

scanning different requirement values between −1.1 and −0.1 GeV. The average, which is

found to be 3.4%, is taken as the systematic uncertainty.

Since the effect of FSR depends on the final state particles, we cannot rely on the

τ− → π−π+π−ντ control channel. The approach adopted consists of artificially inflating

the signal PDF tail at low mass by 5%. The value is chosen according to a similar procedure

followed in Ref. [47]. The new PDF parameters are used as default in the fit to the data

and no additional systematic uncertainty is assigned.

The systematic uncertainty in the integrated luminosity L is measured using samples

of Bhabha, diphoton and dimuon events [48]. The relative uncertainty is 0.5%.

Finally, we also assign an uncertainty of 0.003 nb on the τ -pair production cross section,

as evaluated in Ref. [18].

A summary of the systematic uncertainties is given in Table 3.

7 Result

The fits to the Meℓℓ variable for the five τ− → e∓ℓ±ℓ− decays are shown in Fig. 5 and

the results are summarized in Table 4. This table also lists the expected number of events

obtained from the fit to the sidebands (Nexp) and the number of observed events Nobs.

As no signal is found, we compute 90% C.L. upper limits on the τ− → e∓ℓ±ℓ− branch-

ing fractions. We estimate the upper limit using the modified frequentist CLs [49, 50]

method implemented in the RooStat framework. We generate 10,000 pseudo-experiments

for 10 branching fraction values distributed uniformly in the range [0, 3]× 10−8. The gen-

eration uses the likelihood from Eq. 5.1, with the fitted value of Cbg, and the observed

number of events, Nobs. Systematic uncertainties on Cbg, ǫsig, L, and σττ are accounted

for by applying Gaussian constraints using the values described in Section 6. The expected

limits are computed using input values obtained from fits to the data sidebands, assum-

ing a number of observed events in the signal region equal to that extrapolated from the

sidebands.
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total fitted PDF.
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Table 4. Number of expected and observed events, fitted value of Cbg and branching fractions,

and expected and observed upper limits at 90% C.L. The subscript exp refers to expected values

obtained from the fit to sidebands only.

Nexp Nobs Cbg B (10−8) BUL
exp (10−8) BUL

obs (10−8)

e−e+e− 6.1+4.3
−2.9 5 0.52+2.64

−2.60 0 2.7 2.5

e−e+µ− 12.1+5.7
−4.3 12 −0.40+1.67

−1.68 0 2.1 1.6

e−µ+e− 10.5+5.3
−4.3 17 −2.90+1.48

−1.54 0 1.7 1.6

µ−µ+e− 20.7+6.6
−5.5 18 −2.50+1.45

−1.52 0.48+0.90
−0.48 1.6 2.4

µ−e+µ− 7.5+4.5
−3.2 9 −0.34+1.93

−1.94 0 1.4 1.3

The expected and observed limits are given in Table 4 and are more stringent than

previous searches for all modes except the τ− → e−µ+e− final state.

8 Summary

We present a search for the LFV decays τ− → e∓ℓ±ℓ− using a 428 fb−1 data sample

collected by the Belle II experiment. Using an inclusive-tagging reconstruction with a

BDT-based selection, the efficiencies are higher by factors between 2 and 3.3 than those in

the most recent Belle analysis [14] for an expected number of background events compatible

with zero. No significant signal is found and we compute the upper limits at 90% C.L. The

bounds obtained, between 1.3 and 2.5 ×10−8, are the most stringent to date for all modes

except τ− → e−µ+e−.
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Figure 7. Distribution of the invariant mass Mγ
ℓ1ℓ2

(left) and the visible energy in the c.m. (right)

for the τ− → e−e+e−, e−e+µ−, µ−µ+e− and µ−e+µ− modes. The green arrows correspond to the

applied selections. The various simulated background processes are shown as a stack of color-filled

histograms, with statistical uncertainties displayed as hatched areas. The signal, not blinded, is

shown as a red histogram with branching fraction values given on the plots.
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Figure 8. Meℓℓ (left) and ∆Eeℓℓ (right) distribution for the τ− → e−e+e−, e−e+µ−, µ−µ+e− and

µ−e+µ− modes for data and simulation outside the blind region after the preselection. The various

simulated background processes are shown as a stack of color-filled histograms, with statistical

uncertainties displayed as hatched areas. The signal, not blinded, is shown as a red histogram with

branching fraction values given on the plots.
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Figure 9. Signal efficiency as a function of the two-dimensional plane defined by the mass squared

of the opposite-charge lepton pairs. The indices (1,2,3) follow the ordering of the decay chains

(τ → ℓ1ℓ2ℓ3).
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