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The paper evaluates the thermal regime of a cryogenically cooled copper photocathode integrated into a
continuous-wave superconducting radio-frequency injector cavity with direct thermal contact. Such a
photoinjector layout is being developed at DESY and has recently demonstrated a record-high 50 MV=m
axial electric field in radio-frequency tests, marking an important milestone. To address the thermal effect
of the picosecond excitation laser, we first develop a two-temperature model to describe the temperature of
the emitting surface at cryogenic temperatures and solve it numerically. Subsequently, we present a one-
temperature model of the bulk photocathode coupled with an electromagnetic model of the injector cavity.
For the current injector design, we predict a negligible impact of the laser on the intrinsic quality factor of
the cavity, identifying instead the cryogenic stability of the copper cathode as the primary operational limit.
To overcome cooling challenges, we propose an improved configuration of the cathode plug. For the
proposed geometry, the multiphysics analysis confirms stable performance at a nominal 2 W laser power,
sufficient for 100 pC beams at 1 MHz under optimistic quantum efficiency assumptions. Operation at
higher laser loads will benefit from further dedicated cryogenic analysis.

DOI: 10.1103/9jyv-hfxy

I. INTRODUCTION

A superconducting radio-frequency (SRF) photoinjector
is being developed at DESY, aiming to enable high-duty-
cycle/continuous wave (cw) operation in a future upgrade
of the European X-ray Free-Electron Laser [1,2]. The core
feature of the DESY cw SRF injector design is a photo-
cathode insertion method [3]. The cathode is thread
mounted to the backside of the SRF injector cavity made
of superconducting niobium. This design has experimen-
tally demonstrated an axial electric field up to 50 MV=m
in radio-frequency vertical tests [4]. The result supports
the fundamental feasibility of generating 100 pC electron
bunch charge with a transverse slice emittance below
0.2 μm [5]. Such a photocathode insertion method omits
complexities associated with load-lock systems and, over-
all, this type of injector serves as a promising candidate to
fulfill many demanding scientific applications beyond
electron sources for cw linacs driving FELs, such as cw
ultrafast electron diffraction [6] and cw THz radiation [7]
sources. A unique feature of this photoinjector is the

direct 2 K cooling interface of the photocathode via
superfluid helium.
A limited number of studies address the characteristics

of copper photocathodes at cryogenic temperatures. Most
available data concern photoemissive properties of copper
such as quantum efficiency (QE) and mean transverse
energy (MTE). One study showed that the QE of poly-
crystalline Cu decreases by a factor of 4 when the substrate
temperature is lowered from 400 to 85 K [8]. Tests at the
bERLinPro injector demonstrated a QE of 10−5 at 257 nm
with a Cu insert at 80 K [9]. The record low-emittance
benchmark for Cu(100) with 5 meV MTE at 35 K was
reported in [10].
In the context of photoinjector systems operating in the

cryogenic range, thermal stability of the SRF cryogenic
assembly of the injector cavity and the photocathode is a
necessary prerequisite for stable operation. Previous
research on the SRF injector thermal management has
mostly focused on systems incorporating load-lock mech-
anisms for photocathode insertion. For such systems,
thermal simulations and measurements have been per-
formed to study the heat generated on a retractable cathode
stalk, which acts as the primary heat leak and requires
intermediate cooling stages (e.g., 77 K intercepts or active
gas cooling) as reported in [11]. For the same injector type
with a load-lock system, the finite element method (FEM)
has been implemented to carry out thermal studies [12].
Closer to our direct cathode mount configuration,
Schultheiss et al. [13] studied the thermal behavior of an
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SRF injector cavity operated at 4.2 K, made of residual-
resistance ratio (RRR) 300 niobium, where the photo-
cathode is part of the cavity’s backside. The injector cavity
under rf load and 1 W laser heating was analyzed, and it
was shown that the injector cavity temperatures remained
below the superconducting critical temperature. The appli-
cation of FEMs for thermal modeling at cryogenic temper-
atures is robust with results often matching experimentally
obtained data [14,15].
The cw SRF photoinjector with backside thread mount-

ing of the cathode (see Fig. 1) assumes that most of the heat
transfer from the Cu cathode to the superconducting Nb
cavity occurs indirectly via an indium sealing. The dis-
sipated rf power in the SRF cavity Pd is directly propor-
tional to the surface resistance of the conducting material.
The surface resistance RsðTÞ of superconducting niobium
is a combination of the residual resistance and the temper-
ature-dependent Bardeen–Cooper–Schrieffer (BCS) resis-
tance [16]. The dissipated power is related to the total
surface resistance and the quality factor as follows [17]

PdðTÞ ¼
1

2

Z
S
RsðTÞjHtj2dS; Q0 ¼

ωU
Pd

; (1)

where jHtj is the magnitude of the tangential magnetic field
at the surface S, ω is the angular resonant frequency, and
U is the energy stored in the cavity.
For FEL applications, we consider a design case in

which a Cu photocathode must deliver 100 pC electron
bunches at repetition rates up to 1 MHz. Under a very
demanding QE specification of ð1−2.5Þ×10−4 at 257 nm,
this corresponds to an average UV laser power in the range
of approximately 2–5 W, as illustrated in the right plot of
Fig. 1. For comparison, the rf power dissipated over the
backside of the SRF injector cavity is around 1 W at an

axial field of 50 MV=m. Therefore, a substantial laser
power deposited into the cryogenic system must be
addressed to confirm the thermal stability as well as the
absence of a quality factor degradation due to potentially
increased rf losses.
The considered QE range should be understood as

target specifications constrained by the available and
foreseeable UV laser power (e.g., PHAROS systems
providing about 2 W at 257 nm [18]), rather than a
proven performance of Cu photocathode at cryogenic
temperatures in cw operation. Available experimental
data indicate that quantum efficiencies at the level of
∼10−4 for polycrystalline copper in normal-conducting
S-band rf guns at room temperature are rare and should
be regarded as exceptional. Qian et al. [19] reported
QE ≃ 1.5 × 10−4 at an accelerating field of about
50 MV=m, while Noakes et al. [20] observed initial
QE ¼ ð2 − 3Þ × 10−4 from BPS172-treated hybrid
Mo/Cu photocathodes in the CLARA 10 Hz gun, with
comparatively limited 1=e lifetimes of order 10–60 days.
The STFC experience provides a practical motivation to
adopt the BPS172 chemical preparation procedure for the
photocathode in the present SRF injector design.
The problem of the thermal stability of a cw SRF injector

cavity with a Cu cathode integrated via a thread-mounted
connection is unique and therefore has not been previously
addressed in the literature. To our knowledge, no prior
work has solved a two-temperature model for copper
initialized in the cryogenic regime under UV excitation.
To address these questions, we have developed the required
models and used COMSOL Multiphysics® v6.3 [21] to analyze
the complex thermal problem of the cold cathode integrated
into the SRF injector cavity.
The analysis reveals a potential cryogenic instability in

the baseline cathode plug geometry [22], leading us to

FIG. 1. Image on the left shows the three-dimensional layout of the cw SRF injector cavity with an integrated copper photocathode.
The plot on the right presents the average laser power required for a Cu photocathode as a function of QE, assuming a 1 MHz repetition
rate and 100 pC bunch charge (257 nm excitation laser).
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propose and evaluate a modified design for enhanced
thermal stability at a nominal incident laser power of 2 W.
We start in Sec. II by developing a two-temperature

model to describe the temperature of the emitting surface
at cryogenic temperatures and solve it numerically to
characterize the surface temperature evolution of the
cryogenically cooled Cu photocathode during picosecond
ultraviolet (UV) laser irradiation and to obtain the time-
dependent heat flux for the macroscopic model. In Sec. III,
we analyze the two-dimensional transient thermal behavior
of the bulk cathode and assess the validity of steady-state
thermal analysis in regions distant from the effective
emission surface (the Cu-Nb contact interface). Finally,
in Sec. IV, we evaluate a coupled three-dimensional
thermal-electromagnetic model where the influence of heat
induced by the photocathode laser on the dissipated rf
power is studied.

II. ONE-DIMENSIONAL TRANSIENT THERMAL
ANALYSIS OF A PHOTOEMISSIVE SURFACE

In order to capture the ultrafast thermal dynamics in a
copper photocathode at cryogenic temperatures during and
after laser irradiation, we employ a one-dimensional two-
temperature model (TTM). It resolves the electron temper-
ature Te and lattice temperature Tl as a function of depth x
from the irradiated surface [23] and reads

CeðTeÞ
∂Te

∂t
¼ ∂
∂x

�
KeðTe;TlÞ

∂Te

∂x

�
−GðTe;TlÞðTe−TlÞ

þSlaserðx;tÞ; (2)

ClðTlÞ
∂Tl

∂t
¼ ∂
∂x

�
KlðTlÞ

∂Tl

∂x

�
þGðTe;TlÞðTe−TlÞ; (3)

where Ce and Cl are the volumetric heat capacities of the
electron and lattice subsystems, respectively; Ke and Kl are
the corresponding thermal conductivities; G is the electron-
phonon coupling factor that quantifies the volumetric rate
of energy exchange between the two subsystems; and Slaser
is the volumetric laser heat source term.
The domain spans x∈ ½0; Lx� with Lx ¼ 50 μm. The

relatively large simulation domain (compared to typical
conditions for TTM models at room temperatures) is
motivated by the exceptionally low heat capacity and
high thermal conductivity of cryogenic copper, which leads
to a rapid heat transport. Sensitivity tests with Lx ¼ 70 μm
and Lx ¼ 100 μm confirmed that the near-surface temper-
ature evolution remains unchanged. Thus, we ensure that
the ultrafast near-surface electron and lattice temperature
dynamics, which govern the net electron-phonon energy
exchange, are not prematurely influenced by the thermal
conditions imposed at the rear boundary. The initial
conditions are given by Teðx;0Þ¼Tlðx;0Þ¼T0 (T0¼2K).
A zero-flux boundary condition is applied at x ¼ 0, while

Dirichlet boundary condition Te ¼ Tl ¼ T0 is imposed
at x ¼ Lx.
A two-temperature model for a copper photocathode

under ultrashort laser pulse excitation has previously been
considered for room-temperature copper in [24]. To vali-
date our numerical model, we successfully reproduced
selected results.
In the following subsections, we extend this model to our

case of interest at cryogenic temperatures. We have con-
ducted a review of the available literature to combine
theoretical and experimental results in order to obtain the
required coefficients at cryogenic temperatures for the 1D-
TTM. The obtained equations are solved numerically for a
representative laser-source configuration defined by the
use-case scenario. The results are then applied in Sec. III in
the one-temperature modeling of the injector.

A. Properties of copper at cryogenic temperatures

In the following subsections, we provide analytical
definitions of the material properties of copper required
to solve the 1D-TTM in the cryogenic temperature range.
The lattice thermal conductivity KlðTlÞ is omitted due to its
negligible contribution for high-purity copper across the
entire temperature range and the fact that Ke ≫ Kl [25].

1. Electron-phonon coupling factor G

The electron-phonon coupling factor GðTe; TlÞ quanti-
fies the volumetric rate of energy exchange between the
electron and lattice subsystems. While G is often treated as
a constant in room-temperature TTM, its strong temper-
ature dependence requires an accurate description of the
thermal dynamics, which starts from the cryogenic regime.
At very low temperatures (significantly lower than the
Debye temperature, T ≪ ΘD), the energy transfer rate per
unit volume, Pep=V, between electrons at Te and a lattice
at Tl in clean, three-dimensional metals is theoretically
predicted to follow a power law [26–28]. Specifically, for
energy transfer limited by electron interactions with 3D
acoustic phonons, this rate is given by

Pep=V ¼ Σ0ðT5
e − T5

l Þ; (4)

where Σ0 is a material-specific coupling coefficient. The T5

dependence arises from the temperature dependence
of both the available phonon states and the electron
phase space for scattering [29]. The electron-phonon
coupling factor GðTe; TlÞ is defined such that Pep=V ¼
GðTe; TlÞðTe − TlÞ. Thus, from Eq. (4), the low-temper-
ature form of G is

GlowðTe; TlÞ ¼ Σ0

X4
k¼0

T4−k
e Tk

l : (5)

For copper, the material coefficient Σ0 ¼ 2.1 ×
109 Wm−3 K−5 is adopted. This value is supported by
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direct experimental measurements on copper thin films
that exhibit 3D phonon behavior at sub-Kelvin temper-
atures [30] and is also consistent with earlier work on
similar metallic systems [28]. For instance, if Te ¼ Tl ¼ T,
then GlowðT; TÞ ¼ 5Σ0T4. At T ¼ 2 K, this yields
Glow ≈ 1.68 × 1011 Wm−3 K−1, and at T ¼ 27 K,
Glow ≈ 5.58 × 1015 Wm−3 K−1.
For temperatures approaching the Debye temperature

(343 K for Cu), GðTe; TlÞ tends toward a less sharply
temperature-dependent reference value, GRT. For copper
near 300 K, a value of GRT ¼ 9.0 × 1016 Wm−3K−1 is
adopted, consistent with pump-probe experimental results
[31,32] and the baselineG0 derived from density functional
theory calculations before strong electron temperature
effects dominate [33]. While some models predict a
decrease in G for electron temperatures far exceeding
the Debye temperature [33], treating GRT as a constant
saturation value is a valid approximation for the temper-
ature regimes relevant to this work.
To our knowledge, there are no experimental or theo-

retical predictions of GðTe; TlÞ for Cu continuously from
sub-Kelvin to room temperature. To provide a smooth
transition across the entire temperature range from the low-
temperature power-law behavior to the higher-temperature
reference value, two limiting forms are combined using a
generalized mean:

GðTe; TlÞ ¼ f½GlowðTe; TlÞ�−nb þ ðGRTÞ−nbg−1=nb ; (6)

with a bridging exponent nb ¼ 4 chosen to provide a
smooth and monotonic transition between the two asymp-
totic regimes as illustrated in Fig. 2. The formulation
dictates that Glow dominates at temperatures below the

natural crossover point (approximately 54 K for Te ¼ Tl),
and GRT primarily governs the coupling at higher
temperatures.

2. Electron heat capacity Ce

The volumetric heat capacity of the electron gas, CeðTeÞ,
is commonly approximated at low temperatures by its
linear term:

CeðTeÞ ¼ γeTe; (7)

where γe is the electronic specific heat coefficient. For
copper, γe ≈ 96.6 J m−3 K−2. The linear approximation
provides good accuracy for relatively low electron temper-
atures, which are relevant to this work. It is worth noting
that when electron temperatures Te become more elevated
and approach values in the order of several thousand
Kelvin it becomes advisable to introduce higher-order
terms from the Sommerfeld expansion to Eq. (7) for
improved accuracy [34,35].

3. Lattice heat capacity Cl

The volumetric heat capacity of the lattice is determined
using the Debye model [35]:

ClðTlÞ ¼ 9NakB

�
Tl

ΘD

�
3

×
Z

ΘD=Tl

0

ξ4eξ

ðeξ − 1Þ2 dξ; (8)

where Na ¼ 8.4912 × 1028 m−3 is the number density
of atoms for copper, kB is the Boltzmann constant, and
ΘD ¼ 343 K is the Debye temperature for copper.

4. Electrical resistivity ρel
The total electrical resistivity ρelðTlÞ is determined

by the Matthiessen’s rule, summing the temperature-
independent residual resistivity ρ0 (due to impurities and
defects) and the temperature-dependent phonon contribu-
tion ρphðTlÞ [36]:

ρelðTlÞ ¼ ρ0 þ ρphðTlÞ: (9)

The residual resistivity ρ0 ¼ 5.667 × 10−11 Ωm is set
corresponding to a residual-resistivity ratio (RRR) of
300, using the reference resistivity of copper at room
temperature ρelð300 KÞ ¼ 1.7 × 10−8 Ωm.
The phonon contribution is described by the Bloch-

Grüneisen formula:

ρphðTlÞ ¼ ABG

�
Tl

ΘD

�
5

×
Z

ΘD=Tl

0

ξ5eξ

ðeξ − 1Þ2 dξ: (10)

Prefactor ABG is determined to ensure that ρ0þρphð300KÞ
yields the room-temperature value.

100 101 102 103

1012

1014

1016

1018

FIG. 2. Electron-phonon coupling factor, G, as a function of
electron temperature. It illustrates the behavior of the full bridged
model under two limiting conditions: thermal equilibrium
(Te ¼ Tl) and strong nonequilibrium (Tl ¼ 2 K, varying Te).
The asymptotic low-temperature power-law (Glow) and high-
temperature saturation (GRT) models are shown for reference.
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5. Electron thermal conductivity Ke

The electron thermal conductivity KeðTe; TlÞ is derived
from the Wiedemann-Franz law [34], relating it to the
electrical resistivity:

KeðTe; TlÞ ¼
L0Te

ρelðTlÞ
; (11)

where L0 ¼ 2.44 × 10−8 WΩK−2 is the Lorenz number.
The lattice temperature dependence enters through the
electrical resistivity ρelðTlÞ.

B. Laser source term

The volumetric power density Slaserðx; tÞ deposited by
the laser into the electron system is described by a Gaussian
temporal profile with an exponential decay in depth
according to the Beer-Lambert law:

Slaserðx; tÞ ¼
Fabs

dp

1

σt
ffiffiffiffiffiffi
2π

p exp

�
− ðt − tcÞ2

2σ2t

�
exp

�
− x
dp

�
;

(12)

where Fabs is the absorbed laser fluence, dp is the effective
penetration depth, σt is the rms pulse duration, and tc is the
time corresponding to the pulse peak. The variables x and t
represent the depth into the material and the time,
respectively.
In Eq. (12), we assume a Gaussian temporal pulse shape.

While actual photoinjector laser pulses can also exhibit other
forms (such as flattop), this choice provides a simple
analytical description and is sufficient for the present thermal
analysis, which primarily targets time-averaged stability of
the macroscopic model. For pulses with the same FWHM
duration and total energy, the peak surface temperature and
the time-averaged heat flux are only weakly sensitive to
the detailed temporal shape. However, the pulse shape will
affect near-surface temperature distribution.

C. Numerical solution of 1D-TTM

The simulation models the interaction of a single laser
pulse with a copper surface in 1D. Equations (2) and (3)
were defined as custom partial differential equations and
solved in COMSOL Multiphysics® v6.3 using the adaptive
backward differentiation formula solver. A nonuniform
mesh resolves the optical penetration depth near x ¼ 0
and coarsens toward x ¼ Lx ¼ 50 μm.
First, let us consider the laser source term [Eq. (12)] with

parameters providing a physically representative laser
fluence for the 1D-TTM model. We define it based on
the operational use case at the future cw European XFEL
[5]. For a design specification QE of 2.5 × 10−4, generating
100 pC electron bunches at a 1 MHz repetition rate
corresponds to an average laser power of 2 W (see the
right plot in Fig. 1). This implies an incident laser pulse

energy of Epulse ¼ 2 μJ (since Pavg ¼ Epulse × frep). The
laser spot is treated as having a top-hat intensity profile with
a radius of rspot ¼ 430 μm, which corresponds to a spot
area Aspot ¼ πr2spot. With a material reflectivity of R ¼ 0.36
for copper at an excitation wavelength of 257 nm [37], the
absorbed fluence is Fabs ¼ ð1 − RÞEpulse=Aspot. The pulse
has an rms duration of σt ¼ 8 ps and its peak is centered
at tc ¼ 4σt ¼ 32 ps. The effective penetration depth dp,
which accounts for both optical absorption and nonthermal
electron transport, is taken to be 83 nm. This value is
calculated as the sum of the optical penetration depth
(≈13 nm) and the ballistic transport range (≈70 nm), an
approach proposed for UVexcitation of copper in [24]. The
left plot in Fig. 3 shows time dependent temperatures of
electrons and lattice at x ¼ 0. For the relatively long 8 ps
rms laser pulse, combined with a low absorbed fluence of
2.2 J=m2, the 1D-TTM model predicts a modest 6 K
difference between the peak electron temperature
(Te ≈ 36.5 K) and lattice temperature (Tl ≈ 30.5 K).
For the considered design parameter set of the cw

photoinjector for the European XFEL, the 1D-TTM does
not predict a significant temperature growth and the
observed thermal nonequilibrium is modest. It should be
noted that the assumed QE is optimistic. Factors such as a
larger pulse energy, a smaller laser spot size, and a shorter
pulse duration can have a significant impact on the electron
lattice thermal behavior. For example, the right plot in
Fig. 3 shows the time-dependent electron and lattice
temperatures at x ¼ 0 for a laser spot radius of
rspot ¼ 215 μm, which is half of the nominal value.

D. Discussion of the results obtained using the 1D-TTM

The TTM is predicated on the assumption that following
photon absorption, the electron subsystem thermalizes
internally via electron-electron scattering on a timescale
τe−e, that is much shorter than the timescale for
electron-phonon energy transfer τe−ph. This condition
(τe−e ≪ τe−ph) ensures the existence of a well-defined,
quasiequilibrium electron temperature Te. This assumption
is known to be challenged under conditions of very low
excitation intensity or with ultrashort (femtosecond) laser
pulses. In such cases, the electron distribution may remain
nonthermal (i.e., non-Fermi-Dirac) for a period comparable
to τe−ph, making the concept of an electronic temperature
technically ill-defined and requiring more fundamental
models, such as the Boltzmann transport, for a rigorous
description [38]. Furthermore, at cryogenic range of Tl, the
applicability of TTM becomes more fragile: under low
fluence and femtosecond excitation, experiments on noble
metals showed thermal behavior incompatible with TTM
because the electron distribution can remain nonthermal
on timescales comparable or longer than excitation
source [39]. For such operational conditions, the TTM
model can be extended by introducing an additional
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nonthermal electron reservoir Unt to account for finite
thermalization effects [40–42].
However, the laser pulse relevant to this work is on the

picosecond scale (σt ¼ 8 ps; FWHM ≈ 19 ps). This pulse
duration is significantly longer than the subpicoseconds
timescales typically associated with electron thermalization
in noble metals. The laser does not act as an instantaneous
impulse, but rather as a continuous heating source over a
period comparable to, or longer than, the internal relaxation
times. This allows a quasiequilibrium state to be established
and maintained, where the electron subsystem is simulta-
neously heated by the laser, thermalized by electron-
electron scattering, and cooled by the lattice. In this regime,
the TTM serves as a valid and physically appropriate model
for describing the average energy balance and the coupled
thermal dynamics of the electron and lattice subsystems on
the relevant picosecond timescale.
The purpose of 1D-TTM in this work is twofold. First, it

demonstrates that for the operational parameters of the cw
photoinjector, the peak surface temperatures remain modest
in the cryogenic range and the nonequilibrium is minimal at
the nominal laser fluence. Second, we define an interface at a
depth xint within the 1D TTM domain and calculate the net
conductive heat flux crossing the plane. The flux represents
the total energy per unit area and time that propagates from
the highly nonequilibrium surface layer into the more
equilibrated bulk. The resulting time-dependent heat flux
serves as a heat source for the macroscopic model. The net
flux is the sum of the electronic and lattice contributions:

qnetðtÞ ¼
�
−KeðTe; TlÞ

∂Te

∂x
− KlðTlÞ

∂Tl

∂x

�����
x¼xint

(13)

Here, xint ¼ 2 μm is chosen as the interface between the
highly nonequilibrium surface layer and the diffusive
bulk. This depth lies well beyond the effective laser
absorption region (dp ¼ 83 μm, which accounts for both
optical absorption and ballistic electron range), so that
thermal transport at xint is predominantly diffusive. In
practice, xint was selected as the smallest depth at which
the time-dependent heat-flux profile qnetðtÞ becomes
smooth and the electron and lattice temperatures have
essentially converged. Choosing planes closer to the
surface yields flux profiles that are dominated by the
steep electron-temperature gradient and exhibit pro-
nounced nonequilibrium structure. Increasing xint further
(e.g., from 3 to 5 μm) does not change the integral of
qnetðtÞ, but only delays its arrival in time. A sufficiently
long simulation time was used to verify global energy
conservation at the chosen interface depth.
Comparing the temporal distribution of qnetðtÞ derived

from the 1D-TTM to the incident laser’s Gaussian
profile (Fig. 4) reveals that the TTM-based heat
source represents a more physically realistic heat dep-
osition, with a more gradual temporal distribution that
accounts for the intrinsic energy transfer time within the
material.

III. TWO-DIMENSIONAL TRANSIENT AND
STATIONARY THERMAL ANALYSIS OF A BULK

COPPER PHOTOCATHODE

We characterize the temperature of the bulk cathode with
the aim to validate a steady-state approach for subsequent
3D analysis. For timescales significantly longer than the
electron-phonon relaxation time, the thermal behavior

FIG. 3. Temporal evolution of electron (Te) and lattice (Tl) temperatures at the surface of a copper photocathode, initially at T0 ¼ 2 K.
The thermal response is shown for two absorbed laser fluences for the same pulse energy and rms duration σt ¼ 8 ps. Left (nominal
parameters): absorbed fluence Fabs ¼ 2.2 J=m2 for a top-hat spot with radius rspot ¼ 430 μm. Right: absorbed fluence Fabs ¼ 8.8 J=m2

obtained by reducing the spot radius by a factor of 2 to rspot ¼ 215 μm.
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within the bulk copper is described by the classical heat
conduction equation:

ρðTÞCpðTÞ
∂T
∂t

¼ ∇ · ðkðTÞ∇TÞ þQvolðr; z; tÞ; (14)

where Tðr; z; tÞ is the temperature field as a function of the
radial coordinate r, the axial coordinate z, and the time t; ρ
is the material density; CpðTÞ is the temperature-dependent
specific heat capacity; kðTÞ is the temperature-dependent
thermal conductivity; and Qvol is the volumetric heat
source. For the bulk model, the temperature-dependent

thermal conductivity kðTÞ and specific heat capacity CpðTÞ
are implemented using polynomial fits to cryogenic refer-
ence data for copper (RRR = 300) from [43]. The left plot
in Fig. 5 shows the corresponding thermal conductivity of
Cu for various RRR values, with the solid line representing
the data used for the bulk cathode modeling. For compari-
son, we show Ke obtained in Sec. II A assuming Te ¼ Tl.
The discrepancy arises because our theoretical model
calculates the conductivity from idealized physical laws,
while the NIST data are based on a polynomial fit that relies
on experimental measurements. The right plot in Fig. 5
illustrates the specific heat capacity as a function of
temperature for Cu. While the density ρ also exhibits a
temperature dependence, its variation for solid-state copper
is minimal, and a constant room-temperature value of
ρ ¼ 8960 kgm−3 is assumed.
Solving the time-domain heat transfer model for a

1 MHz repetition rate with picosecond laser pulse duration
is computationally expensive. In such cases, a stationary
model offers a significantly simplified analysis. The steady-
state solution assumes neglect of the time derivative in
Eq. (14) and replacement the pulsed heat source with its
time-averaged equivalent boundary condition. The primary
goal of the subsequent analysis is to validate the steady-
state simulation approach by directly comparing its results
to those from a full transient simulation.

A. Validation of the steady-state approach

We validate the steady-state approach by using a
simplified two-dimensional, axially symmetric model with
the boundary conditions as shown in Fig. 6.
We begin by solving the transient heat conduction

problem described by Eq. (14). The heat source from
the laser is modeled as a periodic boundary heat flux

FIG. 5. Left plot shows the thermal conductivity of copper as a function of temperature for various values of RRR. The solid line
(RRR ¼ 300) represents the NIST fit used in the bulk model. The dashed line shows the conductivity derived from the TTM components
for comparison. The right plot presents the specific heat capacity of copper as a function of temperature.

FIG. 4. Qualitative comparison of temporal distribution of
the heat flux derived from the TTM and a standard 8 ps rms
Gaussian laser pulse. Both correspond to a total absorbed pulse
energy 2 μJ × ð1 − RÞ ¼ 1.28 μJ, where R ¼ 0.36 is the copper
reflectivity.
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applied at the cathode emission surface (z ¼ 0;
r ≤ rspot ¼ 430 μm)

−n · ðk∇TÞ ¼ qnetðtÞ; (15)

where qnetðtÞ is the time-dependent heat-flux profile
obtained from the 1D-TTM analysis, as defined in
Eq. (13), and n is the normal vector to the surface. A
primary challenge in achieving a numerical convergence of
the solution in the time domain is resolving steep thermal
gradients near the boundary where the heat flux is applied.
To address this, a locally refined mesh is used within the
boundary layer region, where the solution varies signifi-
cantly, as illustrated in Fig. 7.
Next, we solve the corresponding steady-state problem

using a time-averaged inward heat flux boundary condition:

−n · ðk∇TÞ ¼ qavg; qavg ¼ Pavgð1 − RÞ=Aspot; (16)

wherePavg denotes the incident laser power, andR ¼ 0.36 is
the copper reflectivity.
Figure 8 shows the transient solution, where the temper-

ature evolution is evaluated at the point of interest ðr; zÞ ¼
ð2 mm;−3.55 mmÞ (see Fig. 6). This location is the closest
point between the heat source and the copper domain
adjacent to the indium-sealed Cu-In-Nb interface, where
heat is transferred from the cathode into the niobium cavity.
It is therefore used as a representative point to compare the
time-dependent and stationary solutions. After a ramp-up
period of approximately 6 μs, the temperature stabilizes
into an oscillation with a mean value of 2.0014 K.

FIG. 6. Left image shows the simplified axially symmetric representation of the Cu cathode plug with partially indicated boundary
conditions: blue cooling boundary, red laser heat flux, and remaining boundaries set to Neumann boundary condition. The right image
presents the steady-state temperature distribution in the model with ideal cooling, for an average incident laser power of 2 W.

FIG. 7. Mesh refinement at the boundary layer near the laser
heat flux boundary condition.

FIG. 8. Temperature versus time from the transient model,
probed at the foreseen initial Cu-In-Nb contact point (r ¼ 2;
z ¼ −3.55) under ideal cooling (T0 ¼ 2 K) and periodic 1 MHz
laser heating with 2 μJ incident energy per pulse.
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The steady-state solution at the same point is 2.0014 K,
thus matching precisely the transient result. This compari-
son indicates that the thermal time constant of the bulk
cathode is significantly longer than the pulse period,
causing the material to respond primarily to the average
power input.
This validation confirms that the computationally effi-

cient steady-state model is sufficient for determining the
mean operational temperatures of the bulk cathode. For
the initial comparative study, an ideal cooling condition
(T ¼ 2 K) was imposed to ensure numerically fast thermal
equilibration in the transient solution. In the subsequent
analysis, we use the steady-state approach to study a
physically realistic thermal model that incorporates the
dominant thermal impedance of the Kapitza boundary
resistance at the helium-cooled surfaces [44].

IV. THREE-DIMENSIONAL COUPLED
THERMAL-ELECTROMAGNETIC ANALYSIS

A central concern for the integrated cathode design is
whether the laser-induced heat load negatively affects the
injector cavity’s thermal and electromagnetic stability. A
three-dimensional (3D) steady-state model is developed to
evaluate two primary operational limits of the integrated

cathode design under laser heat load. The first is a
cryogenic stability at Cu-He interface. The second risk
factor arises from a positive thermal feedback loop, where
heat conducted from the cathode increases the niobium’s
temperature-dependent surface resistance RsðTÞ, thus
amplifying the local rf power dissipation, which directly
impacts the cavity’s quality factor. On the other hand, the
structure of the TM010 accelerating electromagnetic mode
features a minimal magnetic field responsible for rf losses
in the region of niobium, which is affected by laser heat
deposited from the cathode. To determine which effect
dominates, we developed and solved a 3D steady-state
coupled thermal-electromagnetic model.

A. Thermal-electromagnetic model definition

The computational model, shown in Fig. 9, consists of
the copper photocathode plug, the niobium cavity back
wall, and the rf vacuum volume. A 1/8th section of the
geometry is simulated due to the partial axial symmetry of
the back wall’s mechanical design. A schematic illustrating
computational domains and boundary conditions is shown
in the left image of Fig. 10.
The thermal analysis is governed by the steady-state heat

version of equation Eq. (14). The laser heat is introduced as
an inward heat flux boundary condition as defined in
Eq. (16), evaluated for an average incident laser power Pavg.
The temperature-dependent thermal conductivities for cop-
per (RRR ¼ 300, Sec. III) and niobium (RRR ¼ 300,
shown in the left plot of Fig. 11) are used. A primary heat
transfer path from the cathode to the niobium is the Cu-In-
Nb contact, which is characterized by a thermal contact
resistance Rtc. Specific experimental data for the thermal
contact resistance of a Cu-In-Nb connection are not readily
available. We therefore describe this interface using a value
derived from experimental measurements of a similar
pressed Nb-In-Al joint, for which Dhuley et al. report a
contact resistance of Rtc ≈ 1.0 × 10−4 K m2 W−1 at a

FIG. 10. Image on the left shows the schematic of the domains and principal boundary conditions in the 3D model at the Cu-Nb
interface. The image on the right presents the improved copper cathode plug geometry (yellow).

FIG. 9. 1.6-cell SRF injector’s 3D model for coupled rf-
thermal analysis. The axially symmetric section (1/8) shows the
Cu plug (yellow), the Nb back wall (gray), and the rf vacuum
volume (blue).

MULTIPHYSICS ANALYSIS OF CRYOGENICALLY … PHYS. REV. ACCEL. BEAMS 29, 013402 (2026)

013402-9



temperature of 4.2 K [45]. The validity of extrapolating
from Nb-In-Al to Cu-In-Nb is based on the physics of
thermal transport in such assemblies at liquid helium
temperatures. In this regime, heat transfer across metal-
metal joints with an indium interlayer is dominated by
phonons: the main thermal resistance arises in the indium
layer and at the two metal-indium interfaces, while the bulk
resistance of the outer metals (Cu, Al, Nb) is small due to
their higher thermal conductivities. For comparable joint
geometry, indium thickness and contact pressure, Nb-In-Al
and Cu-In-Nb contacts are therefore expected to exhibit
similar area-specific thermal contact resistances. Moreover,
since high-purity copper has a higher thermal conductivity
than aluminum in the 2–4 K range, the constriction
resistance on the aluminum side is larger, so using the
Nb-In-Al value for Cu-In-Nb is conservative. Dhuley et al.
experimentally demonstrate that the thermal resistance of
these pressed joints follows a near cubic dependence on
temperature, Rtc ∝ T−3, consistent with phonon-dominated
interfacial transport at cryogenic temperatures and with
diffuse mismatch model predictions. For the present analy-
sis, we therefore adopt an extrapolated conservative
estimate for the area-specific contact resistance of the
Cu-In-Nb joint, Rtc;Cu-In-Nbð2 KÞ≈ 1.0× 10− 3 Km2W−1.
Since this value is not directly measured for our specific
joint configuration, we have performed a sensitivity
analysis of the model with respect to variations of Rtc
(Sec. IV D), which shows only a weak influence on the
thermal figures of merit considered in this work. This
thermal resistance is applied at the indium-sealed interfaces
as a thermal contact resistance boundary condition without
directly introducing indium into the computational domain.
This imposes a temperature discontinuity ΔT ¼ Tu − Td
that is proportional to the normal heat flux qn flowing
across the interface:

qn ¼ n · ð−k∇TÞ; Tu − Td ¼ qnRtc; (17)

where Tu and Td are the temperatures on the upstream and
downstream sides of the boundary, respectively. Rtc is the
area-specific thermal contact resistance and the heat flux qn
is continuous across the boundary.
The cooling regime at the Cu-He II and the Nb-He II is

governed by the Kapitza conductance hK ¼ aT3, a phe-
nomenon of phonon transport across a boundary. The
standard physical model for this process across a temper-
ature difference is provided by the modified acoustic
mismatch theory [44]. Table I summarizes typical exper-
imental values for the prefactor a [Wm−2 K−4]. For the
copper photocathode in our model, we assume a clean
surface while for the niobium cavity, we use a value
representative of a standard buffered chemical polish
(BCP) finish. It is often convenient to describe this
boundary impedance in terms of the Kapitza thermal
resistance RKðTÞ ¼ ½hKðTÞ�−1. The temperature-dependent

Kapitza resistance is implemented as the cooling boundary
condition for the steady-state thermal analysis:

q ¼ −n · ðk∇TÞ ¼ T − Tbath

RK
; (18)

where n is the normal vector, T is the local surface
temperature, and Tbath ¼ 2 K is the helium bath
temperature.
The computed steady-state temperature distribution pro-

vides the input for the electromagnetic eigenmode analysis.
The coupling to the electromagnetic computation domain is
implemented through a surface impedance boundary con-
dition with impedance ZsðTÞ ¼ RsðTÞ þ iXsðTÞ applied
at the backwall of the cavity. The remaining boundaries for
the EM problem are treated as perfect electric conductors.
The surface reactance Xs is calculated for niobium at a
frequency f ¼ 1.3 GHz using the London penetration
depth approximation Xs ≈ ωμ0λL ≈ 0.40 mΩ, where the
angular frequency isω ¼ 2πf, μ0 is the permeability of free
space, and the London penetration depth is taken as
λL ≈ 39 nm. While temperature dependent, Xs is approxi-
mated as a constant value due to the localized domain
affected by cathode laser heating. The resistive component
RsðTÞ is the sum of a residual component Rres and the BCS
resistance, given by

RBCSðTÞ ¼
C
T
f2 exp

�
−ΔðTÞ

kBT

�
: (19)

The superconducting energy gap, ΔðTÞ, is computed using
the Muhlschlegel approximation with Tc ¼ 9.25 K and
Δð0Þ=kBTc ¼ 1.9. The free parameters, C and Rres, were
determined via a direct fit to measurements of the cw SRF
injector cavity at DESY (16G09) (the right plot of Fig. 11),
yielding Rres ¼ 8.3 nΩ and C ¼ 31182 nΩ K=GHz2.

TABLE I. Kapitza conductance coefficient, a, for Cu-He IInd
Nb-He II, where the heat conductance is hK ¼ aT3 at T ≈ 2 K.
Values are representative midpoints compiled from the literature.

Material Surface condition a (Wm−2 K−4)

Copper Clean 1.0 × 103
a

Technical 5.0 × 102
b

Rough 2.0 × 102
a

Niobium Electropolished 1.0 × 103
c

BCP cavity-grade 4.0 × 102
d

Rough 2.0 × 102
d

aLebrun and Tavian [47].
bSwartz and Pohl [44].
cAmrit et al. [48].
dAizaz et al. [49] and Dhakal et al. [50].
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B. Thermal stability at the copper-helium interface

The analysis of the 3D model with the baseline cathode
geometry shown in the left image of Fig. 10 reveals a
potential cooling issue. For a nominal incident laser power
of 2 W, the steady-state solution predicts that the temper-
ature on the helium-wetted-copper surface exceeds the
helium saturation temperature (Tsat ≈ 2.0 K at ∼31 mbar)
by ΔT ¼ Tpeak − Tsat ≈ 0.4 K. The left image in Fig. 12
illustrates this for an incident laser power of 2 W, indicat-
ing a localized hot spot on a conical protrusion reaching
approximately 2.4 K. Here Tpeak ≈ 2.4 K denotes the
copper temperature, while the helium side is numerically
fixed at Tbath ¼ Tsat ¼ 2 K by the Kapitza-to-bath boun-
dary in Eq. (18). This boundary condition is only valid for
single-phase He-II. However, helium boiling can arise when
the helium-side peak heat flux limit is approached or

exceeded, with the threshold depending on geometry and
immersion depth [51,52]. Within this modeling framework,
the magnitude ofΔT is used as a conservative indicator of a
thermally loaded interface where two-phase effects could
potentially develop at the indicated hot spot. The present
model indicates risk but does not predict onset or the
critical heat flux.
The potential onset of two-phase effects fundamentally

alters the heat transfer mechanism from efficient solid-to-
superfluid conduction to less predictable two-phase
regime. The primary concern in this regime is the onset
of film boiling, which insulates the hot spot with a layer
of helium vapor. If the insulating vapor film propagates,
heat transport into the helium bath can be strongly
reduced and a larger fraction of the load conducts into
the SRF injector’s niobium structure. Furthermore, sus-
tained boiling dynamics near a high-Q SRF cavity

FIG. 11. Left plot shows the thermal conductivity of niobium (RRR ¼ 300) versus temperature [46]. The right plot presents the
surface resistance of niobium at 1.3 GHz. Points are experimental data for the DESY 16G09 cavity; the red line is the model fit
from Eq. (19).

FIG. 12. Image on the left shows the steady-state temperature distribution on the helium-wetted surfaces of the copper plug and
adjacent niobium back wall, for an incident laser power of 2 W. The image on the right presents the steady-state temperature
distribution on the helium-wetted surfaces of the improved version of the copper plug and adjacent niobium back wall, for an
incident laser power of 2 W.
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introduces a secondary parasitic effect, i.e., it leads to
thermomechanical vibrations [53].
The thermal performance of the baseline plug geom-

etry is constrained by a conductive bottleneck within
the plug geometry. While cooling at the boundary is
initially governed by Kapitza resistance, the narrow
cross section of the protrusion creates a significant
internal thermal impedance. This impedance concen-
trates the heat flux, leading to the localized temperature
rise before heat can be effectively distributed across the
wetted interface. An alternative cathode plug geometry,
shown conceptually in the right image of Fig. 10, was
evaluated to address this conductive limitation. The
modification increases the local cross section in the
vicinity of the hot spot, providing a lower impedance
path for lateral heat conduction that more effectively
distributes the thermal load.
The 3D steady-state model was solved for the improved

geometry. The right image in Fig. 12 shows the resulting
temperature distribution at the cooling surfaces for a
nominal incident laser power of Pavg ¼ 2 W. For this
case, the peak temperature of the copper cathode at the
helium interface is Tpeak ≈ 2.07 K, and the corresponding
heat flux is approximately 550 W=m2 (single-phase
Kapitza boundary flux). The 70 mK temperature rise is
modest and the wetted-copper surface temperature
remains near saturation temperature. We then evaluated
a higher heat-load case with an average incident laser
power of Pavg ¼ 5 W. The simulation predicts a peak
helium-wetted surface temperature of Tpeak ≈ 2.14 K. For
the subsequent rf analysis, we treat the 5 W temperature
field as single-phase cooling and assume that the Kapitza
boundary condition remains valid.

C. Laser heating and rf performance

We now evaluate the impact of the laser induced
temperature gradients on the rf performance of the injector
cavity with improved geometry of the Cu cathode plug (see
Fig. 10, right). The analysis solves the stationary, coupled
thermal-electromagnetic model to determine, if the local-
ized heating of the niobium back wall leads to an increase
in dissipated rf power.
First, the thermal model is solved for incident laser

powers of 2 and 5 W. The temperature field is then used to
compute the local surface resistance, shown on the left in
Fig. 13, where a modest increase is observed near the
central axis. Despite the moderate laser induced thermal
load of the injector cavity, given the exponential depend-
ence of the BCS resistance on temperature, a multistep
iterative analysis was performed to ensure that the initial
temperature rise does not trigger a thermal feedback run-
away. The calculated rf losses were added back into the
thermal model as a heat source, and the loop was repeated 4
times. The results, shown in Fig. 14, demonstrate imme-
diate convergence after the second iteration, confirming the
thermal feedback is negligible and the system is electro-
magnetically stable. The image on the right in Fig. 14
presents the steady-state temperature distribution in the
copper photocathode plug, based on the solution of the
fourth iteration of the coupled rf-thermal model for an
incident laser power of Pavg ¼ 5 W.
The temperature distribution in the system is dictated

by the copper cathode plug, resulting in a modest temper-
ature rise in the vicinity of the cathode opening of the
injector cavity. Moreover, the magnetic field of the TM010 π
mode on the interior of the injector’s backwall field is zero
on the central axis (r ¼ 0) and increases with radius.

FIG. 13. Left plot shows the local surface resistance along the radius of the niobium back wall, based on the temperature profiles
from the thermal model. The image on the right presents the steady-state temperature distribution on the interior surface of the
niobium back wall of the injector cavity, based on the solution of the fourth iteration of the coupled rf-thermal model for an incident
laser power of Pavg ¼ 5 W.
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A comparison with the temperature map (the image on the
right in Fig. 13) indicates that the area of the maximum
temperature increase coincides with the region of low
magnetic field. As a result, the integral for total dissipated
rf power [Eq. (1)] is dominated by the vast surface areas
operating at nominal resistance, rendering the effect of
localized heating negligible. Calculating the dissipated
power assuming first T ¼ 2K ¼ const. yields 1.109 W
at the backwall of the cavity (0th iteration). Following the
fourth iteration of thermal-electromagnetic coupled simu-
lation yields a 2.8% higher dissipated power of 1.14 W,
which is mainly driven by the rf load (50 MV=m axial peak
electric field) following the temperature rise after the first

iteration. Therefore, we conclude that the primary thermal
consideration for the injector cavity design is the manage-
ment of the cryogenic cooling at the Cu-He interface, rather
than the rf-thermal feedback.

D. Sensitivity analysis of the Cu-In-Nb joint
thermal contact resistance

To quantify the influence of the uncertain Cu-In-Nb
contact resistance on the thermal and rf behavior of the
gun cavity, we performed a sensitivity study in which Rtc
was varied over three values: Rtc ¼ 0, 0.001, and
0.002 Km2 W−1. These values span from the ideal resis-
tance-free limit (Rtc ¼ 0) through the nominal conservative

FIG. 14. Left plot shows the surface resistance profiles along the niobium back wall for four consecutive iterations of the coupled
thermal-electromagnetic model, calculated for an incident laser power of 5 W. The image on the right presents the steady-state
temperature distribution in the copper photocathode plug, based on the solution of the fourth iteration of the coupled rf-thermal model
for an incident laser power of Pavg ¼ 5 W.

FIG. 15. Sensitivity of the thermal and rf response to the Cu-In-Nb contact resistance. Left: temperature along the niobium back wall
as a function of distance from the cathode opening for three values of the contact resistance Rtc. Right: corresponding local rf surface
resistance obtained from the temperature profiles. In all cases, the effect of Rtc is confined to a narrow region around the cathode
opening, and the integrated rf power dissipation changes by well below 1%.
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estimate Rtc;0 ¼ 0.001 Km2W−1 to a twofold increase. We
consider sensitivity analysis for an incident laser power
of 5 W.
Figure 15 shows the resulting temperature and rf surface

resistance distributions along the niobium cavity wall. On
the niobium side, reducing the contact resistance to Rtc ¼ 0
increases the peak temperature at the cathode opening to
about 2.15 K, whereas increasing it to 0.002 Km2 W−1
reduces the peak to approximately 2.03 K. This local
temperature variation is reflected in the rf surface resis-
tance: the maximum Rs near the opening varies from
approximately 15 nΩ for Rtc ¼ 0 to approximately
12.8 nΩ for Rtc ¼ 0.002 Km2W−1, while all curves con-
verge to the same asymptotic value of ≈12.4 nΩ beyond a
distance of ∼20 mm. Because the region affected by the
contact resistance is confined to a small area around the
cathode opening, the integrated rf losses remain essentially
unchanged: the total rf power dissipated in the cavity varies
by well below 1% over this entire range of considered Rtc.
The copper side is even less sensitive to the assumed

contact resistance. For the same three values of Rtc, the
maximum temperature at the helium-wetted copper inter-
face changes only from 2.1494 to 2.1557 K, with the
nominal case at 2.1496 K, i.e., a spread of about 6 mK
(less than 0.3%). This confirms that the cryogenic
stability of the copper cathode is governed primarily
by the applied laser load and the helium-side boundary
conditions, whereas uncertainties in the Cu-In-Nb contact
resistance have only a minor impact on both copper
temperature and rf performance.

V. CONCLUSION

In this work, we developed and applied a comprehensive
numerical framework to analyze the thermal characteristics
of a cryogenically cooled copper photocathode directly
integrated into an SRF injector cavity. The ultrafast surface
thermal dynamics were characterized using a one-
dimensional two-temperature model developed for the
cryogenic regime. For the analysis of bulk heat transfer,
a steady-state, time-averaged thermal model was validated
against full transient simulations, confirming its computa-
tional efficiency. Using this steady-state model, a coupled
three-dimensional thermal-electromagnetic analysis was
performed, incorporating experimentally fitted data for
the niobium surface resistance and literature-based esti-
mates for Kapitza conductance at Nb-He II and Cu-He II

interfaces.
The analysis identified a potential cryogenic instability

in the baseline cathode geometry, where even at the
nominal laser power (2 W) it is predicted to heat the
helium-wetted Cu interface above the helium saturation
temperature by about 0.4 K at the operating bath pressure
(∼31 mbar). The improved design was shown to maintain
the interface temperature near saturation (Tpeak ≈ 2.07 K

ΔT ≈ 0.07 K) for the nominal laser power. Operation
beyond the nominal load requires dedicated cryogenic
analysis (helium-side peak heat flux) and further optimi-
zation of the plug geometry to preserve margin against two-
phase effects. The precise onset of boiling in He-II depends
on the helium-side peak heat flux, which is not predicted by
the present model. We have demonstrated that the present
design of the cathode plug can benefit from further
systematic cryogenic design optimization in order to
mitigate potential instabilities related to localized over-
heating of the helium-wetted-copper surface.
Assuming the cryogenic stability of the Cu photocathode

is established, we confirm that the SRF injector remains
electromagnetically stable. A multi-iteration analysis of the
thermal-rf feedback loop at 5 W shows rapid convergence.
This stability is a direct consequence of the TM010 mode’s
magnetic-field zero on the central axis, which minimizes
the impact of localized heating on rf power dissipation in
the vicinity of the cathode opening. This finding provides
an important design validation and indicates that the
primary thermal consideration is the management of the
direct cryogenic cooling at the cathode rather than rf-
thermal feedback effects. While the modified geometry
resolves the cryogenic concern at 2 W, stable operation at
5 W is dependent on single-phase cooling at the Cu-He
interface. Any practical implementation targeting more
than 2 W should prioritize geometry that reduces spread-
ing resistance and increases the effective wetted perim-
eter, together with surface conditions that maximize the
effective Kapitza conductance, in order to retain an
adequate thermal margin.
Finally, we note that the present study should be

understood as a design oriented analysis rather than a
literal prediction of the built system. The underlying
problem combines SRF, cryogenic heat transport, and laser
driven surface dynamics, and our models necessarily rely
on some simplifying assumptions and parameter choices
that are favorable but not guaranteed in practice (e.g.,
interface conductances, material properties, and idealized
boundary conditions). In this sense, the simulations are
most appropriately used to identify where thermal or
cryogenic margins may become critical and to suggest
effective directions for mitigation. The results of this work
have been independently reviewed and evaluated by the
DESY cryogenics group [54], confirming our findings and
motivating the modification of the cathode plug geometry.
The quantum efficiency values adopted for copper should
likewise be viewed as design targets constrained by realistic
UV laser power rather than as established performance in cw
operation. Furthermore, the proposed workflow can be
applied to future studies of more complex cathode assem-
blies that incorporate separate emitting areas, for example, a
threaded Mg photocathode integrated into a base Cu cathode
plug, where higher quantum efficiency may be achieved at
the expense of less favorable thermal properties.
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