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A search for emerging jets is presented using 51.8 fb−1 of proton–proton collision data at√
B = 13.6 TeV, collected by the ATLAS experiment during 2022 and 2023. The search

explores a hypothetical dark sector featuring “dark quarks” that are charged under a confining

gauge group and couple to the Standard Model via a new mediator particle. These dark

quarks undergo showering and hadronisation within the dark sector, forming long-lived dark

mesons that decay back into Standard Model particles. This results in jets that contain multiple

displaced vertices known as emerging jets. The analysis targets events with pairs of emerging

jets, produced either through a vector mediator, / ′, in the B-channel, or a scalar mediator,

Φ, in the C-channel. No significant excess over the Standard Model background is observed.

Assuming a dark pion proper decay length between 5 mm and 50 mm, / ′ mediator masses

between 600 GeV and 2550 GeV are excluded for quark and dark quark coupling values

of 0.01 and 0.1, respectively. For a quark dark-quark coupling of 0.1, Φ mediator masses

between 600 GeV and 1375 GeV are excluded. These results represent the first direct search

targeting emerging jet pair production via a / ′ mediator, as well as the first study of emerging

jet production mediated by a scalar particle exchanged in the C-channel.
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1 Introduction

Dark Matter (DM) remains one of the most significant mysteries in physics. Despite overwhelming

evidence for the existence of DM [1–3], its particle nature and interactions with Standard Model (SM) fields

have yet to be determined. Various extensions to the SM have proposed new stable, weakly interacting

massive particles (WIMPs) as DM candidates, motivated by their natural production mechanism in the

early universe through thermal freeze-out [4, 5]. However, decades of experimental searches, including

direct detection [6–14], indirect detection [15, 16], and collider experiments [17, 18], have increasingly

constrained the parameter space for WIMPs, prompting the exploration of alternative theoretical frameworks

that can address the DM puzzle.

One particularly compelling alternative to the WIMP paradigm is the existence of a “dark sector” (DS),

consisting of particles that are neutral under the SM gauge group but charged under a new symmetry

group within the DS [19–21]. In these models, interactions between DS states and SM particles occur via

mediator particles that couple to both sectors. Among the various possibilities, dark sectors with a gauge

structure and particle content resembling quantum chromodynamics (QCD) have attracted significant

theoretical interest due to their rich phenomenology and their potential to naturally explain the observed

relic abundance of DM [22–24]. In these “dark QCD” models, the SM is extended with # 5 flavours of

dark quarks that are charged under a new non-Abelian gauge symmetry, SU(#2), which confines at a scale

Λ� , where #2 is the number of dark colours. As in QCD, these dark quarks undergo parton showering

and subsequently hadronise, forming bound dark hadron states. While some dark hadrons may be stable,
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providing viable DM candidates, others can be unstable and decay back into SM particles via an off-shell

exchange of the mediator particle.

The lifetimes of unstable dark mesons depend on the strength of their effective couplings to the SM. For large

couplings, dark mesons will decay promptly, producing “dark jets” with distinctive substructure features

or, in cases where some dark states remain invisible, giving rise to “semi-visible jets” with significant

missing transverse momentum aligned with the jet direction [25]. However, for weaker couplings, unstable

dark mesons naturally acquire longer lifetimes, leading to the distinctive topology of an “emerging jet”

(EJ) [26]. These jets are characterised by multiple secondary vertices within the jet cone, with potentially

macroscopic displacements from the primary ?? interaction point, resulting from the gradual emergence

of SM particles as the dark mesons decay in flight.

The ATLAS and CMS collaborations have carried out multiple searches for signatures predicted by dark

QCD scenarios, focusing on a variety of production mechanisms and jet topologies. ATLAS has investigated

the resonant production of dark jets, where all dark mesons decay promptly into SM particles [27]. Semi-

visible jet scenarios have been studied by both ATLAS and CMS in the B-channel [28, 29] and C-channel [27].

A Run 1 ATLAS search explored scenarios with long-lived dark pions decaying within the tracker volume,

giving rise to signatures resembling emerging jets [30]. Additionally, CMS has conducted two dedicated

searches for emerging jets, both considering the pair production of a bi-fundamental mediator that is

charged under both the dark and SM gauge groups, which placed limits on mediator masses up to 1.9 TeV,

assuming a dark pion proper decay length of approximately 100 mm [31, 32]. However, these searches have

exclusively focused on the pair production of a bi-fundamental mediator, leaving alternative production

mechanisms, such as B-channel exchange of a vector mediator, largely unexplored.

The search presented in this paper considers emerging jet production from two different mediator scenarios.

The first scenario involves B-channel production through a new vector boson / ′ that couples both to SM

quarks and to a dark sector containing dark quarks. As illustrated in Figure 1, the / ′ is produced in

proton–proton (??) collisions via quark–antiquark annihilation, @@̄ → / ′, and subsequently decays into a

pair of dark quarks, / ′ → @� @̄� . These dark quarks then undergo showering and hadronisation within the

dark sector, leading to the formation of emerging jets.

q

q̄

Z′ 

qD

q̄D

gqD
gq

Figure 1: A diagram illustrating the production of emerging jets via an B-channel mediator, / ′. Filled circles represent

the / ′ couplings. Emerging jets are depicted as cones, with the trajectories of long-lived dark pions shown as dashed

lines and solid lines indicating their Standard Model decay products.

The interactions of the / ′ mediator with both the SM and DS are governed by two distinct couplings.

The coupling between the / ′ and the SM quarks is denoted by 6@, which determines the production
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cross-section of the mediator. The coupling between the / ′ and the dark quarks is denoted by 6@� , which,

along with 6@ controls the branching fraction of the mediator’s decay into the dark sector.

In the second scenario, emerging jets are produced via a C-channel process, where Φ, a bi-fundamental

scalar mediator, serves as a portal between the SM and the DS. In this model, Φ couples to both down-type

SM quarks and dark quarks via a coupling matrix ^, as described in Ref. [33]. As illustrated in Figure 2,

the final state consists of two dark quarks and up to two SM quarks, resulting in a signature similar to the

B-channel case, characterised by the presence of two emerging jets.
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Figure 2: Feynman diagrams for @� @̄� production with up to two additional SM jets via a scalar Φ.

This analysis uses two complementary strategies to identify emerging jet signatures: one using selections

on high-level jet observables and another using machine learning (ML) techniques to improve signal

identification. To maximize sensitivity across different mediator mass ranges, the search is divided into two

regions based on the invariant mass of the two leading jets (< 9 9), each with distinct trigger strategies. The

low-< 9 9 region (< 9 9 < 1 TeV) utilises a dedicated jet trigger, introduced for Run 3, specifically designed to

select emerging jets. The high-< 9 9 region (< 9 9 > 1 TeV) relies on a standard single-jet trigger. Combining

these two regions provides sensitivity for mediator masses between 600 GeV and 3500 GeV. The dominant

background comes from QCD multĳet events, which are modelled using a data-driven approach.

This paper is structured as follows: Section 2 provides a description of the ATLAS detector, followed

by an overview of the dataset and simulated samples used in the analysis in Section 3. The definitions

of the reconstructed objects are outlined in Section 4. Section 5 details the analysis strategies and event

selection criteria for each signal region. Background estimation strategies are described in Section 6, while

systematic uncertainties are discussed in Section 7. Finally, the statistical analysis and results are presented

in Section 8, with conclusions provided in Section 9.
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2 ATLAS detector

The ATLAS detector [34, 35] at the LHC covers nearly the entire solid angle around the collision point.1

It consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic

and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting air-core

toroidal magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle

tracking in the range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and

typically provides four measurements per track, the first hit normally being in the insertable B-layer

installed before Run 2 [36, 37]. The geometry of the pixel detector consists of concentric barrel layers

with A = 33, 50.5, 88.5, and 122.5 mm in the central region, and three disks in each of the endcaps at

|I | = 495, 580, and 650 mm. It is followed by the silicon microstrip tracker (SCT), consisting of barrel

layers at A = 299, 371, 443, and 514 mm, spanning |I | < 746 mm, and nine wheels in each of the endcaps

with 854 < |I | < 2720 mm. The SCT usually provides eight measurements per track. These silicon

detectors are complemented by the transition radiation tracker (TRT), which enables radially extended track

reconstruction up to |[ | = 2.0. The TRT also provides electron identification information based on the

fraction of hits (typically 30 in total) above a higher energy-deposit threshold corresponding to transition

radiation.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. Within the region |[ | < 3.2,

electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)

calorimeters, with an additional thin LAr presampler covering |[ | < 1.8 to correct for energy loss in material

upstream of the calorimeters. Hadronic calorimetry is provided by the steel/scintillator-tile calorimeter,

segmented into three barrel structures within |[ | < 1.7, and two copper/LAr hadronic endcap calorimeters.

The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules

optimised for electromagnetic and hadronic energy measurements, respectively.

The muon spectrometer comprises separate trigger and high-precision tracking chambers measuring the

deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets. The

field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. Three layers of

precision chambers, each consisting of layers of monitored drift tubes, cover the region |[ | < 2.7, except in

the innermost layer of the endcap region, where layers of small-strip thin-gap chambers and Micromegas

chambers both provide precision tracking in the region 1.3 < |[ | < 2.7. The muon trigger system covers

the range |[ | < 2.4 with resistive-plate chambers in the barrel, thin-gap chambers in the endcap regions,

and the aforementioned small-strip thin-gap chambers and Micromegas chambers in the innermost layer of

the endcap.

The luminosity is measured mainly by the LUCID–2 detector that records Cherenkov light produced in the

quartz windows of photomultipliers located close to the beampipe [38].

Events are selected by the first-level trigger system implemented in custom hardware, followed by selections

made by algorithms implemented in software in the high-level trigger [39]. The first-level trigger accepts

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector

and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points upwards.

Polar coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis. The pseudorapidity is

defined in terms of the polar angle \ as [ = − ln tan(\/2) and is equal to the rapidity H = 1
2

ln
(

�+?I
�−?I

)

in the relativistic limit.

Angular distance is measured in units of Δ' ≡
√

(ΔH)2 + (Δq)2.
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events from the 40 MHz bunch crossings at a rate below 100 kHz, which the high-level trigger further

reduces in order to record complete events to disk at an average rate of about 3 kHz.

The Run 3 detector configuration benefits from several upgrades compared with that of Run 2 to maintain

high detector performance at the higher pile-up levels of Run 3. The improvements include a new innermost

layer of the muon spectrometer in the endcap region, which provides higher redundancy and a large

reduction in fake muon triggers. The trigger system also benefits from new LAr digital electronics with

significantly increased granularity. Other updates and further details are provided in Ref. [35].

A software suite [40] is used in data simulation, in the reconstruction and analysis of real and simulated

data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulated events

This analysis uses 51.8 fb−1 of
√
B = 13.6 TeV ?? collision data collected by the ATLAS experiment from

2022 to 2023 during Run 3 of the LHC. Only data recorded under stable beam conditions with all detector

subsystems fully operational are included, and standard data quality requirements are applied to ensure

reliable event reconstruction [41].

Monte Carlo (MC) events are used to evaluate the signal acceptance, optimise the analysis methodology,

and validate the performance of the background estimation methods. The effect of multiple interactions in

the same and neighbouring bunch crossings (pile-up) is modelled by overlaying [42] the simulated hard-

scattering event with inelastic ?? events generated from a mix of Epos 2.0.1.4 [43] and Pythia 8.308 [44].

The MC events are then weighted to reproduce the distribution of the average number of interactions per

bunch crossing (〈`〉) observed in the data. All simulated events are processed through a detailed simulation

of the ATLAS detector using Geant4 [45] to model the detector response [46], and are reconstructed using

the same algorithms applied to the data.

3.1 Signal simulation

Samples of ?? → / ′ → @� @̄� are simulated using Pythia 8.309 [44] with / ′ masses ranging from

600 GeV to 3.5 TeV. The production cross-section is a free parameter that depends on the coupling of the

/ ′ to SM quarks, 6@. For benchmark values of 6@ = 0.01 and 6@� = 0.1, the production cross-section

computed at leading-order (LO) ranges from 220 fb at </ ′ = 600 GeV to 0.035 fb at </ ′ = 3500 GeV,

with branching ratios to dark quarks of approximately 85%. For the cross-section values explored, varying

6@ does not affect the dĳet mass distribution because the true / ′ width remains much smaller than the

reconstructed width, which is dominated by resolution and reconstruction effects. When calculating the

theoretical cross-sections it is assumed that the / ′ mediator has axial-vector couplings [47].

Signal samples for C-channel production are generated using the MadGraph5_aMC@NLO v3.4.2 event

generator [48], with the darkqcd_fv_down model from Ref. [33] used to calculate matrix elements (ME)

at LO, including up to two additional partons. The coupling between the mediator Φ, dark quarks, and SM
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quarks is described by a matrix ^8 9 . In this study, Φ is assumed to couple only to down-type SM quarks 2

and to the first-generation dark quark. As a result, only the matrix elements ^8 9 with 8 = 1 (corresponding to

the dark quark flavour) and 9 = 1, 2, 3 (corresponding to the SM down-type quark flavours) are considered.

For ^1 9 = 0.1, the cross-section computed at LO ranges from 10 fb at <Φ = 600 GeV to 0.0082 fb at

<Φ = 2000 GeV. Jet matching is performed using the MLM [49] scheme, with a matching parameter of

20 GeV. For both mediator scenarios, the NNPDF2.3lo [50] parton distribution function (PDF) set and

the A14 tuned parameter set [51] are used.

In all samples, the dark sector showers are produced in Pythia 8.309 using the Hidden Valley module [52,

53]. Following Ref. [26], the number of dark colours is set to #2 = 3, the number of dark quark flavours is

set to # 5 = 7, and the confinement scale, Λ� , the dark quark masses, @� , the dark pion masses, <c� , and

the dark vector meson masses, <d� are set with the following hierarchy: <d� = 2Λ� = 2<@� = 4<c� .

The dark rho mesons are set to decay via d� → c�c� , with the resulting dark pions forced to decay into

down quarks. The proper decay length of the dark pions is fixed per generated sample with values ranging

from 1 mm to 1000 mm, ensuring that the majority of decays occur prior to reaching the calorimeter. Dark

baryon production, which is suppressed by a factor of 1/#2
2 [25], is not considered. Three different sets

of model parameters are considered, corresponding to <c� values of 5, 10, and 20 GeV, respectively. A

summary of the signal benchmarks is provided in Table 1.

Table 1: Benchmark models used in the analysis. In the headings, Λ� corresponds to the dark confinement scale and

the masses <c� and <d� correspond to the masses of the dark pion and dark rho mesons, respectively. For each

mediator mass—either </ ′ or <Φ—and each set of dark sector parameters (<c� , Λ� , <d� ), samples are generated

with dark pion proper decay lengths of 5 mm, 50 mm, and 500 mm, indicated in bold in the table. For mediator

masses </ ′ and <Φ equal to 0.6, 1.5, or 3.0 TeV, an extended grid of dark pion lifetimes is generated, spanning

proper decay lengths from 1 mm to 1000 mm.

(<c� , Λ� , <d� ) [GeV] (5, 10, 20), (10, 20, 40), (20, 40, 80)

</ ′ [TeV] 0.6, 0.8, 1.0, 1.2, 1.5, 1.8, 2.2, 2.6, 3.0, 3.5

<Φ [TeV] 0.6, 1.0, 1.5, 2.0

2gc� [mm] 1, 5, 10, 50, 100, 500, 1000

3.2 Background simulation

While the background modelling strategy used in this analysis is fully data driven, samples of simulated

background events are used to optimise the analysis selections and validate the background estimation

methods.

Multĳet production was generated using Pythia 8.230 [54] with ME at LO for dĳet production which were

matched to the parton shower. The NNPDF2.3lo PDF set was used in the matrix element generation, the

parton shower, and the simulation of the multi-parton interactions. The A14 [51] set of tuned parameters

was used.

2 The choice of coupling to down-type quarks corresponds to the scenario where Φ is an (* (2)! singlet with hypercharge

. = 1/3. Alternative quantum number assignments could instead lead to couplings to up-type quarks. For the values of ^

considered in this analysis, this choice has a negligible impact on both the final-state signature and the theoretical production

cross-section [33].
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The production of CC̄ events was modelled using the Powheg Box v2 [55–58] generator at next-to-leading-

order (NLO) with the NNPDF3.0nlo [59] PDF set and the ℎdamp parameter3 set to 1.5<top [60]. The

events were interfaced to Pythia 8.230 [54] to model the parton shower, hadronisation, and underlying

event, with parameters set according to the A14 tune [51] and using the NNPDF2.3lo set of PDFs. The

decays of bottom and charm hadrons were performed by EvtGen 1.6.0 [61].

The production of ++jets was simulated with the Sherpa 2.2.14 [62] generator using ME at NLO for up to

two partons, and LO for up to five partons calculated with the Comix [63] and OpenLoops [64–66] libraries.

They were matched with the Sherpa parton shower [67] using the MEPS@NLO prescription [68–71]

using the set of tuned parameters developed by the Sherpa authors. The NNPDF3.0nnlo set of PDFs was

used and the samples were normalised to a next-to-next-to-leading-order (NNLO) prediction [72].

4 Event reconstruction and selections

Tracks are reconstructed from collections of energy deposits (hits) in the ID using a combinatorial Kalman

filter [73] in two passes. The primary pass is optimised for reconstructing tracks originating near the

primary interaction point (IP) and is designed to efficiently reconstruct prompt charged particles with

?T > 500 MeV. This algorithm primarily selects tracks with transverse impact parameters of |30 | < 5 mm

relative to the IP, making it largely insensitive to displaced tracks from decays of long-lived particles. To

extend tracking acceptance to displaced signatures, a secondary large-impact parameter track reconstruction

pass is performed using hits not associated with tracks in the primary pass. This secondary pass relaxes

the impact parameter requirements, enabling the reconstruction of tracks with ?T > 1 GeV and transverse

impact parameters up to |30 | < 300 mm [74].

The jet reconstruction strategy employed in this analysis is tailored to the distinct characteristics of jets

originating from dark sector quarks. Unlike conventional QCD jets, these jets undergo a two-stage

showering process—first within the dark sector and then in the SM—resulting in a broader radiation pattern.

To fully capture the resulting hadronic shower, jets are reconstructed using the anti-:C algorithm [75,

76] with a radius parameter of ' = 1.0. Additionally, the displaced nature of the jet constituents poses

challenges for track-based jet reconstruction. In particular, the ATLAS particle flow algorithm [77], which

associates jet constituents with the primary hard-scatter vertex (PV), may reject displaced tracks that

fail this association, thereby reducing sensitivity to the emerging jet topology. To mitigate these effects,

a calorimeter-based jet reconstruction strategy is adopted, where uncalibrated topological clusters [78,

79] are first clustered into ' = 0.4 jets using the anti-:C algorithm. The subset of these small-' jets

with transverse momentum ?T > 15 GeV are subsequently reclustered into large-' (' = 1.0) jets. This

reclustering approach allows for the calibration and uncertainty assessment of the small-' jets using

standard ATLAS techniques, which can then be propagated to the large-' jets. Additionally, the transverse

momentum requirement on the small-' jets acts as an effective grooming mechanism, reducing soft

contamination without requiring additional grooming procedures. To facilitate the data-driven background

estimation strategy outlined in Section 6, small-' jets are identified as 1-jets if they satisfy the 77%

efficiency working point of the DL1r algorithm [80]. As part of the reconstruction of reclustered ' = 1.0

jets, a track-to-jet association is performed for both standard and large-impact parameter tracks using the

ghost-association technique [81] that defines which tracks are later used to calculate discriminants for

emerging jets identification. All large-' jets considered in this analysis are required to have ?T > 200 GeV

3 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg ME to

the parton shower and thus effectively regulates the high-?T radiation against which the CC̄ system recoils.
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and |[ | < 1.5. Unless otherwise stated, the term “jet” in this paper refers to a large-' jet that satisfies these

selection criteria.

Photons can mimic the signature of emerging jets due to their low associated track activity, and are therefore

treated as a potential background. Photon candidates are reconstructed from clustered energy deposits in

the electromagnetic calorimeter, either without a matching ID track or with an associated photon conversion

vertex in the ID material. The Loose identification and Tight isolation criterion are applied [82]. To

mitigate this background, an overlap removal procedure is implemented where large-' jets are discarded if

a photon with ?T > 10 GeV is found within Δ' = 1.0 of the jet axis.

Events are required to have a reconstructed primary vertex with at least two associated tracks [83]. The

hard scatter (HS) primary vertex is selected as the one with the largest Σ?2
T
, where the sum is over all

primary tracks with transverse momentum ?T > 0.5 GeV that are associated with the vertex.

Events are selected using one of two unprescaled single jet triggers [39], both with the same Level 1

requirement that at least 100 GeV of transverse energy, at the EM scale, is deposited in a region of the

calorimeters of size 0.8 × 0.8 in [−q space [39, 84, 85]. The first trigger, henceforth referred to as the

high-?T trigger, selects events containing a large-' jet and ?T > 460 GeV. This trigger is fully efficient

offline for jets with ?T > 520 GeV. The second, henceforth referred to as the emerging jet trigger, selects

events containing at least one large-' jet with ?T > 200 GeV, |[ | < 1.8 and a prompt track fraction (PTF)

smaller than 0.08. The PTF is defined as the ratio of the transverse momentum sum of tracks within

Δ' = 1.2 of the jet to the jet’s transverse momentum,

PTF =

∑

trk⊆Δ'<1.2 ?
trk
T

?
jet

T

(1)

calculated using the standard track finding algorithm only. The tracks entering into the PTF calculation

are required to have ?T > 1 GeV, |30 |/f(30) < 2.5, and ΔI = |IPV − I0 | < 10 mm, where f(30) is the

uncertainty on the 30 measurement and IPV is the position of the HS PV along the I-axis. These selections

are applied to suppress contributions from pile-up interactions.

A displaced vertex reconstruction algorithm is applied to the combined collection of tracks from both

the primary and large-impact parameter tracking passes [86]. To suppress backgrounds from photon

conversions and long-lived SM hadrons, vertices are required to have at least three associated tracks.

Additionally, to reduce contamination from neutral kaons, a vertex mass requirement of <vtx > 0.6 GeV is

imposed, where the vertex mass is computed as the invariant mass of the sum of the four-momenta of the

associated tracks, assuming a pion mass hypothesis. A material veto is then applied to remove vertices

whose positions coincide with the location of known detector material. The mapping of the ID material

was performed using Run 2 data [87] and validated with 2022 collision data. These selection criteria

enhance sensitivity to displaced vertices from LLP decays while effectively suppressing backgrounds from

detector interactions and SM processes. For a given jet, #vtx is defined as the number of displaced vertices

that satisfy the above criteria and fall within Δ' < 1.0 of the jet axis.

5 Analysis strategy

This analysis employs two complementary analysis strategies. The first approach, referred to as the

“cut-based strategy”, identifies candidate EJs based on selections applied to high-level jet observables,

9





leading jets may have a large ΔI relative to the misidentified PV, resulting in artificially low PTF values

and populating the SRs with background events. To mitigate this, the difference between the PTF values

with and without the ΔI requirement is computed:

ΔPTF = |PTF − PTFno ΔI cut | (2)

In both high-< 9 9 and low-< 9 9 selections, the leading and subleading jets are required to have ΔPTF < 0.4

to help reduce background contamination from PV misassignment. This criterion has minimal impact on

signal efficiency, rejecting fewer than 1% of events.

5.1.1 High-m j j region

In the high-< 9 9 region, events are required to pass the high-?T trigger. To ensure full trigger efficiency,

the leading jet is required to have ?) > 520 GeV, while the subleading jet must satisfy ?T > 300 GeV to

reduce background. Both jets are further required to have PTF < 1.0. To further suppress background

contributions, a selection is applied based on the 2-point energy correlation function (ECF2) [88], defined

as:

ECF2 =

∑

8< 9∈trk

?8T?
9

T
Δ'8 9 (3)

where the sum runs over all pairs of tracks associated with the jet. ECF2 quantifies the angular energy

dispersion of a jet by measuring pairwise correlations between the transverse momenta of tracks and

their angular separation. It is particularly sensitive to jets with multi-pronged substructure, such as those

arising from dark quarks. In such cases, the presence of multiple hard prongs leads to larger ECF2 values

compared to jets from standard QCD processes, which typically exhibit a more collimated, single-prong

structure. To exploit this feature, a requirement of ECF2/?T > 40 GeV is imposed on both the leading and

subleading jets. This selection rejects approximately 40% of background jets while retaining over 90%

signal efficiency across the benchmark models considered.

As discussed above, the surviving events are mapped onto an ABCD plane defined by two independent

variables, allowing a data-driven background estimation, as described in Section 6. In the high-< 9 9 region,

the ABCD variables are the PTF of the leading and subleading jets. The SR is defined by requiring both

the leading and subleading jet PTF to be less than 0.2. Distributions of the leading jet PTF are shown in

Figure 4(a). The corresponding subleading jet distributions exhibit similar behaviour and are therefore

omitted. The full set of selections applied in the high-< 9 9 cut-based region is provided in Table 2. For

signal samples with a mediator mass of 1500 GeV and <c� = 10 GeV, the total signal selection efficiency

varies from 0.070% (0.078%) in the B-channel (C-channel) at a lifetime of 2gc� = 1000 mm to a maximum

of 29% (15%) at 2gc� = 5 mm.

5.1.2 Low-m j j region

In the low-< 9 9 region, events are required to pass the emerging jet trigger. The jets matched to the

trigger-level objects are required to have ?T > 250 GeV and PTF < 0.04. Since this ?T threshold is

below the trigger efficiency plateau [39], a ?T-dependent trigger efficiency scale factor is applied to each

simulated event. This scale factor is derived by comparing the emerging jet trigger efficiency in data and

samples of simulated ++jets events in a dedicated event selection requiring a single-muon trigger [39].

The efficiency curves for both data and simulation are fitted using an error function, and the ratio of the
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Table 2: Selection criteria for the low-< 9 9 and high-< 9 9 regions including the preselections and signal regions for

the cut-based strategy. Common criteria are merged across both columns.

Preselection Low-< 9 9 High-< 9 9

leading jet ?T – > 520 GeV

subleading jet ?T – > 300 GeV

trigger-matched jet ?T > 250 GeV, PTF < 0.04 –

leading and subleading jet PTF < 1.0

leading and subleading jet ΔPTF < 0.4

leading and subleading jet #vtx ≥ 1

leading and subleading jet ECF2/?T – > 40 GeV

< 9 9 < 1 TeV > 1 TeV

number of jets ≥ 2

Signal Region

leading and subleading jet #subjet ≥ 3 –

leading and subleading jet PTF – < 0.2

an input in the GN2 algorithm, is excluded as it was found to provide no improvement in classification

performance while increasing the tagger’s dependence on jet momentum.

Table 3: List of the track and jet variables used in the transformer-based emerging jet tagging algorithm. Each track

in the jet has its own input feature vector with this information. The first entry is a jet level input, which is common

to all of the tracks. “Shared hits“ refer to hits that are common between multiple reconstructed tracks.

Input Description

Jet [ Jet pseudorapidity

30 Track closest distance to PV in transverse plane

I0sin(\) Track closest distance to PV in longitudinal plane

Δq Azimuthal angle of the track, relative to the jet q

Δ[ Track pseudorapidity, relative to jet [

@/? Track charge over momentum

f(q) Uncertainty in track q

f(\) Uncertainty in track \

f(@/?) Uncertainty in track @/?
30/f(30) signed 30 significance

I0/f(I0) signed I0 significance

#PIX hits Number of Pixel hits per track

#SCT hits Number of SCT hits per track

#IBL hits Number of innermost pixel layer hits

#PIX shared Number of Pixel shared hits

#SCT shared Number of SCT shared hits
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The algorithm optimises three tasks simultaneously: jet classification, track origin classification, and track-

pair compatibility. The primary jet classification network, which operates on the pooled jet representation,

outputs the probability that a given jet is an emerging jet, ?EJ, which is referred to as the jet classification

score. The track origin classification network assigns each track to one of four categories based on its

associated truth-matched particle [74]: prompt (originating from the hard-scatter event but not from a

dark pion decay), pile-up (originating from a pile-up vertex), fake (no valid truth match), and displaced

(originating from a dark pion decay). The track-pair compatibility network predicts whether two tracks

originate from the same vertex using a binary classifier. Each task-specific network consists of three hidden

layers with sizes 128, 64, and 32, using Rectified Linear Unit (ReLU) activation functions throughout [91].

A combined cross-entropy loss function with tunable weights ensures simultaneous optimisation of all

three tasks. The output of the auxiliary tasks is not directly used in the selection of emerging jet candidates

in the analysis, but it plays a crucial role in improving the convergence of the jet classification task by

contributing to the overall loss function.

The model is trained on 12 million jets, equally sampled from simulated SM multĳet events and

?? → / ′ → @� @̄� events taken from samples with</ ′ ∈ {600, 1500, 3000} GeV and 2gc� ∈ {5, 50} mm.

To prevent evaluation bias, the dataset is split into two disjoint folds ( 50, 51), each containing six million

jets. Two separate instances of the tagger are trained, one per fold, with 5.5 million jets for training and

500,000 for validation. During evaluation, jets used to train 50 are tested with 51, and vice versa. The two

folds yield statistically consistent performance.

Figure 5 shows a matrix representation comparing the true and predicted classifications of tracks and

vertex groupings for an example signal jet with a classification score of ?EJ = 1.000. The tracks are

displayed along the diagonal and are distinguished by marker style according to their origin: pile-up/fake,

prompt, or displaced. Vertex groupings are marked by black areas and are formed using the track pair-wise

compatibility scores via a union-find algorithm [92]. The auxiliary tasks exhibit high performance on this

example jet, with 85% of tracks correctly labeled and 79% successfully assigned to their respective vertices.

Across the full test dataset, displaced tracks are correctly labeled with an average accuracy of 91%, and

80% are successfully grouped into their corresponding vertices.

Similar to the cut-based strategy, events are categorised into high-< 9 9 (< 9 9 > 1 TeV) and low-< 9 9

(< 9 9 < 1 TeV) regions. In the high-< 9 9 region, events are required to pass the high-?T trigger, with the

leading jet satisfying ?T > 520 GeV and the subleading jet having ?T > 300 GeV. In the low-< 9 9 region,

events must pass the emerging jet trigger, and the jet that is matched to the trigger-level object is required

to have ?T > 300 GeV and PTF < 0.04. The ?T threshold in the ML-based strategy is higher than in the

cut-based approach, as the background rejection of the jet classification task is observed to degrade at low

?T, as discussed in Section 6. These requirements define the preselection for the ML-based strategy. No

selection is applied on #vtx or ΔPTF.

The distribution of the jet classification score is shown in Figure 6. The probability ?EJ is used to tag

emerging jet candidates with a threshold of 0.98. Jets with 0.90 < ?EJ < 0.98 are used to define a

validation region (VR) tag, as described in Section 6. For both low-< 9 9 and high-< 9 9 regions, a SR is

defined by requiring =tag ≥ 2, where =tag is the number of tagged jets in the event, and a CR is defined by

requiring =tag < 2. The threshold of 0.98 was chosen to optimise background rejection while ensuring that

the level of signal contamination in the control region remained below 10%, assuming signal cross sections

to which the analysis is expected to be sensitive. This threshold yields a 97.5% EJ tagging efficiency and a

background rejection factor of 2600 on the testing dataset.
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Table 4: Selection criteria for low-< 9 9 and high-< 9 9 regions. Common criteria are merged across both columns.

Variable Low-< 9 9 High-< 9 9

leading jet ?T > 300 GeV > 520 GeV

trigger-matched jet ?T > 300 GeV & PTF < 0.04 -

sub-leading jet ?T > 200 GeV > 300 GeV

< 9 9 < 1 TeV > 1 TeV

number of jets ≥ 2

number of tagged jets (?EJ > 0.98) CR: 0, 1; SR: ≥ 2

6 Background estimation

In both the cut-based and ML-based analyses, the dominant background arises from SM multĳet production.

Due to the difficulties in accurately modelling this background with simulation, data-driven techniques are

used for background estimation in both strategies.

6.1 Cut-based strategy

In the cut-based strategy, the data-driven ABCD method is employed to estimate the contribution from

SM background in each of the two selections. The method employs a 2D parameter space divided

into four regions—�, �, �, and �—by applying selection criteria on each of the two variables. If the

background distributions of these variables are independent, the expected background yield in one region

is mathematically related to those in the three other regions. Specifically, when the background primarily

populates regions �, �, and �, while the signal is concentrated in region �, the background yield in � is

estimated as:

#� =
#� × #�

#�

(4)

This formula is thus employed in both low-< 9 9 and high-< 9 9 selections to predict the background in

their respective SRs, �. When performing the final statistical analysis, any signal contamination in the

background regions is accounted for using a simultaneous fit, as described in Section 8.

As described in Section 5.1, the ABCD plane is constructed with the #subjet variable for the leading and

subleading jets in the low-< 9 9 selection and the PTF variable in the high-< 9 9 selection. The distribution

of events in the ABCD planes as well as the SR and CR are shown in Figure 7 for both the high-< 9 9 and

low-< 9 9 selections.

To validate the background estimation method, control regions from the standard ABCD plane are used in

both the low-< 9 9 and high-< 9 9 event selections. In the high-< 9 9 case, three modified ABCD planes are

defined to probe regions closer to the SR while still being dominated by background. These planes are

constructed within merged ABCD control regions—specifically, regions BD, CD, and D—and are used to

define new signal-like regions, denoted as �′
��

, �′
��

, and �′
�

. The region �′
��

is defined by requiring a

subleading jet PTF below 0.2 and a leading jet PTF in the range 0.2 < PTFlead < 0.4. In �′
��

events are

selected with subleading jet PTF in the range 0.2 < PTFsublead < 0.4, while the leading jet PTF remains

below 0.2. Finally, �′
�

is defined by selecting events where both the leading and subleading jet PTFs lie

within 0.2 < PTF < 0.4. A sketch of the signal-like �′ regions is shown in Figure 8.
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Table 5: Predicted and observed yields in the �′
��

, �′
��

, and �′
�

regions of the high-< 9 9 selection, which are closest

to the nominal signal region. The predictions are obtained from the ABCD relation in Equation 4.

�′
��

�′
��

�′
�

Predicted 43 ± 5 26 ± 4 160 ± 14

Observed 49 34 182

modified ABCD planes, thus serving as critical areas for validating the background estimation. The

ABCD method is applied in each modified plane to estimate the event yield in the corresponding �′

regions. The predicted and observed yields are summarised in Table 5. In each CR, the significance of the

deviation is quantified by the absolute difference between the predicted and observed yields, normalised

by the quadrature sum of the statistical uncertainty on the prediction and the Poisson uncertainty on the

observed yield. To estimate a representative potential nonclosure significance for the SR, the average

of these normalised absolute differences across the three �′ regions is computed, yielding a value of

1.0. An additional systematic uncertainty is therefore assigned to the SR background prediction, taken as

1.0 × fstat(#pred,�).

Similarly, in the low-< 9 9 region, control regions are merged to define a BD and CD portion of the nominal

ABCD plane to test the background estimation strategy. However, due to the discontinuity of the ABCD

plane and the limited statistics, constructing a statistically robust test with �′ regions closer to the nominal

SR is challenging. To mitigate this, the ensemble of �′ regions is rather defined by systematically varying

the selection thresholds on #subjet, resulting in eight different �′ regions and reducing the impact of

individual fluctuations on the nonclosure uncertainty. Averaging over these eight tests, the mean absolute

discrepancy is found to be 1.0 times the statistical uncertainty of the difference in prediction. Consequently,

a nonclosure uncertainty of 1.0 × fstat(#pred,�) is assigned to the background estimate in the low-< 9 9

SR.

Finally, in both the high-< 9 9 and low-< 9 9 regions, additional validations are performed using an ML-

inverted VR, where the jet classification scores of the leading and subleading jets in the ABCD plane

are required to be less than 0.95. It is verified in simulation that inverting this requirement removes the

vast majority signal events while leaving the background nearly unchanged. Consequently, this defines a

signal-free plane with a background composition closely matching that of the nominal region, enabling

a robust validation of the ABCD method on this background-enriched sample, including in a region �′

that closely resembles region �. In both the high-< 9 9 and low-< 9 9 regions, the observed yields in the

ML-inverted �′ region are found to be in agreement with the ABCD predictions within uncertainties, as

shown in Table 6. The ABCD background estimates were further validated using simulated background

samples and were found to be consistent within statistical uncertainties.

Table 6: Predicted and observed yields in the �′ region of the ML-inverted VR in the high-< 9 9 and low-< 9 9

selections. The predictions are obtained from the ABCD relation in Equation 4 and the systematic uncertainties are

the nonclosure uncertainties described in the text.

low-< 9 9 VR high-< 9 9 VR

Predicted 12.7 ± 3.9(stat.) ± 3.9(syst.) 7.5 ± 1.1(stat.) ± 1.1(syst.)
Observed 8 8
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6.2 ML-based strategy

In the ML-based strategy, the jet classification score is correlated with several jet-level features, including

the ?T and PTF of the jet, as well as the jet flavour. These correlations therefore lead to correlations

between the tagger scores of individual jets in each background event. Hence, the ABCD method is not

well-suited for predicting the expected background in the GNN-based SRs. Instead, a different data-driven

background estimation strategy is used, which relies on the determination of the probability that a given

background jet will be misclassified as signal, a quantity henceforth referred to as the mistag rate. The

mistag rate is measured directly in data using the =tag < 2 CR by computing the ratio of tagged jets to all

jets in this region.

After calculating the mistag rate, the probability of tagging exactly one or exactly zero jets in an event can

be calculated from

%(1 tag|event) =
=jet
∑

8=1

%(tag| 98) ×
=jet
∏

:≠8

(1 − %(tag| 9:)) (5)

%(0 tag|event) =
=jet
∏

8=1

(1 − %(tag| 98)) (6)

where =jet is the number of jets in the event and %(tag| 98) is the mistag rate of jet 8 in an event

(8 = 1, . . . , =jet). The probability of obtaining two or more tags is given by the complement of %(1 tag|event)
and %(0 tag|event):

%(≥ 2 tag|event) = 1 − %(1 tag|event) − %(0 tag|event) (7)

To get a prediction on the number of events in the one and two tag regions, the probabilities %(1 tag|event)
and %(≥ 2 tag|event) calculated from each preselected event are used as per-event weights, with the sum

of weights comprising the final background prediction.

Mistag rates are calculated differentially based on jet-level observables. As previously mentioned, the

tagger score is correlated with several jet observables, which can also be correlated between individual jets

in an event. The dominant correlations include jet ?T, jet PTF, the number of heavy-flavour decays, the

number of reconstructed secondary vertices, and the total number of tracks associated with the jet. For

example, at high ?T, SM jets have a large number of high-momentum tracks with low |30 |, making it easier

to distinguish between signal and background jets. As the jet ?T decreases, the number of prompt tracks

decreases, leading to an increased mistag rate. Conversely, if a background jet contains more heavy-flavour

hadrons, the displaced vertices that mimic dark pion decays make it harder to discriminate between signal

and background, thereby increasing the mistag rate.

To capture these correlations and address the dominant sources of jet–jet correlations, the mistag rates

used for both the low-< 9 9 and high-< 9 9 regions are parameterised based on the observables with the

strongest correlations: jet ?T and jet PTF. Figure 9 shows the mistag rate as a function of jet ?T and jet

PTF, both of which exhibit clear correlations with the mistag rate. The mistag rate is therefore calculated

in 2-dimensional bins of jet ?T and PTF.

Two sources of uncertainty on the background prediction are considered. The first is the statistical

uncertainty arising from the finite number of events in the control region used to derive the mistag rates.

This is estimated by generating an ensemble of background predictions using a set of 100 statistically
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The background estimation strategy described above is applied using the VR tag definition. Mistag rates

are computed following the same procedure as in the nominal SR, and systematic uncertainties are derived

using the same methodology. The statistical uncertainties are found to be negligible compared to the

systematic uncertainties and are not considered. The predicted and observed yields are summarised in

Table 7. The observed yields in the =VR tag ≥ 2 region are found to be in agreement with the prediction

within uncertainties, demonstrating the robustness of the background estimation in a signal-adjacent

region and indicating that no additional nonclosure systematic uncertainties are required. The background

estimation strategy was further validated by deriving predictions from simulated SM multĳet events and

confirming their agreement with the observed event yields within uncertainties.

Table 7: Predicted and observed yields using the validation tag definition in the high-< 9 9 and low-< 9 9 selection. The

predictions are obtained by summing the event tagging probabilities from Equation 7 and 6.

Low-< 9 9 VR tag High-< 9 9 VR tag

Pred. 174 ± 42 (syst.) 29 ± 16 (syst.)
Obs 185 31

7 Signal systematic uncertainties

Instrumental and theoretical uncertainties are assigned to the modelling of the simulated signal samples.

The experimental uncertainties include contributions from jets, tracks, and luminosity. The uncertainties

associated with large-' jets arise from the jet energy scale (JES) and jet energy resolution (JER) [79]. The

constituent small-' jets are varied within their respective uncertainties, and these variations are propagated

to the large-' jets to quantify their impact on the final signal yields. The resulting uncertainty on the signal

expectations depend mostly on the mass of the mediator and range between 1% and 10% in the cut-based

analysis and between 1% and 50% in the ML-based analysis. The larger uncertainties in the ML-based

analysis are driven by samples with a mediator mass of 600 GeV, where the 300 GeV jet ?T requirement

lies near the kinematic threshold, making the acceptance more sensitive to downward fluctuations in the jet

energy scale.

Uncertainties in track reconstruction are considered for both the primary and large-impact parameter track

reconstruction passes. The uncertainty on the efficiency of large-impact parameter track reconstruction

is derived from comparisons between data and MC simulation in  0
(

events [74]. For primary tracks,

uncertainties are estimated by evaluating the reconstruction efficiency in alternative simulated samples

where the amount of passive material in the detector is varied [93]. These uncertainties affect track-based

observables in the analysis, including the PTF, ECF2, vertex reconstruction, and the transformer jet

classification score. To assess their impact, each observable is recomputed using a varied track collection,

and the signal yields are rederived. In particular, secondary vertex reconstruction is repeated on the

modified track collection to propagate tracking uncertainties to vertex-based observables. The total impact

of tracking uncertainties on the final signal yield is estimated to be below 10%.

To ensure accurate modelling of pile-up conditions, simulated events are reweighted so that the average

number of interactions per bunch crossing matches that observed in data. Since this number depends on

the inelastic ?? cross-section, differences between the predicted and measured values [94] are propagated
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Table 8: The predicted number of background events and the observed event yields, including statistical and systematic

uncertainties in the background estimation. The cut-based predictions are computed from the background-only fit.

Strategy Region Prediction (± stat ± syst) Observed yield

Cut-based
High-< 9 9 7.5 ±1.1 ±1.1 8

Low-< 9 9 17.4 ±5.1 ±5.1 10

ML-based
High-< 9 9 4.5 ±0.3 ±2.8 3

Low-< 9 9 31.8 ±0.8 ±7.5 24

as a systematic variation of the reweighted distribution, resulting in an uncertainty of the order of 1% on

the signal yield, except in samples with high dark pion lifetime where this uncertainty is as large as 5%.

In the cut-based low-< 9 9 selection, an uncertainty on the trigger scale factor is evaluated by varying the

functional form and the parameters of the function modelling the efficiency of the trigger. The envelope of

these variations around the nominal scale factor is chosen as the uncertainty. Its impact on the final signal

yield is found to be below 10%.

Finally, the expected number of signal events is subject to an uncertainty in the total integrated luminosity

of the dataset. The combined integrated luminosity for the 2022–2023 dataset has an uncertainty of 2%,

determined using the LUCID-2 detector [38], which provides the primary luminosity measurement.

The MC generator uncertainties applied to the signal include uncertainties in the PDFs [95], renormalisation

and factorisation scales, and the strong coupling constant. Additionally, uncertainties related to the parton

shower tuning parameters in initial- and final-state radiation—such as variations of the renormalisation

scale for QCD emission and the inclusion of non-singular terms—are considered [96]. The combined

impact of these theoretical uncertainties on the signal acceptance is estimated to be between 2% and

10%.

The leading source of uncertainty varies across the signal parameter space, with jet-related uncertainties

dominating in B-channel scenarios with</ ′ = 600 GeV, and theoretical modelling uncertainties dominating

at higher mediator masses.

8 Results

The predicted event yields (as obtained from the background-only ABCD fit or the mistag rate methods

discussed in sections 6.1 and 6.2) and the corresponding observed yields for both analysis strategies are

summarised in Table 8. No significant excess above the expected background is observed.

Two separate statistical treatments are performed, one for the cut-based analysis and another for the

ML-based analysis. Within each approach, a simultaneous likelihood fit is performed, combining the

low-< 9 9 and high-< 9 9 signal regions. Systematic uncertainties on the signal and background predictions

are incorporated as nuisance parameters in both likelihood functions.

In the cut-based analysis, the background estimation follows the ABCD method separately in the low-< 9 9

and high-< 9 9 regions. An overall profile likelihood function is constructed from the product of the
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Poisson probabilities of observing the number of events #obs,-, given an expectation #exp,-, in each region

- ∈ {�, �, �, �}. The expected yield in each region is expressed as #pred,- = `#sig,- + #bkg,- where

#sig,-, is the number of expected signal events entering region - , ` is the signal strength and #bkg,- the

expected background yield in this region. The background yields in each ABCD plane are expressed using

three free parameters, <, g� and g� , as :

#bkg,� = <

#bkg,� = <g�

#bkg,� = <g�

#bkg,� = <g�g�

therefore automatically imposing the ABCD relation of Equation 4. The combined fit to both low-< 9 9 and

high-< 9 9 regions thus involves seven free parameters, including ` which is common to both regions.

For the cut-based search, the combined likelihood function is

L(`, \) =
∏

A∈{low-< 9 9 ,high-< 9 9 }

∏

-∈{�,�,�,�}
%(# (A )

obs,-
| # (A )

exp,-
(`, \)) ×

∏

8

� (\8 | 0, 1), (8)

where %(# (A )
obs,-

| # (A )
exp,-

(`, \)) represents the Poisson probability of observing #
(A )
obs,-

events given the

expected yield #
(A )
exp,-

, which includes both background and signal contributions, and � (\8 | 0, 1) denotes

Gaussian constraints on nuisance parameters \8 .

Under the background-only hypothesis, the expected background yields are initially set to their observed

values, defining the a priori background estimate. When the observed yields in the signal regions are

included, the fit allows the expected background to adjust, resulting in the a posteriori background estimate.

The a posteriori estimates differ by less than 1% from the a priori values and lie well within the statistical

uncertainties of the fit. In the presence of a signal, the expected background contribution is modified

dynamically, enabling an excess to be interpreted as a nonzero signal strength.

In the ML-based search, the likelihood function follows the same structure as in the cut-based analysis, but

includes only two Poisson terms: one for the observed event yield in each of the low-< 9 9 and high-< 9 9

signal regions.

Upper limits at the 95% confidence level (CL) are set on the production cross-section times branching

fraction for each signal hypothesis using the CLs method [97]. The profile likelihood ratio is used as

the test statistic, with its distribution approximated using asymptotic formulae [98]. The validity of this

approximation is confirmed by comparison with a full frequentist pseudo-experiment-based method across

a range of signal samples, yielding consistent results. The likelihood function is implemented using the

pyhf framework [99, 100].

The expected and observed limits on f(?? → / ′) ×Br(/ ′ → @� @̄�) are shown in Figure 10 as functions

of </ ′ and 2gc� for both the ML-based and cut-based strategies. The ML-based strategy sets the most

stringent limits across the benchmark models studied. Assuming coupling values of 6@ = 0.01 and

6@� = 0.1, the ML-based analysis excludes / ′ masses up to 2550 GeV for 2gc� = 10 mm. Under the

same assumptions, the cut-based analysis excludes / ′ masses up to 2150 GeV. For </ ′ = 1000 GeV,

the ML-based strategy excludes dark pion lifetimes in the range 1–500 mm, while the cut-based strategy

excludes lifetimes between 1.5 mm and 200 mm. The impact of systematic uncertainties on the observed

limits is typically at the percent level, with the exception of signal samples with </ ′ = 600 GeV where
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larger jet-related uncertainties in the ML-based analysis lead to a degradation in sensitivity of approximately

20%.

For </ ′ = 1500 GeV and 2gc� = 50 mm, the ML-based analysis excludes values of 6@ > 0.003 assuming

6@� > 0.03. This coupling strength is more than 20 times smaller than the limits set by dĳet resonance

searches[101, 102], demonstrating the power of the targeted emerging jet analysis strategy to probe

previously inaccessible regions of parameter space.

(a) (b)

Figure 10: The 95% CL exclusion limits on f(?? → / ′) × Br(/ ′ → @� @̄�) as a function of </ ′ and 2gc� for (a)

the cut-based analysis and (b) the ML-based analysis. The excluded region computed from the observed limits for

6@ = 0.01 and 6@� = 0.1 is shown as a solid line.

Figure 11 shows the 95% CL upper limits as a function of either </ ′ ,Φ or 2gc� assuming <c� = 10 GeV.

In the B-channel scenario, the limits are strongest for </ ′ > 1200 GeV, where the high-< 9 9 region becomes

the dominant contribution to the signal acceptance. In the C-channel scenario, there is a reduced dependence

on the mediator mass due to the weaker correlation between <Φ and < 9 9 . In the ML-based strategy, the

limits for both benchmark scenarios remain largely constant for 1 mm < 2gc� < 100 mm, but weaken for

2gc� > 100 mm due to reduced track reconstruction efficiency at larger radial decay positions. In contrast,

the limits obtained from the cut-based analysis weaken at lower dark pion lifetimes due to the explicit

requirements placed on PTF and #vtx. For the C-channel models, the limits set by the ML-based analysis

are more than an order of magnitude stronger than those set by the cut-based analysis for 2gc� = 50 mm,

highlighting the ability of the transformer-based tagger to generalise to physics processes that were not

considered in the network training.
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Figure 12: The 95% CL exclusion limits on (a) f(?? → / ′) × Br(/ ′ → @� @̄�) and (b) f(?? → @� @̄�) for

</ ′ ,Φ = 1500 GeV for the cut-based (hollow markers and dashed lines) and ML-based (filled markers and solid

lines) strategies. The limits are shown for 2gc� = 5 mm (circles), 50 mm (squares) and 500 mm (triangles).

expected background, which is estimated using a fully data-driven approach. Limits are placed at the 95%

confidence level on two different mediator scenarios: a vector mediator / ′ and a scalar bi-fundamental

mediator Φ. / ′ masses of up to 2.5 TeV are excluded assuming quark and dark quark coupling values of

6@ = 0.01 and 6@� = 0.1, respectively, and Φ masses up to 1350 GeV are excluding for a quark-dark quark

coupling value of 0.1. This search is part of a broader search programme for dark QCD signatures within

the ATLAS experiment and offers unique sensitivity to dark mesons with laboratory decay lengths on the

order of 100 mm. Notably, it represents the first search for emerging jet production via a resonant B-channel

mediator and the first application of a transformer-based algorithm for emerging jet tagging. This analysis

establishes new constraints on emerging jet production and represents a significant step forward in the

ATLAS dark sector search programme.
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