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1 Introduction

Higgs boson production with a, or / boson, respectively denoted by,� and /� and collectively referred

to as +� associated production, provides direct access to the Higgs boson couplings to weak bosons. In the

case of +� associated production with a subsequent � → ,,∗ decay, the Higgs boson couples only to

vector bosons at both the production and decay vertices, allowing these couplings to be precisely measured
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and providing a stringent test of the Standard Model (SM) of particle physics. Statistically significant

deviations from their expected values could indicate beyond the SM effects; for example, the presence of

additional Higgs bosons [1, 2] or new heavy vector bosons [3, 4].

Measurements are presented of the total and differential ,� and /� production cross-sections in the

� → ,,∗ decay channel, using proton–proton (??) collisions at a centre-of-mass energy of
√
B = 13 TeV.

The data correspond to an integrated luminosity of 140 fb−1 and were recorded by the ATLAS detector [5]

at the Large Hadron Collider (LHC) [6] between 2015 and 2018. Previous measurements were performed

by the ATLAS [7] and CMS [8] Collaborations at
√
B = 7 and 8 TeV and more recently by the CMS

Collaboration [9] at
√
B = 13 TeV using 137 fb−1 of data. The latest result from the ATLAS Collaboration

used data from 2015 and 2016 with an integrated luminosity of 36.1 fb−1 [10]. In the � → ,,∗ decay

channel, measurements of Higgs boson production via gluon–gluon fusion (ggF) and vector-boson fusion

(VBF) at
√
B = 13 TeV have also been performed by the ATLAS [11] and CMS [9] Collaborations, and +�

production has been studied in other decay modes including � → //∗ → 4ℓ [12, 13], � → WW [14, 15],

� → 11̄ [16, 17], and � → gg [18, 19].

The analysis is performed using events with two (2ℓ), three (3ℓ), or four (4ℓ) charged leptons (electrons or

muons) in the final state, targeting the ,� and /� channels. In the 2ℓ channel, both opposite-sign (OS)

and same-sign (SS) lepton pair configurations are considered. Leptonic decays of g-leptons resulting from

the decays of the associated , // bosons or the , bosons from the � → ,,∗ decay are considered as

signal, while no specific selection is performed for events with hadronically decaying g-leptons in the final

state. Events from +� production with � → gg are considered as background. Additionally, events from

ggF and VBF production are also considered as background.

In each channel, multivariate discriminants are used to maximise the sensitivity to the Higgs boson signal.

The distributions of these discriminants are combined in a binned maximum-likelihood fit to extract the

signal yield and the background normalisations. The maximum-likelihood fit provides results for the ,�

and the /� channels separately and for their combination +�. The +� fit is performed assuming the

SM prediction for the relative cross-sections of the ,� and /� production processes. Cross-section

measurements are also performed in bins of the transverse momentum, ?T, of the associated vector boson,

?+
T

, (defined as the “?+
T

scheme” in the following) and in kinematic fiducial regions defined according to

the Simplified Template Cross-Section (STXS) framework [20–22] (defined as the “STXS scheme” in the

following).

The outline of the paper is as follows: Section 2 provides an overview of the signal characteristics and

the analysis strategy and a description of the STXS framework, Section 3 describes the ATLAS detector,

Section 4 describes the data and the simulated event samples, Section 5 describes the event reconstruction,

Section 6 details the various selections used to define the signal regions in the analysis, Section 7 discusses

how the backgrounds are estimated and includes the definitions of the control regions, and Section 8

provides commentary on the systematic uncertainties. Finally, Section 9 defines the likelihood fit procedure

and presents the results of the analysis, which are summarised in Section 10.

2 Analysis overview

Higgs boson production with a , or / boson, followed by a � → ,,∗ decay, is sought using events

with two, three, or four charged leptons in the final state. The analysis is designed to select events
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which are kinematically consistent with the ,� and /�, � → ,,∗ processes in order to enhance the

signal-to-background ratio. The channels are defined as follows:

(1) Opposite-sign 2ℓ channel: The targeted signal contribution consists of a +� process in which the

associated weak boson + decays hadronically and produces two energetic jets, while , bosons from

the � → ,,∗ decay produce two oppositely charged leptons and two neutrinos. The leading-order

Feynman diagram for this process is shown in Figure 1(a). After requiring two leptons of different

flavour, the leading backgrounds for this channel are CC̄ and ,C processes. Other major components

are / → gg and,, production with two associated jets. Final states including,+jets and multĳets

may produce mis-identified leptons, contaminating the signal region. Other background sources

include ,/ production and other processes involving the Higgs boson, in particular its production

through ggF;

(2) Same-sign 2ℓ channel: The targeted signal contribution consists of a ,� process in which the

associated , boson decays leptonically, while for the � → ,,∗ decay, the , boson with the same

sign as the associated , boson decays leptonically and the other , boson decays hadronically. The

final state therefore contains two leptons with the same charge, two neutrinos, and two energetic

jets. The leading-order Feynman diagram for this process is shown in Figure 1(b). Significant

backgrounds in this channel include ,/ , ,+W, and ,+jets production; ,, , /+W, /+jets, and

top-quark processes also contribute to this final state;

(3) 3ℓ channel: The targeted signal contribution consists of a ,� process where all weak bosons decay

leptonically producing three charged leptons and three neutrinos in the final state. The leading-order

Feynman diagram for this process is shown in Figure 1(c). The most prominent background to this

channel is ,/ production. Non-resonant ,,, production is another significant background with

the same final state as the signal. Other important backgrounds are // , /+W, /+jets, CC̄, and ,C

production;

(4) 4ℓ channel: The targeted signal contribution consists of a /� process where all weak bosons decay

leptonically producing four charged leptons and two neutrinos in the final state. The leading-order

Feynman diagram for this process is shown in Figure 1(d). The main backgrounds to this channel

are non-resonant // and ,,/ production.

The selections defining the channels described above are mutually exclusive due to the requirements on the

respective multiplicity and total charge of the leptons. To maximise the analysis sensitivity to the +�,

� → ,,∗ process in each of these event topologies, the data samples for each channel — except for the

opposite-sign 2ℓ channel — are further subdivided into several signal regions (SRs). Additional kinematic

regions, with orthogonal selection criteria and designated as control regions (CRs), are used to determine

normalisation factors that are applied to the major backgrounds in each SR.

A multivariate analysis is performed in all analysis channels to increase the sensitivity. The most suitable

type of multivariate analysis, its configuration, and the set of input variables are chosen for each channel.

Specifically, the setup providing the best separation of signal from background is selected and less complex

setups are preferred if they provide the same performance. The 2ℓ and 3ℓ channels use neural networks

based on Keras [23] with the TensorFlow [24] backend, and the 4ℓ channel uses boosted decision trees

(BDTs) in TMVA [25].

The final results are extracted from a fit that simultaneously considers all SRs and CRs. The final

results consist of a set of parameters of interest (POIs) which scale the SM expectations for the signal

yields or cross-sections to match the observed data. The 3ℓ and 4ℓ are the most sensitive channels for

4



W ±/Z

W ∓

W ±

W ±/Z

H

q

q

ℓ∓
0

( )

ν

ℓ±
1

( )

ν

q

q

(a)

W ±

W ∓

W ±

W ±

H

q

q

q

q

ℓ±
0

( )

ν

ℓ±
1

( )

ν

(b)

W ±

W ∓

W ±

W ±

H

q

q

ℓ∓
0

( )

ν

ℓ±
1

( )

ν

ℓ±
2

( )

ν

(c)

Z

W ∓

W ±

Z

H

q

q

ℓ∓
0

( )

ν

ℓ±
1

( )

ν

ℓ∓
2

ℓ±
3

(d)

Figure 1: Leading-order Feynman diagrams for the signal topologies considered by the+�, � → ,,∗ measurement.

The subscripts on the leptons are defined for the individual channels in Section 6: (a) the opposite-sign 2ℓ channel,

(b) the same-sign 2ℓ channel, (c) the 3ℓ channel, and (d) the 4ℓ channel.

the measurements of ,� and /� production, respectively, and for the overall measurement of +�

production.

Cross-section measurements of +� are also conducted using the Stage 1.2 scheme of the STXS frame-

work [20–22], which splits the production modes of the Higgs boson into kinematic fiducial regions or

“categories” which are theoretically relevant, experimentally accessible, and straightforward to statistically

combine. In this framework, the +� STXS category assumes a leptonic decay of the + and is further

categorised according to its transverse momentum, ?+
T

; in contrast, the @@̄ → + (→ @@̄)� (along with

VBF) and 66 → / (→ @@̄)� (along with ggF) topologies are included in the electroweak (EW) @@�

and 66� STXS categories, respectively. In the STXS measurement scheme, ,� and /� are measured

independently in fiducial bins of ?+
T

and @@̄ → + (→ @@̄)� is measured as part of EW @@� in a single

fiducial bin of dĳet invariant mass, < 9 9 . In addition, the limited interference between @@̄ → + (→ @@̄)�
and VBF in the phase space relevant for this analysis motivates the use of the ?+

T
measurement scheme,

which is inclusive in the decay of the + . In the ?+
T

scheme, the sensitivity to low values of ?+
T

is primarily

enabled by the + (→ leptons)� measurements, while the sensitivity to high values of ?+
T

is primarily

enabled by the + (→ @@̄)� measurements. In both schemes, fiducial bins are merged to provide sensitivity

for all measured parameters. This leads to measuring four bins of +� in the ?+
T

scheme and three bins for

each of ,� and /� as well as one bin for EW @@� in the STXS scheme.
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3 ATLAS detector

The ATLAS detector [5] at the LHC covers nearly the entire solid angle around the collision point.1 It

consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and

hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal

magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle

tracking in the range of |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region

and typically provides four measurements per track, the first hit normally being in the insertable B-layer

(IBL) [26, 27]. It is followed by the silicon microstrip tracker (SCT), which usually provides eight

measurements per track. These silicon detectors are complemented by the transition radiation tracker

(TRT), which enables radially extended track reconstruction up to |[ | = 2.0. The TRT also provides

electron identification information based on the fraction of hits (typically 30 in total) above a higher

energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. In the region |[ | < 3.2, electromagnetic

calorimetry (EM) is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) calorimeters,

with an additional thin LAr presampler covering |[ | < 1.8 to correct for energy loss in material upstream

of the calorimeters. Hadron calorimetry is provided by the steel/scintillator-tile calorimeter, segmented

into three barrel structures within |[ | = 1.7, and two copper/LAr hadron endcap calorimeters. The solid

angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimised for

electromagnetic and hadronic energy measurements respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring

the deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets.

The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. Three layers

of precision chambers, each consisting of layers of monitored drift tubes, covers the region |[ | < 2.7,

complemented by cathode-strip chambers in the forward region, where the background is highest. The

muon trigger system covers the range |[ | < 2.4 with resistive-plate chambers in the barrel, and thin-gap

chambers in the endcap regions.

Events of interest are selected by the first-level trigger system implemented in custom hardware, followed

by selections made by algorithms implemented in software in the high-level trigger [28]. The first-level

trigger accepts events from the 40 MHz bunch crossings at a rate below 100 kHz, which the high-level

trigger reduces further to record events to disk at about 1 kHz. The full ATLAS Run 2 data sample is

used for the analysis, consisting of ?? collision data produced at
√
B = 13 TeV and recorded between 2015

and 2018. The data are subjected to quality requirements [29], including the removal of events recorded

when relevant detector components were not operating correctly. The total integrated luminosity after this

cleaning of the data corresponds to 140 fb−1 [30].

An extensive software suite [31] is used in the reconstruction and analysis of real and simulated data, in

detector operations, and in the trigger and data acquisition systems of the experiment.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector

and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points

upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.

The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of

Δ' ≡
√

(Δ[)2 + (Δq)2.
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4 Monte Carlo samples

Monte Carlo (MC) generators are used to model the hard ?? scattering matrix element (ME), parton

shower (PS) and hadronisation, and underlying event (UE). The generators that are used for modelling

signal and background processes are listed in Table 1.

The Higgs boson samples are simulated with the � → ,,∗ decay in the four main production channels:

ggF, VBF, +�, and associated production with a top quark pair (CC̄�). These samples are simulated using

a Higgs boson mass of 125 GeV and then normalised to the cross-sections [21] computed for a mass of

125.09 GeV [32]. The normalisation of all Higgs boson samples accounts for the decay branching ratio

calculated with HDECAY [33–35] and Prophecy4f [36–38]. All samples use the PDF4LHC15 [39]

parton distribution function (PDF) set and are interfaced to Pythia 8.2 [40] for parton showering and

hadronisation, with parameters set according to the AZNLO [41] (for +�, ggF, and VBF) or A14 [42]

(for CC̄�) set of tuned parameters (tunes). The decays of bottom and charm hadrons are performed using

EvtGen [43].

The ,� and /� events are simulated at next-to-leading order (NLO) in perturbative quantum chro-

modynamics (QCD) for up to one additional jet using Powheg Box v2 MiNLO [44–48]. Each sample

is normalised to a cross-section calculated at next-to-next-to-leading-order (NNLO) in QCD and at

NLO in EW[49–53]. The subdominant 66 → /� process is simulated at leading-order (LO) in QCD

with Powheg Box v2 and normalised to a cross-section calculated at NLO in QCD with next-to-leading

logarithmic (NLL) corrections [54, 55].

The ggF events are simulated using Powheg Box v2 NNLOPS [56]. The simulation achieves NNLO

accuracy for arbitrary inclusive 66 → � observables by reweighting the Higgs boson rapidity spectrum in

Hj-MiNLO [57–59] to that of HNNLO [60]. The sample is normalised to a cross-section computed at

next-to-next-to-next-to-leading-order (N3LO) in QCD with NLO EW corrections [21, 61–70]. The VBF

events are simulated using Powheg Box v2 and normalised to a cross-section calculated at NLO in QCD

and EW [71, 72], with approximate NNLO in QCD corrections applied [73]. The CC̄� events are simulated

using Powheg Box v2 [74, 75] at NLO accuracy in QCD. The sample is normalised to a cross-section

computed at NLO accuracy in QCD with NLO EW corrections [21].

The main background processes include single boson, diboson, triboson, single top quark, and top quark

pair production.

The //W∗ (“/+jets”) processes are simulated using Sherpa 2.2.1 [76] at NLO in QCD for up to two jets

and at LO for up to four jets, calculated using the Comix [77] and OpenLoops [78–80] libraries. The

single boson samples are normalised to cross-sections computed at NNLO in QCD [81]. The ++ and

++W processes are simulated using Sherpa 2.2.2 and Sherpa 2.2.8, respectively, at NLO in QCD for up to

one jet and at LO for up to three jets. Throughout the paper, ,/ and // are assumed to correspond to

,//,W∗ and ////W∗, respectively (i.e., including the virtual photon contribution). The on-shell +++

processes are modelled by Sherpa 2.2.2 at NLO in QCD inclusively and at LO for up two jets. Virtual QCD

corrections to the ++ , ++W, and +++ processes were provided by the OpenLoops library [78–80, 82]. The

66-initiated diboson processes are modelled by Sherpa 2.2.2 at LO in QCD for up to one jet and normalised

to cross-sections computed at NLO in QCD [83, 84]. For all Sherpa samples, the events are simulated

using the NNPDF3.0nnlo [85] PDF set, and the matrix elements are matched with the Sherpa parton

shower [77, 86] using the MEPS@NLO prescription [87–90] and the set of tuned parameters developed

by the Sherpa authors. EW ,, production in association with two jets (,,@@) is simulated using

MadGraph5_aMC@NLO [91] with LO-accurate matrix elements [83] and using the NNPDF3.0nlo [85]
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PDF set. The events are interfaced to Pythia 8 for parton showering and hadronisation, with parameters

set according to the A14 tune.

The top quark pair production is modelled by Powheg Box v2 at NLO in QCD with the ℎdamp parameter2

set to 1.5 × <top [92]. The events are normalised to a cross-section computed at NNLO in QCD with

next-to-next-to-leading logarithmic (NNLL) corrections [93–99]. The ,C process is simulated using

Powheg Box v2 [100] at NLO in QCD using the five-flavour scheme. The diagram removal scheme [101] is

used to remove interference and overlap with CC̄ production. The CC̄+ , C/ , and C,/ processes are simulated

using MadGraph5_aMC@NLO at NLO in QCD. For all top processes, events are simulated using the

NNPDF3.0nlo PDF set. EvtGen is used to model decays of hadrons containing 1- or 2-quarks, and the

events are interfaced to Pythia 8 for parton showering and hadronisation, with parameters set according to

the A14 tune.

All samples are processed through the Geant4-based [102] ATLAS detector simulation [103] and the

standard ATLAS reconstruction software [104]. The effect of pile-up is modelled by overlaying the

hard-scattering event with simulated inelastic ?? events simulated with Pythia 8.1 [105] using the

NNPDF2.3lo [106] PDF set and the A3 [107] tune.

Table 1: MC generators used to model the signal and background processes. Alternative generators or parton shower

models — used to estimate systematic uncertainties — are shown in parenthesis. In the last column, the prediction

order (in QCD, unless specified otherwise) for the total cross-section is shown.

Process ME PS/UE Prediction order

(alternative) (alternative) for total cross-section

@@̄ → ,� Powheg Box v2 MiNLO Pythia 8 NNLO QCD + NLO EW [49–53]

(Herwig 7 [108, 109])

@@̄ → /� Powheg Box v2 MiNLO Pythia 8 NNLO QCD + NLO EW [49–53]

(Herwig 7)

66 → /� Powheg Box v2 Pythia 8 NLO + NLL [54, 55]

(Herwig 7)

ggF � Powheg Box v2 NNLOPS Pythia 8 N3LO QCD + NLO EW [21, 61–70]

VBF � Powheg Box v2 Pythia 8 NNLO QCD + NLO EW [71–73]

CC̄� Powheg Box v2 Pythia 8 NLO QCD + NLO EW [21]

//W∗ Sherpa 2.2.1 Sherpa 2.2.1 NNLO [81]

(MadGraph5_aMC@NLO) (Pythia 8)

@@̄/6 → ,, Sherpa 2.2.2 Sherpa 2.2.2 NLO [78–80]

,/////+W∗ Sherpa 2.2.2 Sherpa 2.2.2 NLO [110]

++W Sherpa 2.2.8 Sherpa 2.2.8 NLO [110]

66 → ,,/// Sherpa 2.2.2 Sherpa 2.2.2 NLO [83, 84]

+++ Sherpa 2.2.2 Sherpa 2.2.2 NLO [111]

(MadGraph5_aMC@NLO) (Pythia 8)

@@ → ,,@@ MadGraph5_aMC@NLO Pythia 8 LO

CC̄ Powheg Box v2 Pythia 8 NNLO + NNLL [93–99]

(MadGraph5_aMC@NLO) (Herwig 7)

,C Powheg Box v2 Pythia 8 NLO [112, 113]

CC̄+ MadGraph5_aMC@NLO Pythia 8 NLO [114]

C/ MadGraph5_aMC@NLO Pythia 8 NLO [115]

C,/ MadGraph5_aMC@NLO Pythia 8 NLO [116]

2 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix

elements to the parton shower and thus effectively regulates the high-?T radiation against which the CC̄ system recoils.
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5 Event reconstruction

Candidate signal events are selected using triggers that require a single isolated lepton with minimum

?T thresholds ranging from 24 to 26 GeV for electrons and from 20 to 26 GeV for muons [117, 118],

depending on the data-taking period. At least one of the leptons reconstructed offline is required to have

triggered the event. Additionally, the lepton is required to have a reconstructed ?T higher than the nominal

trigger threshold by at least 1 GeV, which ensures that the ?T is squarely on the plateau of the trigger’s

efficiency.

Selected events are required to have at least one primary vertex reconstructed from at least two matched

tracks, each with transverse momentum ?T > 500 MeV, as described in Ref. [119]. If an event has more

than one reconstructed primary vertex, the vertex with the largest track
∑

?2
T

is selected for the analysis.

Electrons are reconstructed by matching energy clusters in the electromagnetic calorimeter to well-

reconstructed tracks that are extrapolated to the calorimeter [120]. Electron candidates are required to

satisfy |[ | < 2.47, excluding the transition region 1.37 < |[ | < 1.52 between the barrel and end caps of the

LAr calorimeter.

Muons are reconstructed from a global fit to matching tracks from the ID and the MS [121]. They are

required to satisfy |[ | < 2.5.

For the purpose of lepton counting, all leptons with ?T > 10 GeV and passing a set of identification

requirements common to all channels are included. This ensures orthogonality between the channels when

divided according to an exact lepton multiplicity and total charge.

To suppress particles mis-identified as leptons, several identification, impact parameter, and isolation

criteria are applied to electron and muon candidates, shown in Table 2. For electrons, a likelihood-based

identification method [122] is employed. Electron candidates in the 2ℓ and 3ℓ channels must satisfy the

“Tight” likelihood working point, while electron candidates in the 4ℓ channel must satisfy the “Medium”

likelihood working point. For muons, a cut-based identification method [121] is employed. Muon candidates

must satisfy the “Medium” working point. The impact parameter requirements are |I0 sin \ | < 0.5 mm and

|30 |/f30
< 5 (3) for electrons (muons).3 Electron candidates must also be unambiguously reconstructed

as electrons; they cannot be simultaneously reconstructed as photons.

For 2ℓ and 3ℓ channels, a newly developed multivariate method based on a BDT, the prompt lepton improved

veto (PLIV), is employed. PLIV exploits isolation and lifetime information — including the presence

of secondary vertices — associated with a track jet matched to the selected lepton candidate. It leads

to a substantial improvement in the rejection of mis-identified leptons compared to previously available

methods within ATLAS while maintaining high efficiency for selecting prompt leptons. Lepton candidates

in the 2ℓ and 3ℓ channels must satisfy the “PLImprovedTight” working point, while electron and muon

candidates in the 4ℓ channel must satisfy the cut-based “FCLoose” and “Loose_VarRad” working points,

respectively, which rely on tracking and calorimeter isolation variables [120]. To suppress electron charge

mis-identification in the same-sign 2ℓ channel and the 3ℓ channel with zero same-flavour, opposite-sign

lepton pairs in the final state, another BDT discriminant (“ECIDS”) [122] is used.

3 The transverse impact parameter, 30, is defined by the point of closest approach of the track to the beamline in the A–q plane, its

uncertainty being f30
, while the longitudinal impact parameter, I0, is given by the longitudinal distance to the hard-scatter

vertex from this same point.
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Table 2: The electron and muon definitions used by the analysis. Any selection in brackets, (. . .), is specific to the

4ℓ channel and is used instead of the preceding selection on that same line of the table; otherwise, the selections

are applicable to all channels. ∗ECIDS is only applied to the same-sign 2ℓ channel and the 3ℓ channel with zero

same-flavour, opposite-sign lepton pairs in the final state.

Flavour

Criteria Electrons Muons

?T [GeV] > 10

|[ | < 1.37 or ∈ [1.52, 2.47] < 2.5

Identification Tight (Medium) Medium

|I0 sin \ | [mm] < 0.5

|30/f30
| < 5 < 3

Unambiguous 4/W Yes –

Isolation
PLImprovedTight PLImprovedTight

(FCLoose) (Loose_VarRad)

ECIDS Yes∗ (No) –

Jets are reconstructed using the anti-:C algorithm with a radius parameter of ' = 0.4 and particle-flow

objects as input [123–125]. The four-momentum of the jets is corrected for the response of the non-

compensating calorimeter, signal losses due to noise threshold effects, energy loss in inactive material, and

contamination from pile-up (defined as additional ?? interactions in the same and neighbouring bunch

crossings) [126]. For jets entering the analysis, a kinematic selection of ?T > 20 GeV and |[ | < 4.5 is

applied. For the purpose of jet counting, only jets with ?T > 30 GeV are considered. A jet-vertex-tagger

multivariate discriminant selection that reduces contamination from pile-up [127] is applied to jets with

20 < ?T < 60 GeV and |[ | < 2.4, utilising calorimeter and tracking information to separate hard-scatter

jets from pile-up jets. Furthermore, to suppress pile-up jets in the forward region, |[ | > 2.5, jet shapes and

topological correlations in pile-up interactions are exploited [128, 129].

Jets with ?T > 20 GeV and |[ | < 2.5 containing 1-hadrons (1-jets) are identified using a neural-network

discriminant, DL1r, based on a number of lower-level taggers which utilise relevant quantities such as the

associated track impact parameters and information from secondary vertices. The working point that is

adopted has an average 85% 1-jet tagging efficiency, as estimated from simulated CC̄ events [130, 131].

The missing transverse momentum ®?miss
T

, with magnitude �miss
T

, is calculated as the negative vector sum of

the ?T of all the selected leptons and jets, together with reconstructed tracks that are not associated with

these objects but are consistent with originating from the primary vertex [132]. It serves as experimental

proxy for the momentum carried by undetected particles. An object-based �miss
T

significance [132], Smiss,

is used to reject events where the �miss
T

arises due to the mis-reconstruction of the physics objects entering

the calculation.

6 Event selection

In this section, the criteria used to define the SR in each channel are described. Table 3 summarises the

selections for each channel before applying multivariate techniques. In Table 3 and throughout this section,

the minimum lepton ?T selections are smaller than the ?T thresholds of the single lepton triggers. While
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at least one lepton must have triggered the event and therefore satisfy one of these higher thresholds, all

leptons must satisfy minimum ?T selections.

Table 3: Definition of the event selection for each SR in the analysis before applying multivariate techniques. The

selections are defined and motivated for all channels in their respective subsections of Section 6. “SFOS” and

“DFOS” refer to same- and different-flavour, opposite-sign lepton pairs, respectively. In the context of the 4ℓ channel,

leptons 0 and 1, ℓ0 and ℓ1, comprise the Higgs boson candidate — this is described in greater detail in Section 6.4.

Channel
2ℓ 3ℓ 4ℓ

OS SS /-dominated /-depleted 1-SFOS 2-SFOS

Minimum lepton ?T [GeV] 15 15 15 15 10 10

Number of leptons 2 2 3 3 4 4

Total lepton charge 0 ±2 ±1 ±1 0 0

Number of SFOS pairs 0 – 1 or 2 0 1 2

Number of DFOS pairs 1 – – – – –

Minimum Δ'ℓℓ 0.1 0.4 0.1 0.1 0.2 (ℓ0ℓ1)

Minimum <ℓℓ [GeV] 10 – 12 (all SFOS) – 12 (all SFOS) or 10 (all DFOS)

Number of jets ≥ 2 ≥ 1 – – – –

Number of 1-tagged jets 0 0 0 0 0 0

|<ℓℓ − </ | [GeV] – > 20 (4±4±) > 25 (all SFOS) – – –

<ℓℓ [GeV] – – – – – < 50 (ℓ0ℓ1)

�miss
T

[GeV] – – > 30 – – –

|< 9 9 − 85 GeV| [GeV] < 15 – – – – –

< 9 9 [GeV] – < 500 – – – –

ΔH 9 9 < 1.2 – – – – –

|<4ℓ − 122.5 GeV| [GeV] – – – – – > 7.5

ANN+�
DFOS

> 0.2 – – – – –

ANNC C̄
Zdep

– – – < 0.25 – –

6.1 Opposite-sign 2ℓ channel

The opposite-sign 2ℓ channel requires two different-flavour, opposite-sign (DFOS) leptons from the decay

of the Higgs boson, labelled ℓ0 and ℓ1 in decreasing order of ?T, and two or more jets from the decay of

the associated vector boson, which can be either a , or a / . The leading and subleading leptons must

exceed ?T thresholds of 22 GeV and 15 GeV, respectively, and are required to satisfy the common lepton

selections. The invariant mass of the leptons must satisfy <ℓℓ > 10 GeV to remove low-mass resonances,

and the angular separation between the leptons must satisfy Δ'ℓℓ > 0.1 to remove overlapping leptons.

To reject top quark production, events with at least one 1-jet are vetoed. To ensure orthogonality with

the ATLAS ggF and VBF production measurements [11], the leading dĳet system is required to have an

invariant mass of |< 9 9 − 85 GeV| < 15 GeV and a rapidity separation of ΔH 9 9 < 1.2.

An artificial neural network (ANN) is trained to simultaneously classify +�, ggF, VBF, top, /+jets, and

,, processes; ggF and VBF correspond to the dominant Higgs boson backgrounds, and top, /+jets, and

,, correspond to the dominant non-Higgs boson backgrounds. The output consists of six distinct output

nodes, ANN8
DFOS, each describing the likeliness of the input event to stem from process 8 (8 = +�, ggF,

VBF, top, /+jets, and ,,) with the condition that
∑

8 ANN8
DFOS = 1. Different nodes are needed to build

dedicated control regions to normalise the relevant background processes, as explained in Section 7. In

total, 19 variables are used as input — these are summarised in Table 14 of Appendix A. To construct the

11



SR, the +� output node of the ANN is required to be greater than 0.2, corresponding to a signal efficiency

of 80% and a background rejection of 77%.

Figure 2 shows distributions of ANN+�
DFOS

and a signal-sensitive kinematic variable in the opposite-sign 2ℓ

SR, as obtained from the fit procedure described in Section 9.1 (hereafter called a “post-fit” distribution).
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Figure 2: Post-fit distribution of (a) ANN+�
DFOS

and (b) the dilepton azimuthal separation, Δqℓℓ , in the opposite-sign

2ℓ SR. In (b), the post-fit ,� and /� signal yields are overlaid. The lower panel shows the ratio of the data to

the sum of the fitted signal and background. The hatched band shows the total uncertainty. The post-fit results are

obtained from the combined 2-POI fit described in Section 9.1. In all subsequent post-fit distributions, “Mis-id.” is

the mis-identified lepton background, as described in Section 7.1.

6.2 Same-sign 2ℓ channel

The same-sign 2ℓ channel selects exactly two same-sign isolated leptons with the leading lepton ?T above

22 GeV and subleading lepton ?T above 15 GeV. The leading and subleading leptons are labelled as ℓ0 and

ℓ1, respectively. Events with at least one reconstructed jet are selected to maintain a high signal efficiency;

the choice to require at least one jet instead of at least two jets is made because a significant fraction of

simulated signal events, 57%, have only one reconstructed jet. The invariant mass of the leading dĳet

system, < 9 9 , is required to be below 500 GeV for events with two or more jets to suppress contributions

from the same-sign ,, process [133]. Events containing any 1-tagged jets are vetoed to reject the top

backgrounds. The angular separation between the leptons is required to be Δ'ℓℓ > 0.4 to suppress the

,+W events. The events are further split into SS2`, SS24, and SSDF channels according to the lepton

flavour. The SS24 channel requires two electrons and vetoes events where the invariant mass of the electron

pair is within ±20 GeV of the / pole — this suppresses /+jets events, where the charge of an electron
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is reconstructed incorrectly. The SS2` channel requires two muons, and the SSDF channel requires one

electron and one muon. The selections described above constitute the SS2`, SS24, and SSDF SRs.

The ,/ process is the dominant background in the same-sign 2ℓ channel. A recurrent neural network

(RNN) [134] is trained to distinguish ,� from ,/ , and the same RNN is used in each of the SS2`,

SS24, and SSDF SRs. The RNN has the advantage of being able to learn sequential dependencies for

arbitrary-length sequences of objects as input. This feature is used in the analysis where the number of jet

variables depend on the jet multiplicity of the events.

The sequences provided to the RNN consist of reconstructed objects placed in order of leptons, �miss
T

,

and jets (up to a maximum of five jets) with leptons and jets further ordered by ?T. The RNN uses the

?T, [, and q of leptons and jets and the magnitude, �miss
T

, and the azimuthal angle, qmiss, of the missing

transverse momentum. A variable containing the information to distinguish between different particle

types (leptons, missing transverse momentum, and jets) is also given as input to the RNN. The geometry

of the ATLAS detector — and the physics — has a rotational symmetry in the q direction and a mirror

symmetry in the [ direction. These symmetries are used to pre-process the input variables: the coordinate

system of the sequence is rotated to keep the leading lepton with a q coordinate of 0 and reflected to keep

the leading lepton with a positive [ coordinate. By doing so, the training data is used in a more efficient

way as the RNN does not need to learn these symmetries in the training process.

Figure 3 shows the post-fit distributions of the RNN discriminants and signal-sensitive kinematic variables

in the three same-sign 2ℓ SRs. In the SS2` signal region, an RNN shape mis-modelling in ,/ events,

the largest background in that signal region, was observed. A correction to the RNN shape was evaluated

using a validation region enriched in the ,/ background and applied to each of the SS2`, SS24, and

SSDF signal regions. A detailed description of this correction is given in Section 7.

6.3 3ℓ channel

In the 3ℓ channel, exactly three isolated leptons with ?T > 15 GeV are required with a total charge of ±1.

The lepton with unique charge is labelled ℓ0, the lepton closest to ℓ0 in angular distance Δ' is labelled

ℓ1, and the remaining lepton is labelled ℓ2. This labelling scheme is demonstrated pictorially in the

leading-order Feynman diagram, Figure 1(c). In signal events, leptons ℓ0 and ℓ1 are most likely to originate

from the � → ,,∗ decay with probabilities of 99% and 85%, respectively.

The most prominent background processes in the 3ℓ channel are ,/ production and top quark processes

with either three prompt leptons (e.g., CC̄+) or two prompt leptons and one non-prompt lepton from a

1-hadron decay (e.g., CC̄).

The analysis of the 3ℓ channel separates events with at least one same-flavour, opposite-sign charge (SFOS)

lepton pair from events with zero SFOS lepton pairs, which have different signal-to-background ratios. Due

to the presence of background processes with / → ℓℓ decays as a dominant background, the former set of

events is hereafter referred to as the /-dominated channel, while the latter is referred to as the /-depleted

channel.

In the /-dominated channel, the major background processes are those involving / bosons. Therefore, the

invariant mass, <ℓℓ , for each SFOS pair is required to satisfy a /-veto selection: |<ℓℓ − </ | > 25 GeV.

To suppress background events from heavy-flavour quarkonia, the minimum invariant mass of all SFOS

pairs is required to be greater than 12 GeV. Furthermore, the �miss
T

is required to be larger than 30 GeV to

select final states with neutrinos. To suppress processes containing top quarks, events with at least one
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Figure 3: Post-fit distributions of the RNN discriminant in (a) SS2`, (b) SS24, and (c) SSDF SRs and (d) the

minimum lepton-jet invariant mass for each lepton in the SS2` SR, (e) the Δ' between each lepton and the nearest

jet in the SS24 SR, and (f) the number of jets in the SSDF SR. In (d), (e), (f), the post-fit ,� signal yield is overlaid.

The lower panel shows the ratio of the data to the sum of the fitted signal and background. The hatched band shows

the total uncertainty. The last bin includes overflow, where applicable. The post-fit results are obtained from the

combined 2-POI fit described in Section 9.1. “Q-flip” is the electron background with mis-identified charge, as

described in Section 7.
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1-tagged jets are vetoed. To remove overlapping leptons, the angular separation between all lepton pairs

must satisfy Δ'ℓℓ > 0.1. These selections constitute the /-dominated SR.

For both the channels, dedicated ANNs are used to separate signal from background. In the /-dominated

channel, fifteen variables are used as input — these are summarised in Table 15 of Appendix A. The

purpose of the single output classifier, ANNZdom, is to distinguish between the signal and the dominant

,/ background. Accordingly, it is trained against this background process. The output is used as final

discriminant in this channel.

In the /-depleted channel, the three dominant background processes are CC̄, ,/ , and ,,, . To

simultaneously separate the ,� signal from these backgrounds, a multi-classifier is used providing four

distinct output nodes, ANN8
Zdep, each describing the likeliness of the input event to stem from process 8

(8 =,�, CC̄, ,/ , ,,,) with the condition that
∑

8 ANN8
Zdep = 1. Table 16 of Appendix A summarises

the input variables used in the /-depleted channel.

To suppress processes containing top quarks, events with a high ANNC C̄
Zdep

score — greater than 0.25 —

or at least one 1-tagged jets are vetoed. Additionally, all lepton pairs must satisfy Δ'ℓℓ > 0.1 to remove

overlapping leptons. These selections constitute the /-depleted SR, whose final discriminant, ANNΔ

Zdep, is

defined as:

ANNΔ

Zdep = ANN,�
Zdep − ANN,/

Zdep − ANN,,,
Zdep . (1)

Figure 4 shows the post-fit distributions of the ANN discriminants and signal-sensitive kinematic variables

in both the /-dominated and /-depleted SRs.

6.4 4ℓ channel

The /� channel includes events with four isolated leptons with ?T > 10 GeV and total electric charge of

zero. Events containing an SFOS lepton pair with <ℓℓ < 12 GeV or a DFOS lepton pair with <ℓℓ < 10 GeV

are rejected to suppress the contamination from heavy-flavour quarkonia. Selected events are classified

into channels according to the number of SFOS lepton pairs: 1-SFOS and 2-SFOS. Events with no SFOS

lepton pairs are excluded.

The most prominent background process in the 4ℓ channel is // production, with smaller contributions from

top quark processes (e.g., CC̄/), processes with mis-identified leptons (e.g., CC̄,), and ,,/ production.

The reconstruction of the /� process proceeds through the identification of the leptons from the / boson,

called ℓ2 and ℓ3, as the SFOS lepton pair with invariant mass closest to the mass of the / boson. The

remaining two leptons, labelled ℓ0 and ℓ1, are candidates for originating from the Higgs boson decay.

This labelling scheme is demonstrated pictorially in the leading-order Feynman diagram, Figure 1(d).

To suppress the CC̄/ process, events containing 1-tagged jets are rejected. To reduce the // background

process in 2-SFOS events, the invariant mass of ℓ0 and ℓ1, <ℓ0ℓ1
, is required to be below 50 GeV; to ensure

orthogonality with the ATLAS � → //∗ → 4ℓ measurement [12], the 4-lepton invariant mass, <4ℓ , is

required to be below 115 GeV or above 130 GeV. Finally, the angular separation between ℓ0 and ℓ1, Δ'ℓ0ℓ1
,

is required to be larger than 0.2 to remove overlapping leptons.

The selections described above constitute the 1-SFOS and 2-SFOS SRs. For each SR, a discriminant based

on a BDT is used to achieve a further separation between the /� and // processes. Independent BDTs
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Figure 4: Post-fit distributions of (a) ANNZdom and (c) the azimuthal separation between lepton 0 and the �miss
T

,

Δqℓ0 ,miss, in the /-dominated SR as well as (b) ANNΔ

Zdep and (d) the angular distance between leptons 0 and 1,

Δ'ℓ0ℓ1
, in the /-depleted SR. In (c), the post-fit ,� signal yield is overlaid. The lower panel shows the ratio of the

data to the sum of the fitted signal and background. The last bin includes overflow, where applicable. The post-fit

results are obtained from the combined 2-POI fit described in Section 9.1.
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are trained for each SR but sharing a common set of input variables, which are summarised in Table 17 of

Appendix A.

Figure 5 shows the post-fit distributions of the BDT discriminants and signal-sensitive kinematic variables

in the two 4ℓ SRs.

6.5 STXS categorisation

The Stage 1.2 STXS categorisation scheme for +� production is split by the production mode (@@̄ → ,�,

@@̄ → /�, and 66 → /�), the ?T of the associated vector boson, and the number of jets, as shown

in Figure 17 of Appendix B. Based on the expected sensitivity of the measurement, kinematic fiducial

regions are merged to ensure each cross-section is measured with adequate precision, yielding a reduced

categorisation schemes, ?+
T

and STXS. In both the schemes, there is no splitting of events by jet multiplicity.

The fiducial regions for each are shown in Table 4.

For the ?+
T

scheme, the @@̄ → ,�, @@̄ → /�, and 66 → /� categories are merged into a single

+� category which is inclusive in the decay of the vector boson and which is defined in the fiducial

region |H� | < 2.5 where H� is the rapidity of the Higgs boson. The 250 ≤ ?+
T

< 400 GeV and

?+
T
≥ 400 GeV categories are merged into a single ?+

T
≥ 250 GeV category. This yields four measured

fiducial cross-sections.

In the STXS scheme, the @@̄ → , (→ ℓa)� category, written as ℓa� for brevity, is measured independently

of the @@̄ → / (→ ℓℓ/aa)� and 66 → / (→ ℓℓ/aa)� categories, which are merged and written as ℓℓ�

for brevity. The 150 ≤ ?+
T
< 250 GeV, 250 ≤ ?+

T
< 400 GeV, and ?+

T
≥ 400 GeV categories are merged

into a single ?+
T
≥ 150 GeV category. The EW @@� category with 60 ≤ < 9 9 < 120 GeV is measured

using the opposite-sign 2ℓ channel. This yields seven measured fiducial cross-sections.

Table 4: Summary the differential cross-sections measured in the ?+
T

and STXS schemes.

?+
T

scheme STXS scheme

+�, 0 ≤ ?+
T
< 75 GeV ℓa� and ℓℓ�, 0 ≤ ?+

T
< 75 GeV

+�, 75 ≤ ?+
T
< 150 GeV ℓa� and ℓℓ�, 75 ≤ ?+

T
< 150 GeV

+�, 150 ≤ ?+
T
< 250 GeV ℓa� and ℓℓ�, ?+

T
≥ 150 GeV

+�, ?+
T
≥ 250 GeV EW @@�, 60 ≤ < 9 9 < 120 GeV

For each of the channels considered by the analysis, subregions of the corresponding SRs are defined which

target the individual or pairs of the fiducial cross-sections above. The subregions are split using selections

on reconstructed proxies of ?+
T

; the boundaries of these selections were scanned and chosen to ensure

adequate expected sensitivity for all POIs measured by the corresponding channel. Table 5 summarises the

?+
T

proxies and selections for each channel and the relevant ?+
T

range for each subregion.

For the opposite-sign 2ℓ channel, the chosen proxy is the dĳet transverse momentum, ?
9 9

T
. For the same-sign

2ℓ channel, the chosen proxy is the scalar sum of the lepton, jet, and missing transverse momenta,
∑ |?T |.

The same splitting is shared between the SS2`, SS24, and SSDF SRs.

For the 3ℓ channel, a regression ANN is used to reconstruct the transverse momentum of the , boson.

The regression ANN receives a subset of the input variables used by the multi-classifier of the /-depleted
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Figure 5: Post-fit distributions of (a) the BDT output and (c) the invariant mass of the Higgs boson candidate, <ℓ0ℓ1
,

in the 1-SFOS SR and (b) the BDT output and (d) the azimuthal separation between the leptons from the Higgs boson

candidate in the rest frame of the Higgs boson, Δqboost
ℓ0ℓ1

, in the 2-SFOS SR. In (d), the post-fit /� signal yield is

overlaid. The lower panel shows the ratio of the data to the sum of the fitted signal and background, and the arrow in

(c) indicates the position of a point outside the vertical axis range. The hatched band shows the total uncertainty. The

last bin includes overflow, where applicable. The post-fit results are obtained from the combined 2-POI fit described

in Section 9.1.
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SR — these input variables are summarised in Table 18 of Appendix A. Its output node, ?'
T

, is chosen as a

proxy for ?+
T

and is utilised in both the /-dominated and /-depleted SRs.

For the 4ℓ channel, the chosen proxy is the transverse momentum of the / boson candidate, ?/
T
≔ ?

ℓ2ℓ3

T
.

The same splitting is applied to both the 1-SFOS and 2-SFOS SRs.

The performance of the proxies for several channels is shown in Figure 18 of Appendix B.

Table 5: Selections used to define the SRs entering the differential cross-section measurement. For each channel, the

?+
T

proxy and the selections applied to it are shown. In the context of the Stage 1.2 STXS framework, the ?+
T

range

relevant to each SR is also shown. In the case of the same-sign 2ℓ channel, the selections are the same for each of the

SS2`, SS24, and SSDF SRs; in the case of the 4ℓ channel, the selections are the same for each of the 1-SFOS and

2-SFOS SRs.

Channel ?+
T

proxy Reconstructed SR Relevant ?+
T

range

Opposite-sign 2ℓ
Dĳet transverse

momentum, ?
9 9

T

0 ≤ ?
9 9

T
< 160 GeV 0 ≤ ?+

T
< 150 GeV

160 ≤ ?
9 9

T
< 260 GeV 150 ≤ ?+

T
< 250 GeV

?
9 9

T
≥ 260 GeV ?+

T
≥ 250 GeV

Same-sign 2ℓ

Scalar sum of lepton, jet,

and missing transverse

momenta,
∑ |?T |

0 ≤ ∑ |?T | < 200 GeV 0 ≤ ?+
T
< 75 GeV

200 ≤ ∑ |?T | < 320 GeV 75 ≤ ?+
T
< 150 GeV

320 ≤ ∑ |?T | < 460 GeV 150 ≤ ?+
T
< 250 GeV

∑ |?T | ≥ 460 GeV ?+
T
≥ 250 GeV

3ℓ /-dominated

Regression ANN

for , transverse

momentum, ?'
T

0 ≤ ?'
T
< 90 GeV 0 ≤ ?+

T
< 75 GeV

90 ≤ ?'
T
< 180 GeV 75 ≤ ?+

T
< 150 GeV

?'
T
≥ 180 GeV ?+

T
≥ 150 GeV

3ℓ /-depleted

Regression ANN

for , transverse

momentum, ?'
T

0 ≤ ?'
T
< 90 GeV 0 ≤ ?+

T
< 75 GeV

90 ≤ ?'
T
< 180 GeV 75 ≤ ?+

T
< 150 GeV

180 ≤ ?'
T
< 270 GeV 150 ≤ ?+

T
< 250 GeV

?'
T
≥ 270 GeV ?+

T
≥ 250 GeV

4ℓ
/ boson transverse

momentum, ?/
T

0 ≤ ?/
T
< 75 GeV 0 ≤ ?+

T
< 75 GeV

75 ≤ ?/
T
< 150 GeV 75 ≤ ?+

T
< 150 GeV

150 ≤ ?/
T
< 250 GeV 150 ≤ ?+

T
< 250 GeV

?/
T
≥ 250 GeV ?+

T
≥ 250 GeV

Each channel uses the trained multivariate discriminant from the inclusive SR in each of its subregions;

retraining of the discriminant was tested for the 3ℓ channel without producing appreciable improvements

in sensitivity. The binning of the discriminant in each subregion is necessarily different from that of the

inclusive SR, owing to smaller sample sizes. These distributions are provided as input to the combined fit.

In the case of the STXS scheme, the opposite-sign 2ℓ SR is still split according to ?+
T

; however, only a

single fiducial cross-section of EW @@� is measured.

Figure 6 shows the relative contributions of the reduced categories in all reconstructed SRs. In each case,

the reduced categories provide the largest contributions in the corresponding SRs which aim to select
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them.

Post-fit distributions for a subset of the SRs are shown in Figures 7 and 8 for the 2ℓ/3ℓ and 4ℓ channels,

respectively.

7 Background modelling

The background contamination in the SRs results from various physics processes, each modelled by pure

data-driven prediction, pure MC prediction, or MC prediction normalised to data either using dedicated

CRs or using only the SRs. The first method — pure data-driven prediction — is used to estimate the

backgrounds with mis-identified leptons and electrons with mis-identified charge. In this estimate, rates and

differential distributions (“shapes”) are extracted from data exploiting the method described in Section 7.1.

In the second method, the rates and shapes are extracted from simulation and normalised to the predicted

cross-sections. In the third method, the rates are fit to data using the CRs — which are orthogonal to

the SRs — in addition to the SRs themselves, while the shapes are extracted from simulation. Table 6

summarises the method adopted for each background process in each signal region. The same methods are

adopted for the STXS measurement with no change of the CR definitions.

Table 6: Summary of background modelling for each channel. “Normalised in the fit” are the background processes

which are normalised in the fit but which do not have dedicated control regions; instead, their normalisation is

determined by the signal discriminant. Data-driven background processes have at least one reconstructed mis-

identified lepton.

Channel Pure MC Normalised in the fit Control region Data-driven

Opposite-sign 2ℓ ,/ , // , +++ , � (non-+�) – CC̄/,C, /+jets, ,, ,+W, ,+jets

Same-sign 2ℓ ,, , // , +++ , CC̄+ /C/ ,/ – ++W, ++jets

3ℓ // , +++ (non-,,,), CC̄+ /C/ , � (non-+�) ,,, ,/ /+W, /+jets, CC̄/,C, ,,

4ℓ +++ , CC̄+ /C,/ , � (non-+�) – // ,/ , CC̄, /C/ , /+jets, CC̄/,C

In the opposite-sign 2ℓ channel, different CRs are defined to normalise the top, /+jets, and,, background

processes. The +� output node of the ANN is required to be less than 0.2 to define a region orthogonal to

the SR, while dedicated selections on each of the ANN background nodes — ANN
top

DFOS
, ANN

/+jets

DFOS
, and

ANN,,
DFOS

— are used to define three CRs. The top CR is used to normalise both the CC̄ and ,C background

processes. The purities for the top, /+jets, and ,, CRs are 72%, 77%, and 58%, respectively. In this

section, a CR purity is defined as the number of events targeted by that CR relative to the total number of

events, each calculated within that CR.

In the same-sign 2ℓ channel, the ,/ background in the SR is normalised using a free fit parameter. The

CC̄ and /+jets background processes contribute when the charge of one lepton is wrongly assigned. An

electron with a hard bremsstrahlung or a mis-measured track curvature has a large charge mis-identification

probability, which is measured in data using a control sample of electrons from / boson decays. In this

sample, the ,/ background is obtained from MC and the mis-identified lepton background is obtained

from the data-driven procedure described in Section 7.1. The charge mis-identification probability is

parametrised as a function of electron ?T with six bins and |[ | with six bins. The bins were chosen in

accordance with the size of the event sample and the geometry of the detector. The charge mis-identification

probability varies from O(10−5) for the electrons with 15 < ?T < 60 GeV and |[ | < 0.6 to O(10−1)
for electrons with ?T > 300 GeV and |[ | > 2.3. The measured charge mis-identification probabilities
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Figure 6: Relative SM signal composition in terms of the reduced categories for each reconstructed SR of the (a)

2ℓ and (b) 3ℓ/4ℓ channels. The categorisation follows the ?+
T

scheme; however, the ,� and /� templates are

resolved to show their relative fraction in each SR. “Other ,�//�” includes forward Higgs bosons (i.e., Higgs

bosons produced with rapidity |H | > 2.5) and — for the 3ℓ channels only — Higgs boson processes not included in

the categorisation.
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Figure 7: Post-fit ANN/RNN discriminants in a subset of the SRs considered by the analysis: (a) opposite-sign 2ℓ

SR in the ?
9 9

T
≥ 260 GeV subregion, (b) SS2` SR in the 230 ≤ ∑ |?T | < 460 GeV subregion, (c) 3ℓ /-dominated

SR in the 90 ≤ ?'
T
< 180 GeV subregion, and (d) 3ℓ /-depleted SR in the 0 ≤ ?'

T
< 90 GeV subregion. The lower

panel shows the ratio of the data to the sum of the fitted signal and background. The hatched band shows the total

uncertainty. The post-fit results are obtained from the combined fit for the ?+
T

scheme, described in Section 9.1.
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Figure 8: Post-fit BDT discriminants in a subset of the SRs considered by the analysis: (a) 4ℓ 1-SFOS SR in the

0 ≤ ?/
T
< 75 GeV subregion and (b) 4ℓ 2-SFOS SR in the 75 ≤ ?/

T
< 150 GeV subregion. The lower panel shows

the ratio of the data to the sum of the fitted signal and background. The hatched band shows the total uncertainty.

The post-fit results are obtained from the combined fit for the ?+
T

scheme, described in Section 9.1.

are applied to a sample of opposite-sign leptons that satisfies the requirements of same-sign 2ℓ SRs,

resulting in an estimate of the charge mis-identification background in each SR. The fraction of the

charge mis-identification background is 26% in the SS24 SR and 1.6% in the SSDF SR. The muon charge

mis-identification probability is negligible in the ?T range relevant to this analysis.

The quality of the ,/ modelling of the RNN for the same-sign 2ℓ channel was evaluated in a ,/-enriched

validation region, defined using the selections common to each of the SS2`, SS24, and SSDF SRs but

inclusive in the flavours of the leading isolated leptons. This validation region also requires an additional

reconstructed lepton with ?T > 15 GeV and meeting looser quality criteria than those applied to the two

leading isolated leptons. These looser leptons are reconstructed imperfectly and are similar to those missed

in ,/ events in which only two leptons are reconstructed. As a consequence, the RNN distribution in this

region is sensitive to the quality of simulating events with real leptons from ,/ . This validation region is

also depleted in signal, with relative signal fractions of < 1% inclusively and < 2% in the signal-sensitive

bin. A shape mis-modelling of the RNN shape for ,/ events is observed, amounting to 30% less data

than predicted in the bins of higher value of the RNN output. The source of this mis-modelling was found

to be particularly enhanced at small values of the Δ' distribution between a lepton and its nearest jet. As

the signal events tend to be at low values of this variable, the high-score regions of the RNN also exhibit

this mis-modelling. A dedicated correction to the RNN shape in the ,/ background is derived by fitting

an exponential function to the ratio of data — with the non-,/ background subtracted — to the ,/

background. The correction is then applied to the ,/ background in each of the SS2`, SS24, and SSDF

signal regions, with a 100% systematic uncertainty assigned to the correction and decorrelated among the
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signal regions. This uncertainty reduces the expected sensitivity of the same-sign 2ℓ channel by ∼20% with

respect to what is obtained neglecting it. Good modelling is observed for events with three reconstructed

leptons that are required to meet stringent quality criteria — as shown in Figure 10. Consequently, no

additional correction or uncertainty is needed for the 3ℓ channels.

In the 3ℓ channel, ,/ CRs are defined by requiring at least one SFOS lepton pair and by inverting the

/-veto selection with respect to the /-domintated SR. The ,/ background normalisation depends on the

jet multiplicity of the events, so the CR is split into two regions containing events with no reconstructed

jets and events with at least one reconstructed jet, respectively. The purity of the regions without jets is

93% and the purity of the region with one or more jets is 88%.

Motivated by an excess in the measurement of the ,,, +,� rate reported in Ref. [135], the ,,,

background is normalised in the fit procedure through a floating parameter and without a dedicated CR.

The ,,, process is the largest background in the 3ℓ /-depleted channel followed by ,/ production,

and thus the value of the ,,, normalisation factor is entirely determined by this channel. The measured

normalisation factor, 2.2+0.7
−0.6

, is consistent with the measured signal strength, 1.61± 0.25, from the ATLAS

,,, analysis [135].

In the 4ℓ channel, a dedicated CR is used to estimate the normalisation factor of the // process. It is

defined in the 2-SFOS channel after the 1-jet veto by adding a set of requirements on the invariant mass of

each of the lepton pairs. To select on-shell / boson leptonic decays, <ℓ2ℓ3
is required to be within ±10 GeV

of the / boson mass. The invariant mass <ℓ0ℓ1
must be above 50 GeV. The purity of this region is about

97%.

Figures 9, 10, and 11 show distributions of the multivariate discriminants, described in Section 6, in the

relevant CRs. Good modelling is observed in the CRs for all of the distributions shown.

The background processes which are not normalised in the fit procedure or not measured via data-driven

methods are estimated via pure MC prediction and normalised to their theoretical cross-sections.
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Figure 9: Post-fit distributions of (a) ANN
top

VHOS
in the top CR, (b) ANN

/+jets

VHOS
in the /+jets CR, and (c) ANN,,

VHOS
in

the ,, CR of the opposite-sign 2ℓ channel. The lower panel shows the ratio of the data to the sum of the fitted signal

and background. The hatched band shows the total uncertainty. The last bin includes overflow, where applicable.

The post-fit results are obtained from the combined 2-POI fit described in Section 9.1.
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(d)

Figure 10: Post-fit distributions of ANNZdom in the (a) ,/ CR with no jets and (b) ,/ CR with at least one jet and

of ANNΔ

Zdep
in the (c) ,/ CR with no jets and (d) ,/ CR with at least one jet. The binning of each distribution

matches that used in the corresponding SR where that distribution is relevant. The lower panel shows the ratio of the

data to the sum of the fitted signal and background, and the arrow in (d) indicates the position of a point outside the

vertical axis range. The hatched band shows the total uncertainty. The post-fit results are obtained from the combined

2-POI fit described in Section 9.1.
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Figure 11: Post-fit distributions of the (a) 1-SFOS BDT output and (b) 2-SFOS BDT output in the // CR. The

binning of each distribution matches that used in the corresponding SR where that distribution is relevant. The lower

panel shows the ratio of the data to the sum of the fitted signal and background. The hatched band shows the total

uncertainty. The post-fit results are obtained from the combined 2-POI fit described in Section 9.1.

7.1 Backgrounds with non-prompt leptons

Non-prompt electrons can originate from the decays of heavy-flavour hadrons, mis-identification of

hadronic jets, and photon conversions in the detector material, with an admixture depending on the lepton

quality requirements and event categories. Non-prompt muons only originate from decays of heavy-flavour

hadrons. The physical processes which contribute non-prompt leptons in each channel are summarised in

Table 6.

All backgrounds with non-prompt leptons are estimated by weighting events from dedicated control

samples with extrapolation factors. Except for requiring one of the lepton candidates to be an anti-identified

(“anti-ID”) lepton, these control samples satisfy all of the nominal selections given in Table 2. An anti-ID

lepton fails to meet the full identification criteria used to select identified (“ID”) leptons but satisfies a

looser set of criteria. The extrapolation factors are defined as the ratios between the numbers of events with

non-prompt lepton candidates being ID and anti-ID. Using the control samples, a maximum-likelihood fit

measures the extrapolation factors such that the total number of weighted events matches the number of

observed data events with only ID leptons after subtracting the expected contribution from processes with

only prompt leptons.

The non-prompt electron background in 2ℓ and 3ℓ channels is estimated from simulation with data-driven

corrections. The corresponding extrapolation factors are measured separately for three sources — heavy-

flavour jets, light-flavour jets, and W conversions — using three sets of samples enriched in CC̄, /+jets, and

/+W events, respectively. The simulated events with a non-prompt anti-ID electron are counted according

to the source of the non-prompt electron and weighted by extrapolation factors. This yields three sets of

extrapolation factors which are simultaneously measured using a maximum-likelihood fit. In contrast, the
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non-prompt muon background in 2ℓ and 3ℓ channels is estimated by using a fully data-driven technique.

From a sample enriched in CC̄, the number of events with a non-prompt muon is calculated from the

observed data after subtracting the expected contribution from processes with only prompt muons. The

corresponding extrapolation factors are then obtained from a maximum-likelihood fit. The non-prompt

electron and muon extrapolation factors are both measured in bins of lepton ?T.

The measurement of the non-prompt electron and muon extrapolation factors for the 4ℓ channel follows

a similar procedure to the measurement of the non-prompt muon extrapolation factors for the 2ℓ and 3ℓ

channels. The differences between the 2ℓ and 3ℓ channels are due to the looser lepton selection and the

lower sample size available in the control samples. The extrapolation factors are measured in a sample

enriched in /+jets events and are inclusive in lepton ?T. Processes with two non-prompt leptons are

accounted for in the extrapolation by applying a correction term evaluated in a sample where two of the

lepton candidates are anti-ID.

8 Systematic uncertainties

The experimental and theoretical sources of systematic uncertainties are evaluated using MC samples

and their effects are included in the statistical analysis. The impact of each uncertainty is estimated per

analysis region and per bin. A list of the systematic uncertainty sources with corresponding impact on the

measurement is shown in Section 9.2.

The theoretical and experimental uncertainties are varied in a correlated way for all MC processes across

all signal and control region bins, which considers the normalisation extrapolation from control to signal

regions.

8.1 Experimental uncertainties

Experimental uncertainties associated with leptons originate from the reconstruction, identification, and

isolation efficiencies [120, 121] and from the scale and resolution of the energy or momentum [136, 137].

For jets, uncertainties arise from the jet energy scale and resolution [126], the performance of the pile-up

jet tagger [127, 129], and the 1-jet identification [131]. Furthermore, uncertainties due to the trigger

selection [117, 118] and the soft term in the reconstruction of the �miss
T

[132] are estimated. The uncertainty

in the modelling of pile-up for simulated samples is estimated by varying the reweighting to the profile in

data within its uncertainties. The uncertainty in the integrated luminosity is 0.83% [30], which is measured

using the LUCID-2 detector [138]. The luminosity uncertainty is applied to the signal and background

processes which are normalised to theoretical predictions.

For the data-driven estimate of the backgrounds attributed to mis-identified leptons and electrons with

mis-identified charge, uncertainties are considered for the availability of data and MC statistics, variations

on the theoretical predictions of the prompt lepton backgrounds, variations in the analysis selections, and

the self-consistency of the method.

The largest sources of experimental uncertainties are the following: jet energy scale and resolution

uncertainties for the opposite-sign 2ℓ channel; uncertainties relating to the RNN shape for ,/ , the estimate

of the mis-identified lepton background, and the estimate of the electron background with mis-identified
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charge for the same-sign 2ℓ channel; and uncertainties relating to the estimate of the mis-identified lepton

background and the isolation of leptons for the 3ℓ and 4ℓ channels.

8.2 Theoretical uncertainties

The impact of the theoretical sources of uncertainty is evaluated by reweighting MC events or by using

alternative MC samples, which are detailed in Table 1. Uncertainties computed as differences between

two samples are symmetrised. Uncertainties in background processes with negligible contributions in

the signal regions are not considered. All uncertainties are computed using detector-level events unless

specified otherwise.

For all processes, the uncertainty in missing higher-order corrections is computed as the maximum variation

of the envelope resulting from simultaneous variations of the renormalisation and factorisation scales

by factors of 0.5 and 2. The uncertainty in the central value of the PDF set is evaluated by comparing

the nominal weight to alternative weights, the latter encapsulating the experimental and model-related

uncertainties entering the PDF fit. The uncertainty in the central value of the strong coupling constant,

UB = 0.1180 ± 0.0015, is evaluated by varying it up and down by its uncertainty and recalculating the

event weight for each case. The midpoint between these varied weights is symmetrised and assigned as the

corresponding uncertainty in the nominal weight.

The uncertainty in the PS modelling for the Higgs boson processes is assigned as the difference between

the nominal sample showered with Pythia 8 and an alternative sample showered with Herwig 7. For the

+� signal process, this uncertainty is computed using particle-level events with selections similar to those

on detector-level and the same multivariate discriminants.

The merging of the NLO and LO matrix elements for the++ processes, which are modelled by Sherpa 2.2.2,

is performed using the MEPS@NLO prescription [90]. A jet merging uncertainty (“CKKW”) is assigned

by varying the nominal threshold (20 GeV) separating the ME and the PS up (30 GeV) and down (15 GeV).

Similarly, a PS resummation uncertainty (“QSF”) is assigned by varying the resummation scale up and

down by factors of 2 and 0.5, respectively. The uncertainty due to the choice of the PS momentum

recoil scheme (“CSSKIN”) is computed by comparing the nominal sample, which uses the recoil scheme

described in Ref. [86], to an alternative sample, which uses the recoil scheme described in Ref. [139]. In a

manner analogous to the PS modelling uncertainty in +�, the CKKW, QSF, and CSSKIN uncertainties in

++ are all computed using particle-level events.

The uncertainty in the ME and PS modelling for the+++ and /+jets processes are assigned as the difference

between the nominal Sherpa samples and alternative samples generated with MadGraph5_aMC@NLO

and showered with Pythia 8.

The uncertainty in the hadronisation and fragmentation modelling for the CC̄ sample is assigned as the

difference between the nominal sample showered with Pythia 8 and an alternative sample showered

with Herwig 7. The uncertainty in the choice of generator and matching algorithm is assigned as the

difference between the nominal sample generated with Powheg and an alternative sample generated with

MadGraph5_aMC@NLO. Uncertainties in the modelling of initial- and final-state radiation are assigned

by varying scale, resummation, and showering parameters.

In the total cross-section measurement, signal modelling uncertainties are computed separately for the

,� and /� processes and decorrelated in the fit. The MC weights are varied using the inclusive samples

and the uncertainties are computed in each signal and control region. In the differential cross-section
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measurement, signal modelling uncertainties are computed for each fiducial bin of the corresponding

scheme, using the binning defined in the STXS Stage 1.2 convention and without applying any merging. For

the missing higher-order QCD corrections, the uncertainty model described in Ref. [140] is used, resulting

in a set of uncertainties in the total cross-section correlated across fiducial bins and a set of migration

uncertainties across the fiducial bin boundaries. Seven independent QCD uncertainty components are

considered. One component affects the total production cross-section, while the other six are pure migration

uncertainties. Four of these components are designed to model uncertainties across ?+
T

boundaries (75,

150, 250, and 400 GeV) while the other two affect jet bin migrations across the =jets = 1 and 2 boundaries.

The uncertainties affect both the analysis acceptance, defined as the fraction of events in a fiducial region

passing the analysis selection, and the predicted cross-section per fiducial region.

The largest sources of theoretical uncertainties are the following: uncertainties in the hadronisa-

tion/fragmentation modelling of CC̄ production and on the ME/PS modelling of /+jets production for the

opposite-sign 2ℓ channel; uncertainties in the PS modelling of,/ production for the same-sign 2ℓ channel;

uncertainties in the choice of PS recoil scheme for ,/ production and on the ME/PS modelling of ,,,

production for the 3ℓ channel; and uncertainties in the missing higher-order corrections to /� production

and on the � → ,,∗ branching ratio for the 4ℓ channel.

9 Fit procedure and results

9.1 Fit procedure

A binned likelihood function is constructed as a product of Poisson probability terms over the bins of the

different SRs defined in Section 6. The binned likelihood function is parameterised in terms of a signal

strength, `, defined as the ratio of the observed signal yield to that predicted by the SM. The signal strength

constitutes the POI of the measurement. Additionally, a Poisson probability term is added for each CR and

used to fit the normalisation of its corresponding background process in the combined measurement via

a floating normalisation factor. Systematic uncertainties enter as nuisance parameters in the likelihood

function — primarily in the form of Gaussian distributed constraints — and their correlations are taken

into account. The final results are obtained using the profile likelihood method [141].

For the cross-section measurement of,� and /� production, two fit scenarios are considered: a combined

1-POI fit, where the ,� and /� yields are simultaneously scaled by a single POI, `+� , and a combined

2-POI fit, where the ,� and /� yields are independently scaled by two POIs, `,� and `/� , respectively.

In the case of the 1-POI fit, the SM expectation is assumed for the cross-section ratio of the ,� and /�

production processes.

Table 7 summarises the regions entering the combined fit. A similar prescription is followed for the

differential measurement, where the SRs in the table are split according to Table 5 and the four (?+
T

scheme)

or seven (STXS scheme) fiducial cross-sections of interest are independently scaled by an equal number

of POIs. The cross-sections for non-+� Higgs boson processes are fixed to their SM expectations in the

combined fit.

For both the total and differential cross-section measurements, the pure normalisation components of

the signal theory uncertainties are factorised from the pure acceptance components — only the latter

components enter the cross-section fit.
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Table 7: Summary of SRs — including the chosen SR discriminants — and CRs in each channel entering the

combined total cross-section fit. The SR discriminants enter the combined fit as histograms, and the corresponding

figures showing the post-fit histograms are referred in parentheses after each SR discriminant; the CRs enter the

combined fit as counters.

Channel SR SR discriminant Relevant CR(s)

Opposite-sign 2ℓ – ANNDFOS (2(a)) Top, /+jets, ,,

Same-sign 2ℓ

SS2` RNN output (3(a))

–SS24 RNN output (3(b))

SSDF RNN output (3(c))

3ℓ
/-dominated ANNZdom (4(a))

,/ 0-jet, ,/ ≥1-jets
/-depleted ANNΔ

Zdep (4(b))

4ℓ
1-SFOS 1-SFOS BDT output (5(a))

//
2-SFOS 2-SFOS BDT output (5(b))

9.2 Results

9.2.1 Total cross-section results

The post-fit MC and data yields in each SR are shown in Table 8. The observed data yields agree, in both

the rate and shape, within uncertainties with the expected yields from MC in all SRs.

Table 9 shows the expected and observed values of the signal strengths for the single-channel, combined

1-POI, and combined 2-POI fits, and Table 10 shows the observed values of the normalisation factors for

the combined 2-POI fit. Figure 12 shows the observed values of the total ,�, /�, and +� cross-sections

times the � → ,,∗ branching ratio, normalised to the SM predictions, and Figure 13 shows the observed

profile likelihood for the combined and single-channel results. Figure 14 shows the two-dimensional

likelihood contours of the observed values of f/� × B�→,,∗ vs. f,� × B�→,,∗ compared with the

SM predictions.

For the combined 1-POI fit, the +� signal strength is measured to be:

`+� = 0.92+0.21
−0.20 (stat.)+0.13

−0.12 (syst.) ,

corresponding to a 4.5f significance over the background-only hypothesis and consistent with the SM

expectation with a ?-value of 73%. The total +� cross-section times the � → ,,∗ branching ratio is

measured to be:

f+� × B�→,,∗ = 0.44+0.10
−0.09 (stat.)+0.06

−0.05 (syst.) pb ,

in agreement with the SM expectation of 0.48 ± 0.01 pb [21].

For the combined 2-POI fit, the ,� and /� signal strengths are measured to be:

`,� = 0.48+0.26
−0.25 (stat.)+0.18

−0.16 (syst.) ,

`/� = 1.6+0.5
−0.4 (stat.) ± 0.2 (syst.) .

(2)
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Table 8: Post-fit signal, background, and observed data yields in each SR as measured by the 2-POI fit. The /+jets

and top processes for a given channel correspond to those with only prompt leptons, as described in Section 7. The

uncertainties correspond to the total of all statistical and systematic sources. The quadrature sum of the individual

sources may differ from the total uncertainty due to correlations.

OS 2ℓ SS 2ℓ

Process SS2` SS24 SSDF

,� 11 ± 7 33 ± 21 12 ± 8 48 ± 31

/� 20 ± 6 7.2 ± 2.2 4.1 ± 1.2 14 ± 4

Other Higgs 61 ± 14 19.0 ± 2.2 9.3 ± 1.1 33 ± 4

,, 260 ± 50 260 ± 40 109 ± 15 380 ± 50

,/ 41.5 ± 3.1 1420 ± 150 850 ± 90 2630 ± 270

// 7.8 ± 0.7 144 ± 17 101 ± 8 309 ± 28

/+W 10 ± 7 —- —- —-

+++ 19 ± 6 190 ± 50 86 ± 24 290 ± 80

/+jets 302 ± 27 —- —- —-

Top 1020 ± 70 33.0 ± 2.7 16.2 ± 1.3 54 ± 5

Mis-identified leptons 25 ± 6 320 ± 130 1090 ± 100 2080 ± 260

Charge-flip electrons —- —- 930 ± 70 109 ± 8

Total 1780 ± 40 2420 ± 50 3200 ± 50 5950 ± 70

Observed 1788 2438 3233 5906

3ℓ 4ℓ

Process /-dominated /-depleted 1-SFOS 2-SFOS

,� 12 ± 7 6 ± 4 —- —-

/� 4.4 ± 1.3 1.7 ± 0.5 15 ± 4 10.7 ± 3.2

Other Higgs 1.80 ± 0.17 2.83 ± 0.31 1.88 ± 0.22 0.68 ± 0.08

,/ 877 ± 20 24.6 ± 1.6 —- —-

// 130 ± 17 2.63 ± 0.28 29.2 ± 1.5 306 ± 9

,,, 64 ± 16 35 ± 9 —- —-

,,/ 3.81 ± 0.09 1.64 ± 0.05 10.9 ± 1.0 1.58 ± 0.14

,// 0.310 ± 0.008 < 0.1 0.447 ± 0.034 < 0.1

Top 14.5 ± 1.3 4.8 ± 0.4 8.8 ± 0.9 1.45 ± 0.14

Mis-identified leptons 98 ± 14 12.5 ± 2.9 14.5 ± 3.2 5.5 ± 1.2

Total 1205 ± 23 92 ± 8 80 ± 5 326 ± 9

Observed 1237 88 79 316
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The observed values of `,� and `/� are compatible at a level of 2.0f, and they are consistent with the

SM expectations with a ?-value of 13%. The observed /� result exceeds the SM prediction due to an

excess in the 4ℓ 1-SFOS SR. The observed `,� is smaller than the SM prediction due to deficits in the 3ℓ

/-depleted SR and the same-sign 2ℓ channel. The total ,� and /� cross-sections times the � → ,,∗

branching ratio are measured to be:

f,� × B�→,,∗ = 0.14+0.08
−0.07 (stat.) ± 0.05 (syst.) pb ,

f/� × B�→,,∗ = 0.31+0.09
−0.08 (stat.) ± 0.03 (syst.) pb ,

(3)

while the SM expectations are 0.294 ± 0.009 pb (,�) and 0.190+0.009
−0.008

pb (/�), respectively [21].

Table 9: The observed values of the signal strengths and the corresponding statistical significances, /0, for the

single-channel fits and the combined 1- and 2-POI fits. For each fit, both the expected and observed results are shown.

The uncertainties correspond to the total of all statistical and systematic sources. The statistical significances are

quoted in units of standard deviations above the background-only hypothesis.

Channel POI / /0 Expected Observed

Opposite-sign 2ℓ
`+� 1.0 ± 1.0 1.9+1.1

−1.0

/0 1.0 1.9

Same-sign 2ℓ
`,� 1.0 ± 0.5 0.1 ± 0.5

/0 1.8 0.2

3ℓ
`,� 1.0 ± 0.4 0.6 ± 0.4

/0 2.8 1.8

4ℓ
`/� 1.0+0.5

−0.4
1.6 ± 0.5

/0 3.1 4.4

Combined 1-POI
`+� 1.00+0.26

−0.24
0.92+0.25

−0.23

/0 4.8 4.5

Combined 2-POI

`,� 1.00+0.35
−0.33

0.48+0.32
−0.30

`/� 1.0+0.5
−0.4

1.6 ± 0.5

/,�
0

3.3 1.6

//�
0

3.1 4.5
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Table 10: The observed values of the background normalisation factors for the combined 2-POI fit. The uncertainties

correspond to the total of all statistical and systematic sources.

Channel Background Normalisation factor

Opposite-sign 2ℓ

Top 1.0+0.3
−0.2

/+jets 0.86+0.15
−0.14

,, 0.9+0.3
−0.2

Same-sign 2ℓ ,/ 0.90+0.17
−0.16

3ℓ

,/ 0-jet 1.03 ± 0.06

,/ ≥1-jets 0.88+0.16
−0.15

,,, 2.2+0.7
−0.6

4ℓ // 0.98 ± 0.07

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

SM
)*WW → HB × σ) / (*WW → HB × σ(

 0.23−

 0.24+
0.92   ,  0.20−

 0.21+
                               0.11−

 0.13+
                                              (                     )          0.02±VH

 0.5−

 0.5+
1.6   ,  0.4−

 0.5+
                               0.1−

 0.2+
                                              (                     )          0.05±ZH

 0.30−

 0.31+
0.48   ,  0.25−

 0.26+
                               0.16−

 0.17+
                                              (                     )          0.03±WH

Total ( Stat.,  Syst. ) SM Unc.

Total

Statistical Unc.

Systematic Unc.

SM Prediction

ATLAS   
 1− = 13 TeV, 140 fbs

*WW → H, VH

-value = 13% (2-POI)p

-value = 73% (1-POI)p

Figure 12: Best-fit values of the total ,�, /�, and +� cross-sections times the � → ,,∗ branching ratio. The

,�//� and +� results are obtained from the combined 2- and 1-POI fits, respectively. Each measurement is

normalised to its SM prediction. The black error bars, orange boxes, and blue boxes show the total, statistical, and

systematic uncertainties in the measurements, respectively. The grey bands represent the theory uncertainty of the

corresponding Higgs boson production mode.

Table 19 of Appendix C shows the relative impact of the different sources of uncertainty in the observed

values of the total cross-sections. For all fit scenarios, the observed results are dominated by statistical

uncertainties in data. For the ,� measurement, the RNN shape uncertainty for ,/ (23%) and the ,/

0-jet (11%) and +++ (12%) background uncertainties are the dominant systematic uncertainties; for the

/� measurement, muon experimental uncertainties (4.1%) are the dominant systematic uncertainties.
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Figure 14: Two-dimensional likelihood contours of the observed values of f/� × B�→,,∗ vs. f,� × B�→,,∗ at

the 68% and 95% confidence levels (CLs) compared with the predictions from the SM. The 68% confidence level on

the SM predictions for the /� and ,� cross-sections times branching fraction is indicated by the magenta ellipse.
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9.2.2 Differential cross-section results

For the differential cross-section measurement, two fits are performed: one for the ?+
T

scheme and one

for the STXS scheme. The analysis regions are the same for both the fits. The signal samples are split

into signal templates following the STXS Stage 1.2 categorisation. The cross-section for each template

is scaled by its own POI, (f × B�→,,∗)/(f × B�→,,∗)SM. The POIs are correlated (i.e., coherently

tuned via a single POI) to provide the results in merged bins of the STXS categorisation; for example, the

POIs for different jet multiplicity bins are correlated as are the POIs for the 250 ≤ ?+
T
< 400 GeV and

?+
T
≥ 400 GeV bins.

For the ?+
T

scheme, the POIs for the ,� and /� production modes are correlated to provide combined

+� production mode POIs; for the + → @@̄ signal template fit, the signal is split into four ?+
T

bins and the

POIs are correlated with those of the + → ℓℓ/aa channels.

The fitted POIs and normalisation factors for the ?+
T

and STXS schemes are summarised in Tables 11 and

12, respectively. The POIs are plotted in Figure 15.

Table 11: Observed fit results for the ?+
T

scheme. A lower limit on the POI for the +�, ?+
T
≥ 250 GeV category

was set at −0.76 to prevent the likelihood from reaching an unphysical region with zero observed and zero expected

events in any bin of the analysis. The label “LL” indicates that the interval reaches its minimum allowed value. “Stat.

unc.” and “Syst. unc.” indicate the statistical and systematic components, respectively, of the total uncertainty in

the corresponding POI. For the normalisation factors, only the total uncertainties are quoted. A 95% confidence

level upper limit on the POI for the +�, ?+
T
≥ 250 GeV category was computed and found to be 2.1. In the limit

computation, the other POIs were left free to float.

Fit results for the ?+
T

scheme

Normalisation factors (fcategory × B�→,,∗)/(fcategory × B�→,,∗)SM

Parameter Fit result Category Fit result Stat. unc. Syst. unc.

Top 0.9+0.3
−0.2

+�, 0 ≤ ?+
T
< 75 GeV 1.2 ± 0.5 +0.5

−0.4
+0.2
−0.1

/+jets 0.86+0.12
−0.11

+�, 75 ≤ ?+
T
< 150 GeV 1.2 ± 0.5 +0.5

−0.4
+0.2
−0.1

,, 0.9+0.3
−0.2

+�, 150 ≤ ?+
T
< 250 GeV 0.4+0.7

−0.6
+0.6
−0.5

±0.3

,/ (SS 2ℓ) 1.12+0.17
−0.15

+�, ?+
T
≥ 250 GeV 0.1+1.0

−0.9 (LL)
+0.9
−0.8

+0.5
−0.4

,/ 0-jet 1.00 ± 0.06

,/ ≥1-jets 0.89+0.16
−0.15

,,, 2.0+0.6
−0.5

// 1.00 ± 0.03
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Figure 15: Observed fit results for (a) the ?+
T

measurement and (b) the STXS Stage 1.2 measurement. The hatched

band indicated with “Unp. Likelihood” shows the region of the parameter space where the likelihood becomes

unphysical.
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Table 12: Observed fit results for the STXS scheme. A lower limit on the POI for the ℓℓ�, ?+
T
≥ 150 GeV category

was set at −0.2 to prevent the likelihood from reaching an unphysical region with zero observed and zero expected

events in any bin of the analysis. The label “LL” indicates that the interval reaches its minimum allowed value. “Stat.

unc.” and “Syst. unc.” indicate the statistical and systematic components, respectively, of the total uncertainty in

the corresponding POI. For the normalisation factors, only the total uncertainties are quoted. A 95% confidence

level upper limit on the POI for the ℓℓ�, ?+
T
≥ 150 GeV category was computed and found to be 1.6. In the limit

computation, the other POIs were left free to float.

Fit results for the STXS scheme

Normalisation factors (fSTXS category × B�→,,∗)/(fSTXS category × B�→,,∗)SM

Parameter Fit result STXS category Fit result Stat. unc. Syst. unc.

Top 0.9+0.3
−0.2

ℓa�, 0 ≤ ?+
T
< 75 GeV 0.0+0.8

−0.7
+0.8
−0.7

±0.3

/+jets 0.85+0.12
−0.11

ℓa�, 75 ≤ ?+
T
< 150 GeV 0.9 ± 0.8 +0.8

−0.7
+0.3
−0.2

,, 0.9+0.3
−0.2

ℓa�, ?+
T
≥ 150 GeV 0.5+0.7

−0.6
+0.6
−0.5

+0.4
−0.3

,/ (SS 2ℓ) 1.14+0.17
−0.15

ℓℓ�, 0 ≤ ?+
T
< 75 GeV 2.6+1.1

−0.9
+1.0
−0.9

+0.4
−0.3

,/ 0-jet 1.00 ± 0.06 ℓℓ�, 75 ≤ ?+
T
< 150 GeV 1.9+1.0

−0.8
+0.9
−0.8

+0.4
−0.2

,/ ≥1-jets 0.88+0.16
−0.15

ℓℓ�, ?+
T
≥ 150 GeV −0.2+0.6

−0.0 (LL)
+0.5
−0.0 (LL)

+0.2
−0.0 (LL)

,,, 2.2+0.7
−0.6

@@�, 60 ≤ < 9 9 < 120 GeV 1.2+1.2
−1.1

±0.9 +0.7
−0.6

// 0.99 ± 0.03

Due to deficits in data in several bins of the analysis — in particular the SS2` region — some of observed

POIs are close to zero. Moreover, the expected total yield becomes negative for large negative values of

the POIs; therefore, a constraint was imposed on the POI for the +�, ?+
T
≥ 250 GeV category in the ?+

T

scheme and on the POI for the ℓℓ�, ?+
T
≥ 150 GeV category in the STXS scheme. In both the cases, the

lower limit of the 68% confidence interval cannot be reached before the likelihood becomes ill-defined

due to negative expected yields in some bins. The value at which this happens was specified in Tables 11

and 12. Given that this indicates a very low expected signal yield, a test of the validity of the asymptotic

approximation was performed on such parameters. A small degree of over-coverage (71% with respect

to 68%) of the confidence interval was observed for the POI for the ℓℓ�, ?+
T
≥ 150 GeV category. The

confidence interval is defined as in Ref. [141].

There are also some notable differences in the normalisation factors obtained from the total and differential

cross-section measurements. For the opposite-sign 2ℓ channel, the top normalisation factor in the

differential cross-section measurement is smaller than that obtained in the total cross-section measurement.

The nuisance parameter which tunes the CC̄ parton-shower modelling uncertainty is sensitive to the ?+
T

modelling; therefore, it can be pulled differently in the two measurements. In the case of the differential

cross-section measurement, the best-fit value of this nuisance parameter increases the CC̄ yield in the CC̄ CR.

To compensate for such an increase, the top normalisation factor decreases. For the same-sign 2ℓ channel,

the ,/ normalisation factor in the differential cross-section measurement is larger than that obtained in

the total cross-section measurement. The ,/ normalisation factor is driven by the background-like bins

of the signal regions in the same-sign 2ℓ channel. As those signal regions are split differently in the two

measurement scenarios, the resulting ,/ normalisation factors are also different.

The POIs were converted to fiducial cross-sections by multiplying the POIs by the cross-sections used to

normalise the signal templates in each bin of the ?+
T

and STXS schemes. The resulting values are shown in
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Table 13.

Table 13: Observed cross-sections times the � → ,,∗ branching ratio for the ?+
T

and STXS schemes. “Stat. unc.”

and “Syst. unc.” indicate the statistical and systematic components, respectively, of the total uncertainty on the

corresponding POI. “SM” indicates the SM expectation.

f × B�→,,∗ [fb]

?+
T

scheme (|H� | < 2.5) STXS scheme

?+
T

interval [GeV] Value Stat. unc. Syst. unc. SM STXS category [?+
T

and < 9 9 in GeV] Value Stat. unc. Syst. unc. SM

+� (0 ≤ ?+
T
< 75) 270 +110

−100
+40
−30

220 ± 40 ℓa� (0 ≤ ?+
T
< 75) 0 +40

−30
±10 46.3 ± 1.8

+� (75 ≤ ?+
T
< 150) 180 +70

−60
+30
−20

151 ± 34 ℓa� (75 ≤ ?+
T
< 150) 26 +22

−21
+8
−7

28.9 ± 1.2

+� (150 ≤ ?+
T
< 250) 18 +28

−26
+17
−13

50 ± 15 ℓa� (?+
T
≥ 150) 5 ±6 ±4 11.5 ± 0.5

+� (?+
T
≥ 250) 1 +12

−11
+7
−6

14 ± 4 ℓℓ� (0 ≤ ?+
T
< 75) 62 +25

−21
+11
−7

24.1 ± 1.7

ℓℓ� (75 ≤ ?+
T
< 150) 35 +17

−14
+7
−4

18.7 ± 1.5

ℓℓ� (?+
T
≥ 150) −2 +5

−0
+1
−0

8.7 ± 1.0

@@� (60 ≤ < 9 9 < 120) 110 +90
−80

±60 91.8 ± 3.3

The differential cross-section as a function of ?+
T

is shown in Figure 16.

Finally, Tables 20 and 21 of Appendix C show the fractional contributions from statistical and systematic

sources to the total uncertainties reported in ?+
T

and STXS schemes, respectively. As for the total

cross-section measurement, the differential results are dominated by statistical uncertainties in data.
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theoretical expectation is also shown.
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10 Conclusions

A measurement of the total Higgs boson production cross-sections via associated ,� and /� production

using � → ,,∗ → ℓaℓa and � → ,,∗ → ℓa 9 9 decays is presented. Results for combined ,� and

/� production are also presented. The analysis uses proton–proton events delivered by the Large Hadron

Collider at a centre-of-mass energy of 13 TeV and recorded by the ATLAS detector between 2015 and

2018. The data correspond to an integrated luminosity of 140 fb−1. The +� signal strength is measured to

be 0.92+0.21
−0.20

(stat.)+0.13
−0.12

(syst.), corresponding to a 4.5f significance over the background-only hypothesis.

The products of the � → ,,∗ branching fraction times the ,� and /� cross-sections are measured to

be 0.14+0.08
−0.07

(stat.) ± 0.05 (syst.) pb and 0.31+0.09
−0.08

(stat.) ± 0.03 (syst.) pb, respectively, in agreement with

the Standard Model predictions. Differential cross-sections have also been measured, f+� × B�→,,∗ as

a function of the ?T of the associated vector boson and Simplified Template Cross-Sections for +� and

EW @@� production. The results obtained are in agreement with their Standard Model expectations.
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Appendix

A Input variables for multivariate discriminants

This appendix describes the input variables for each of the multivariate discriminants utilised by this

measurement.

Opposite-sign 2ℓ channel: The input variables for the ANN utilised by the opposite-sign 2ℓ channel —

see Section 6.1 — are shown in Table 14. The transverse mass of the � → ,,∗ system, <T:

<T =

√

2?ℓℓ
T
�miss

T

(

1 − cosΔqℓℓ,miss

)

, (4)

where ?ℓℓ
T

is the transverse momentum of the dilepton system and Δqℓℓ,miss is the azimuthal separation

between the dilepton system and the �miss
T

.

Table 14: Summary of input variables for the ANN in the opposite-sign 2ℓ channel.

Variable(s) Description

?
ℓ0

T
, ?

ℓ1

T
Leading and subleading lepton transverse momentum

<ℓℓ Dilepton invariant mass

Δqℓℓ Dilepton azimuthal separation

Δ.ℓℓ Dilepton rapidity separation

<T Transverse mass (Eq. 4)

?
90
T

, ?
91
T

Leading and subleading jet transverse momentum

< 9 9 Dĳet invariant mass

Δq 9 9 Dĳet azimuthal separation

ΔH 9 9 Dĳet rapidity separation

<ℓ0 90 , <ℓ0 91 , <ℓ1 90 , <ℓ1 91 All lepton-jet invariant mass combinations

<gg Invariant mass of the g-lepton pair using the collinear approximation [143],

assuming the electrons and muons result from g-lepton decays

�miss
T

Missing transverse momentum

Smiss Object-based �miss
T

significance

�T Transverse momentum sum of all hard objects

3ℓ channel: The input variables for the ANN utilised by the 3ℓ /-dominated channel — see Section 6.3

— are shown in Table 15. The transverse mass (Eq. 4) of the , boson, <,
T

. It is constructed from the �miss
T

and the lepton not belonging to the SFOS pair with an invariant mass closest to the mass of the / boson,

either ℓ1 or ℓ2.
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Table 15: Summary of input variables for the ANN in the 3ℓ /-dominated channel.

Variable(s) Description

?
ℓ0

T
Transverse momentum of ℓ0

�

�

�

∑2
8=0 ®? ℓ8

T

�

�

� Magnitude of the vectorial sum of the lepton transverse momenta

Δ[ℓ0ℓ1
, Δ[ℓ1ℓ2

Pseudorapidity separation between ℓ0 and ℓ1 and between ℓ1 and ℓ2

Δqℓ0ℓ2
Azimuthal separation between ℓ0 and ℓ2

Δ'ℓ0ℓ1
, Δ'ℓ0ℓ2

Angular separation between ℓ0 and ℓ1 and between ℓ0 and ℓ2

<ℓ0ℓ1
, <ℓ0ℓ2

, <ℓ1ℓ2
Dilepton invariant mass for each combination of leptons

�miss
T

Missing transverse momentum

Δqℓ0,miss, Δqℓ1,miss, Δqℓ2,miss Azimuthal separation between each lepton and the �miss
T

<,
T

Transverse mass of the , boson (Eq. 4)

The input variables for the ANN utilised by the 3ℓ /-depleted channel are shown in Table 16. An input

deserving additional explanation is the compatibility of the event with the ,/ hypothesis, �U. Given the

reconstructed charged lepton momenta and the ®?miss
T

, the event kinematics can be calculated under the ,/

with / → gg hypothesis and using the collinear approximation for the g-lepton decays with one remaining

unknown — for example, the ratio of one g-lepton’s energy to the energy of the lepton from the same

g-lepton’s decay. This unknown is varied, and the number of physical kinematic solutions is taken as a

measure of the compatibility with the ,/ hypothesis.

Table 16: Summary of input variables for the ANN in the 3ℓ /-depleted channel.

Variable(s) Description

?
ℓ0

T
, ?

ℓ1

T
, ?

ℓ2

T
Transverse momentum for each lepton

Δ[ℓ0ℓ1
, Δ[ℓ0ℓ2

, Δ[ℓ1ℓ2
Dilepton pseudorapidity separation for each combination of leptons

Δ'ℓ0ℓ1
, Δ'ℓ0ℓ2

, Δ'ℓ1ℓ2
Dilepton angular separation for each combination of leptons

<ℓ0ℓ1
, <ℓ0ℓ2

, <ℓ1ℓ2
Dilepton invariant mass for each combination of leptons

<
ℓ0ℓ1

T
, <

ℓ0ℓ2

T
, <

ℓ1ℓ2

T
Dilepton transverse mass for each combination of leptons

�

�

�

∑2
8=0 ®? ℓ8

T

�

�

� Magnitude of the vectorial sum of the lepton transverse momenta

<ℓℓℓ Trilepton invariant mass

=jets Number of jets

=1-jets Number of 1-tagged jets

?
90
T

Transverse momentum of the leading jet

�miss
T

Missing transverse momentum

Δqℓ0,miss, Δqℓ1,miss, Δqℓ2,miss Azimuthal separation between each lepton and the �miss
T

Smiss /�miss
T

Ratio of the �miss
T

significance to the �miss
T

�U Compatibility of the event with the ,/ hypothesis
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4ℓ channel: The input variables for the BDTs utilised by the 4ℓ channel — see Section 6.4 — are

shown in Table 17. The azimuthal separation between the leptons from the Higgs boson candidate in the

frame where the Higgs boson ?T is zero is denoted by Δqboost
ℓ0ℓ1

. The Higgs boson transverse momentum is

approximated with ®? �
T

≈ − ®? /
T

or ®? �
T

≈ − ®? /
T
−∑ ®? jet

T
, if at least one jet is in the event.

Table 17: Summary of input variables for the BDTs in the 4ℓ channel.

Variable(s) Description

?
ℓ0

T
, ?

ℓ1

T
, ?

ℓ2

T
, ?

ℓ3

T
Transverse momentum for each lepton

<ℓ0ℓ1
Invariant mass of the Higgs boson candidate

<ℓ2ℓ3
Invariant mass of the / candidate

?4ℓ
T

Transverse momentum of the 4-lepton system

<4ℓ Invariant mass of the 4-lepton system

<gg Invariant mass of the g-lepton pair using the collinear approximation [143],

assuming the electrons and muons result from g-lepton decays

=jets Number of jets

�miss
T

Missing transverse momentum

Δqℓ0ℓ1,miss Azimuthal separation between the dilepton system composed of ℓ0 and ℓ1 and the �miss
T

Δqboost
ℓ0ℓ1

Azimuthal separation between ℓ0 and ℓ1 in the Higgs boson candidate’s frame

STXS categorisation: Table 18 shows the input variables for the ANN regressing the , boson’s ?T.

This ANN is utilised by the 3ℓ channels for their differential measurement — see Section 6.5.

Table 18: Summary of input variables for the regression ANN in the 3ℓ channel.

Variable(s) Description

?
ℓ0

T
, ?

ℓ1

T
, ?

ℓ2

T
Transverse momentum for each lepton

Δ'ℓ0ℓ1
, Δ'ℓ0ℓ2

, Δ'ℓ1ℓ2
Dilepton angular separation for each combination of leptons

<ℓ0ℓ1
, <ℓ0ℓ2

, <ℓ1ℓ2
Dilepton invariant mass for each combination of leptons

<
ℓ0ℓ1

T
, <

ℓ0ℓ2

T
, <

ℓ1ℓ2

T
Dilepton transverse mass for each combination of leptons

∑2
8=0 ?

ℓ8
T

Scalar sum of the lepton transverse momenta

�miss
T

Missing transverse momentum

Δqℓ0,miss, Δqℓ1,miss, Δqℓ2,miss Azimuthal separation between each lepton and the �miss
T

B Additional plots for the STXS categorisation

This appendix includes additional plots supporting the STXS categorisation scheme described in Sec-

tion 6.5.

Figure 17 shows the Stage 1.2 STXS categorisation scheme for +� production. Figure 18 shows the

correlation between ?+
T

and the proxy used for its reconstruction for several channels.
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Figure 17: The Stage 1.2 STXS categorisation scheme for +� production [22].
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Figure 18: Performance of the ?+
T

proxies for several channels: (a), (b), (c) the correlation between the ?T of the

associated boson and the proxy and (d), (e), (f) the fractional resolution of the proxy as a function of ?+
T

. Shown are

(a), (d) the
∑ |?T | of all objects in the SS24 channel, (b), (e) the regression neural network output, ?'

T
, in the 3ℓ

/-dominated channel, and (c), (f) the dĳet ?T, ?
9 9

T
, in the opposite-sign 2ℓ channel. The ?'

T
resolution is compared

with that obtained using as a proxy the ?T of the lepton identified as that from the , boson decay, while the
∑ |?T |

resolution is compared with that obtained using as a proxy the highest ?T lepton.
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C Breakdown of uncertainties contributing to observed results

This appendix includes tables which show the breakdown of uncertainties contributing to the observed

results presented in Section 9.2.

Table 19 shows the relative impact of the different sources of uncertainty in the observed values of the total

cross-sections, presented in Section 9.2.1.

Tables 20 and 21 show the fractional contributions from statistical and systematic sources to the total

uncertainties in the observed values of the differential cross-sections, presented in Section 9.2.2.

Table 19: Breakdown of the average contributions to the total uncertainties (in percentage) in the observed values of

the cross-sections for the combined 1-POI (f+� × B�→,,∗ ) and 2-POI (f,� × B�→,,∗ and f/� × B�→,,∗ )

fits. Indentation is used to denote subcategories. The quadrature sum of the individual sources may differ from the

total uncertainty due to correlations.

Source
Δ(f+�×B�→,,∗ )
f+�×B�→,,∗ [%]

Δ(f,�×B�→,,∗ )
f,�×B�→,,∗ [%]

Δ(f/�×B�→,,∗ )
f/�×B�→,,∗ [%]

Statistical uncertainties in data 22 54 29

Statistical uncertainties in SR data 20 46 28

Statistical uncertainties in CR data 10 29 6.3

Systematic uncertainties 13 35 10

Statistical uncertainties in simulation 6.2 13 5.9

Experimental systematic uncertainties 5.4 12 5.7

Electrons 1.1 1.6 1.6

Muons 2.7 3.0 4.1

Jet energy scale 1.0 3.1 0.5

Jet energy resolution 0.5 2.4 0.6

Flavour tagging 1.0 1.5 0.8

Missing transverse momentum 0.6 0.2 0.9

Pile-up 1.0 1.3 0.8

Luminosity 1.1 1.2 1.1

Mis-identified leptons 3.7 10 2.8

Charge-flip electrons 1.7 5.0 0.0

Theoretical uncertainties 6.9 20 4.2

,� 2.1 2.3 0.1

/� 0.5 0.3 2.4

Other � 1.2 2.4 0.9

,, 1.2 3.7 0.2

,/ 0-jet 3.2 11 0.2

,/ ≥1-jets 3.2 9.7 0.4

// 1.2 2.1 0.8

+++ 2.7 12 1.0

Top 2.8 5.0 2.4

/+jets 1.6 2.9 1.5

RNN shape uncertainty for ,/ 7.5 23 0.7

Total 26 64 30
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Table 20: Breakdown of the average contributions to the total uncertainties in the differential cross-sections measured

in the ?+
T

scheme. The uncertainties of a single source, Δ8 , are expressed in percentage of the total uncertainty,

Δ. Indentation is used to denote subcategories. Also shown is the total relative (non-fractional) uncertainty in the

cross-section, Δ (f × B�→,,∗ )/(f × B�→,,∗ ), in percent. The quadrature sum of the individual sources may

differ from the total uncertainty due to correlations.

Δ8 (f+� (-≤?+

T
<. )×B�→,,∗ )

Δ (f+� (-≤?+

T
<. )×B�→,,∗ ) [%], [-,. ): - ≤ ?+

T
< . GeV

Source +� [0, 75) +� [75, 150) +� [150, 250) +� [250,∞)
Statistical uncertainties in data 95 95 87 81

Statistical uncertainties in SR data 92 93 87 81

Statistical uncertainties in CR data 22 18 5.9 5.7

Systematic uncertainties 33 32 49 44

Statistical uncertainties in simulation 20 22 24 33

Experimental systematic uncertainties 17 13 13 10

Electrons 3.8 1.6 1.5 1.2

Muons 6.6 3.8 6.6 4.9

Jet energy scale 4.0 2.9 6.5 5.6

Jet energy resolution 7.1 5.7 7.4 5.1

Flavour tagging 1.3 1.4 1.7 1.6

Missing transverse momentum 5.1 1.6 1.2 0.9

Pile-up 4.4 1.2 0.8 0.6

Luminosity 3.1 2.5 1.3 1.1

Mis-identified leptons 9.2 9.0 4.4 3.7

Charge-flip electrons 2.1 2.2 4.0 3.1

Theoretical uncertainties 16 16 21 11

,� 0.6 0.7 1.1 0.6

/� 0.6 0.7 1.2 0.6

STXS bin migration 2.1 4.2 3.2 1.7

Other � 0.6 1.3 7.7 7.3

,, 1.2 4.4 12.1 2.2

,/ 0-jet 2.5 5.3 5.0 4.0

,/ ≥1-jets 2.2 3.1 3.6 2.5

// 14 11 6.3 2.0

+++ 4.5 2.8 4.5 2.7

Top 2.3 8.4 4.8 5.0

/+jets 0.6 3.0 1.8 2.9

RNN shape uncertainty for ,/ 1.1 8.0 36 7.7

Total relative uncertainty (non-fractional) 40 41 170 1000
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Table 21: Breakdown of the average contributions to the total uncertainties in the differential cross-sections measured

in the STXS scheme. The uncertainties of a single source, Δ8 , are expressed in percentage of the total uncertainty,

Δ. Indentation is used to denote subcategories. Also shown is the total relative (non-fractional) uncertainty in the

cross-section, Δ (f × B�→,,∗ )/(f × B�→,,∗ ), in percent. The quadrature sum of the individual sources may

differ from the total uncertainty due to correlations.

Δ8 (fSTXS category×B�→,,∗ )
Δ (fSTXS category×B�→,,∗ ) [%], [-,. ): - ≤ (?+

T
or < 9 9) < . GeV

Source ℓa� [0, 75) ℓa� [75, 150) ℓa� [150,∞) ℓℓ� [0, 75) ℓℓ� [75, 150) ℓℓ� [150,∞) @@� [60, 120)
Statistical uncertainties in data 93 95 83 94 95 96 82

Statistical uncertainties in SR data 90 94 83 92 94 95 82

Statistical uncertainties in CR data 23 15 8.1 14 12 7.6 5.7

Systematic uncertainties 36 32 56 35 32 30 57

Statistical uncertainties in simulation 22 24 18 31 28 20 28

Experimental systematic uncertainties 23 18 11 8.7 8.3 20 23

Electrons 2.6 1.2 1.6 3.6 2.0 0.9 2.1

Muons 2.6 1.7 2.0 3.1 2.5 19 2.4

Jet energy scale 4.8 3.7 2.4 1.7 2.2 1.3 20

Jet energy resolution 11 9.4 2.2 1.9 1.0 0.8 10

Flavour tagging 0.9 1.5 2.3 0.8 1.3 1.2 3.5

Missing transverse momentum 3.4 1.9 0.9 4.0 1.7 1.2 1.1

Pile-up 3.2 1.1 0.4 1.4 1.1 0.3 0.8

Luminosity 1.2 0.9 1.3 2.3 2.3 0.9 2.0

Mis-identified leptons 18 13 7.3 4.2 6.2 4.2 7.1

Charge-flip electrons 3.8 4.2 6.3 0.9 0.8 0.1 1.3

Theoretical uncertainties 12 12 19 15 13 111 44

,� 0.5 0.8 0.7 0.9 0.8 <0.1 0.7

/� 0.3 0.3 0.5 1.0 0.7 0.3 0.7

STXS bin migration 1.6 2.5 2.0 2.5 3.6 4.7 1.0

Other � 0.3 0.3 0.5 0.9 0.8 <0.1 14.2

,, 0.6 3.7 0.7 0.9 0.8 0.1 19

,/ 0-jet 5.7 6.8 11 1.1 0.9 0.4 0.7

,/ ≥1-jets 3.8 6.2 9.5 1.0 0.8 0.5 1.9

// 3.9 1.8 2.7 14 12 9.6 0.6

+++ 8.4 2.2 10 1.8 0.8 1.1 0.6

Top 2.1 1.3 0.7 1.0 0.8 0.5 32

/+jets 0.7 0.9 0.5 0.9 0.8 <0.1 4.5

RNN shape uncertainty for ,/ 2.2 6.9 49 0.9 0.9 0.9 0.6

Total relative uncertainty (non-fractional) 19 000 88 140 40 47 140 93
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