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T. Koga , S. Kohani , K. Kojima , A. Korobov , S. Korpar , E. Kovalenko , R. Kowalewski , P. Križan ,
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We present a determination of the Cabibbo-Kobayashi-Maskawa matrix element |Vcb| from the
decay B → Dℓνℓ using a 365 fb−1 e+e− → Υ(4S) → BB̄ data sample recorded by the Belle II
experiment at the SuperKEKB collider. The semileptonic decay of one B meson is reconstructed in
the modes B0 → D−(→ K+π−π−)ℓ+νℓ and B+ → D̄0(→ K+π−)ℓ+νℓ, where ℓ denotes either an
electron or a muon. Charge conjugation is implied. The second B meson in the Υ(4S) event is not
reconstructed explicitly. Using an inclusive reconstruction of the unobserved neutrino momentum,
we determine the recoil variable w = vB · vD, where vB and vD are the 4-velocities of the B and
D mesons. We measure the total decay branching fractions to be B(B0 → D−ℓ+νℓ) = (2.06 ±
0.05 (stat.) ± 0.10 (sys.))% and B(B+ → D̄0ℓ+νℓ) = (2.31 ± 0.04 (stat.) ± 0.09 (sys.))%. We probe
lepton flavor universality by measuring B(B → Deνe)/B(B → Dµνµ) = 1.020 ± 0.020 (stat.) ±
0.022 (sys.). Fitting the partial decay branching fraction as a function of w and using the average of
lattice QCD calculations of the B → D form factor, we obtain |Vcb| = (39.2±0.4 (stat.)±0.6 (sys.)±
0.5 (th.))× 10−3.

I. INTRODUCTION

In the Standard Model (SM) of particle physics, the
Cabibbo-Kobayashi-Maskawa (CKM) matrix describes
the relationship between the weak interaction and the
mass eigenstates of quarks [1, 2]. The squared magni-
tude of the matrix element Vcb determines the transition
rate of b into c quarks and must be determined exper-
imentally. The precise knowledge of this fundamental
parameter of the Standard Model (SM) is important for
the ongoing precision flavor physics program at the Belle
II experiment and elsewhere, and probes the mechanism
of quark flavor mixing in the SM. The CKM magnitude
|Vcb| can be measured from inclusive semileptonic decays
B → Xcℓνℓ, where Xc is a hadronic system with a charm
quark and ℓ is an electron or muon, or determinations can
be based on a single, exclusive mode such as B → D∗ℓνℓ
or B → Dℓνℓ. These two approaches currently differ by
about three standard deviations [3] motivating further
research.
For the measurement of |Vcb|, the decay B → Dℓνℓ has

received less attention than B → D∗ℓνℓ, with few recent
measurements available [4–6]. This is largely due to its
smaller branching fraction and significant experimental
backgrounds, particularly from B → D∗ℓνℓ feed-down.
These disadvantages can be mitigated with the large data
samples available at the B factory experiments, in which
case the advantages of B → Dℓνℓ become clear: the
B → D transition can be described by the single vec-
tor form factor f+(q

2) and thus has smaller theoretical
uncertainties than B → D∗ℓνℓ. The reconstruction of
B → Dℓνℓ does not require the measurement of the slow
pion from the D∗ decay, which is the leading experimen-

tal uncertainty in recent measurements of B → D∗ℓνℓ [7].
In addition, in B → Dℓνℓ both isospin states are acces-
sible with similar experimental precision, allowing us to
probe isospin violating contributions resulting from long-
distance radiative corrections to B0 → D−ℓ+νℓ decays.
In contrast to previous comparable measurements by the
BaBar and Belle collaborations [4–6], which fully recon-
structed the second B meson in the event hadronically,
this analysis reconstructs the tag side inclusively from
the remaining particles in the event. This approach is
similar to the inclusive tagging approach employed when
searching for B → Kνν̄ at Belle II [8], and allows for
higher signal yields.

This paper is organized as follows: After reviewing the
theory of the decay B → Dℓνℓ in Sec. II, we describe
the experimental procedure in Sec. III. Our results are
presented in Sec. IV together with a detailed discussion
of experimental systematic uncertainties. Finally, Sec. V
converts our measurement of the decay B → Dℓνℓ into a
determination of the CKM magnitude |Vcb|. Throughout
this paper charge conjugation is implied. We refer to
B0 → D−ℓ+νℓ as the neutral mode, and to B+ → D̄0ℓ+νℓ
as the charged mode in reference to the B meson charge.

II. THEORETICAL FRAMEWORK

The differential decay width of B → Dℓνℓ can be ex-
pressed as a function of w = vB ·vD, where vB and vD are
the four-velocities of the B and D mesons, respectively.
Alternatively, q2 = (pℓ+pνℓ

)2, the 4-momentum squared
of the lepton neutrino system, can be used. These quan-
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tities are related by

w =
m2

B +m2
D − q2

2mBmD
, (1)

where mB and mD are the B and D meson masses.1 The
range of w is bounded by the zero recoil point (w = 1),
where the D meson is at rest in the B meson rest frame
and by

wmax =
m2

B +m2
D

2mBmD
, (2)

where the entire kinetic energy is transferred to the
D meson. Averaging over charged and neutral modes,
we find wmax = 1.59.

For massless leptons, the expression of the differential
decay width as a function of w is [9]

dΓ(B → Dℓνℓ)

dw
=
G2

Fm
3
D

48π3
(mB +mD)2(w2 − 1)3/2

η2EW(1 + δ+,0
C )G2(w)|Vcb|2 ,

(3)

where GF is Fermi’s constant, ηEW = 1.0066±0.0050 [10,
11] is the electroweak correction arising from short-
distance dynamics [11], and G(w) contains the vector
form factor function f+(w),

G2(w) =
4r

(1 + r)2
f2+(w) , (4)

with r = mD/mB . In addition to the well-understood
short-distance electroweak correction, virtual photon ex-
changes between the D meson and the lepton give rise
to long-distance interactions if the final state particles
carry electric charge. The resulting Coulomb factor
is not precisely known, but it can be estimated to be
δ0C = απ = 0.023 [12] for the B0 → D−ℓ+νℓ mode and
δ+C = 0 for B+ → D̄0ℓ+νℓ, where α is the fine-structure
constant.
In this paper, we will employ two parametrizations of

G(w): First, we consider the parameterization by Bour-
rely, Caprini and Lellouch (BCL) [13] which expresses
the form factors as expansions of z,

z(q2, t0) =

√

t+ − q2 −√
t+ − t0

√

t+ − q2 +
√
t+ − t0

. (5)

The vector and scalar form factor functions truncated at
the order N are

f+(q
2) =

1

1− q2/m2
+

N−1
∑

k=0

ak

[

zk − (−1)k−N k

N
zN

]

(6)

and

f0
(

q2
)

=
1

1− q2/m2
0

N−1
∑

k=0

bkz
k, (7)

1 Natural units (c = ~ = 1) are used throughout this paper.

where m+/0 are the masses of the closest Bc resonances.
The Flavor Lattice Averaging Group (FLAG) [14]
presents an average of the FNAL/MILC [15] and
HPQCD [16] lattice QCD calculations of theB → D form
factors using Eqs. (6) and (7) with N = 3. FLAG pro-
vides an expansion for (1− q2/m2

+,0)f+,0(q
2), absorbing

the factors (1−q2/m2
+,0) into the parametrization. While

the differential decay rate depends explicitly on the vec-
tor form factor f+(q

2) only, we include the calculation of
the scalar function in our analysis as both are connected
at maximum recoil wmax = 1.59 through the kinematic
constraint

f0(wmax) = f+(wmax). (8)

Alternatively, we use the expression obtained by
Caprini, Lellouch, and Neubert (CLN) [17] to compare
with previous experimental results [4, 5]. The CLN ap-
proach reduces the number of free parameters by adding
multiple dispersive constraints based on spin- and heavy-
quark symmetries,

G(y) = G(1)
(

1− 8ρ2y+ (51ρ2 − 10)y2 − (252ρ2 − 84)y3
)

,
(9)

where

y(w) =

√
w + 1−

√
2√

w + 1 +
√
2
. (10)

The single free parameter is ρ2 while G(1) can be calcu-
lated by non-perturbative methods. The precision of this
approximation is estimated to be better than 2% by the
original authors, which is close to the current experimen-
tal accuracy of |Vcb|.

III. EXPERIMENTAL PROCEDURE

A. Data and simulated samples

The Belle II detector [18] operates at the SuperKEKB
asymmetric-energy electron-positron collider [19], lo-
cated at KEK in Tsukuba, Japan. It consists of nested
detector subsystems arranged around the beam pipe in
a cylindrical geometry. The innermost subsystem is the
vertex detector, which includes two layers of silicon pixel
detectors and four outer layers of silicon strip detectors.
In the data set used in this analysis, the second pixel
layer is instrumented in only a part of the solid angle.
Most of the tracking volume consists of a helium and
ethane-based small-cell drift chamber (CDC). Outside
the drift chamber, a Cherenkov-light imaging and time-
of-propagation detector (TOP) provides charged-particle
identification in the barrel region. In the forward end-
cap, this function is provided by a proximity-focusing,
ring-imaging Cherenkov detector with an aerogel radiator
(ARICH). Further out is the electromagnetic calorimeter
(ECL), consisting of a barrel and two endcap sections
made of CsI(Tl) crystals. A uniform 1.5 T magnetic field
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is provided by a superconducting solenoid situated out-
side the calorimeter. Multiple layers of scintillators and
resistive-plate chambers, located between the magnetic
flux-return iron plates, constitute theK0

L and muon iden-
tification system (KLM).
We use the experimental data collected from 2019 to

2022 at the center-of-mass (c.m.) energy of the Υ(4S) res-
onance. This data set has an integrated luminosity of
365 fb−1 [20] and contains (387± 6)× 106 Υ(4S) events.
In addition, a 42 fb−1 data sample collected at a c.m.
energy 60 MeV below the Υ(4S) resonance is used to
measure continuum background.
We use samples of Monte-Carlo-simulated (MC) events

equivalent to at least four times the data luminosity. The
sample of Υ(4S) → BB̄ events in which B mesons de-
cay generically is generated with EvtGen [21], interfaced
with PYTHIA [22]. The branching fractions and form
factors of semileptonic B decays are adjusted to the most
recent experimental results [10]. The B → D∗ℓνℓ form
factor is tuned to the parameters obtained in Ref. [23].
For B → Dℓνℓ we use the form factor measured in
Ref. [5]. We also include presently unmeasured semilep-
tonic modes (B → Dηℓνℓ and B → D∗ηℓνℓ), generated
according to a phase space model, in equal parts to ac-
count for the discrepancy between the sum of known ex-
clusive semileptonic branching fractions and the inclu-
sive semileptonic B decay rate. D meson decays are also
generated by EvtGen. Continuum background from the
processes e+e− → qq̄ (q = u, d, s, c) is simulated with
KKMC [24] interfaced with PYTHIA [22], while low-
multiplicity contributions from e+e− → τ+τ− are gener-
ated using a combination of KKMC and TAUOLA [25].
A full detector simulation based on GEANT4 [26] is ap-
plied to the MC events. These simulated events are over-
laid with run-dependent random trigger data for accurate
modeling of beam backgrounds.

B. Event reconstruction

We require charged particles (tracks) to originate from
the interaction point and to have a distance of closest
approach of less than 3 cm along the z axis (parallel to
the beams) and less than 1 cm in the transverse plane.
We further require charged tracks to lie within the CDC
angular acceptance (17◦ < θ < 150◦ with θ the polar
angle with respect to z-axis) and to have transverse mo-
menta greater than 50 MeV. Photons are reconstructed
in the same angular region from in-time ECL energy de-
positions (clusters) unmatched to charged particle tracks.
Neutral pions are searched for in their decay to two pho-
tons. All quantities are defined in the laboratory frame
unless otherwise stated.
At least three charged tracks are required to suppress

Bhabha scattering and other low-multiplicity processes.
We select events with a ratio R2 of the second to the
zeroth Fox-Wolfram moment below 0.5 [27] to reduce
backgrounds from continuum. The visible energy, i.e.,

the sum of energies associated to all tracks and clusters
observed in the event, is required to be between 6 GeV
and 10.5 GeV. These selections retain 97% of the signal.

Electron candidates are identified using a boosted de-
cision tree classifier (output Pe > 0.9), which combines
sub-detector likelihoods and ECL observables, with the
ratio of the energy measured in the ECL to the track mo-
mentum being the most discriminating variable, and are
required to have c.m. frame momenta p∗ between 0.6 GeV
and 2.4 GeV. We partially recover bremsstrahlung by as-
sociating colinear photons with the electron candidate.
Muon candidates are identified using a likelihood-based
discriminator Pµ = Lµ/(Le + Lµ + Lπ + LK + Lp + Ld)
where the likelihoods Li for each charged-particle hy-
pothesis combine particle identification information from
all detectors except the silicon trackers. We require Pµ >
0.9, and select muons in the p∗ range from 1.0 GeV to
2.4 GeV. The lepton candidate must be within the angu-
lar acceptance of the ECL barrel region (32◦ < θ < 127◦).
Kaons are identified using information from all subde-
tectors except the silicon tracker, with a requirement
PK > 0.1 on the likelihood-based discriminator [28]. The
identification efficiencies are 98% for electrons, 95% for
muons, and 95% for kaons. The rates for misidentifying
pions as electrons, muons, or kaons are 0.1%, 4%, and
14%, respectively.

Candidate D mesons are searched for in the decay
modes D0 → K−π+ and D+ → K−π+π+. For D0 can-
didates, an identified K candidate is combined with an
oppositely charged π and the K−π+ invariant mass is
required to lie within the 1.85 GeV to 1.88 GeV range.
For D+ candidates we require 1.86 < m(K−π+π+) <
1.88 GeV. In both cases the mass ranges correspond to
about three times the mass resolution. In both decay
modes the hadron daughters are required to have mo-
menta larger than 0.5 GeV. The c.m. frame D momen-
tum must be below 2.4 GeV to reduce background from
hadronic continuum events. Candidate B → Dℓνℓ de-
cays are formed by combining an appropriately charged
lepton with a D candidate. The kinematic variables of
the entire Dℓ decay topology are subjected to a vertex
fit [29] and combinations with a χ2 probability below 0.05
are rejected.

Background from B → D∗ℓνℓ decays (“feed-down”) is
vetoed by combining the D candidate with a pion and
reconstructing the modes D∗0 → D0π0, D∗+ → D0π+

and D∗+ → D+π0. Events are rejected if at least one
D∗ candidate with ∆m = mD∗ −mD in the appropriate
range is found. These intervals are [140 MeV, 150 MeV],
[135 MeV, 150 MeV] and [135 MeV, 145 MeV] for the
D∗+ → D0π+, D∗0 → D0π0 and D∗+ → D+π0 modes,
respectively.

To further reduce contamination from continuum and
BB̄ backgrounds, we apply a set of selections on seven
variables. These include the modified Fox-Wolfram mo-
ment Hso

20 [30], mY , the missing momentum in the c.m.
frame p∗miss, the invariant mass of the rest-of-event (ROE)
system, the ROE momentum pROE, the cosine of the an-
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gle between the direction of the charged lepton and the
direction opposite to the B meson in the virtual W bo-
son rest frame cos θℓ,W , and the angle between the D
and ℓ directions in the laboratory frame θD,ℓ. The ROE
is defined as the collection of all particles in the event
that are not used in the reconstruction of the Y system.

The selection criteria are optimized using an algorithm
based on simulated annealing [31] to maximize the geo-
metric mean of the expected signal significances across
bins of the hadronic recoil w. They are determined sep-
arately for the charged and neutral modes.

C. Reconstruction of w

To access the variable w (Eq. (1)), we use an im-
proved version of the method described in Ref. [32], which
was previously employed in Ref. [33]. The B meson 3-
momentum lies on a cone around the Y = Dℓ direction
defined by

cos θBY =
2EBeamEY −m2

B −m2
Y

2|~pB ||~pY |
, (11)

where EY , |~pY |, and mY are the reconstructed energy,
momentum, and invariant mass of Y , respectively, EBeam

is the beam energy in the c.m. frame, and |~pB | is the B
meson momentum, computed frommB and EBeam. Next,
we consider several configurations of the B momentum on
this cone. For each potential p̂B direction, the kinematic
variable w = vB · vD is calculated and our estimate of
w is the weighted average over these configurations. The
weights are taken to be

u =
1

2
(1− p̂∗B · p̂∗ROE) sin

2 θ∗B , (12)

where p̂∗ROE is the unit vector of the c.m. frame rest-
of-event momentum, and θ∗B is the angle of the B meson
direction with respect to the beam axis in the c.m. frame.
The weight assigned to the different possible B direc-

tions accounts for the expectation that the B direction
follows the direction opposite to that of the ROE system
momentum. We also take into account that the B direc-
tion is expected to follow a sin2 θ∗B distribution since the
Υ(4S) is produced in e+e− annihilation. The w resolu-
tion resulting from this improved kinematic calculation
is estimated to be 0.038 (0.034) for the charged (neutral)
mode.
We split the reconstructed B → Dℓνℓ sample into

ten equal-width bins in w with bin boundaries at w =
1, 1.06, 1.12, 1.18, 1.24, 1.3, 1.36, 1.42, 1.48, 1.54, and wmax.

D. Corrections to simulated data

To validate the description of signal and background
processes in simulation, we define and reconstruct a set

of control samples to assess the agreement between ex-
perimental and simulated data and to identify potential
selection biases.

For the signal validation, we use hadronic B → Dπ
decays, taking the π as a substitute for the lepton in
B → Dℓνℓ decays. Effects from missing energy, missing
momentum and the ROE-system are studied using par-
tially reconstructed B → Dπ decays that originate from
B → D∗(→ Dπ)π decays, where the unreconstructed
slow pion introduces missing energy. Analogously, we
partially reconstruct B → K∗ℓ within a sample of fully
reconstructed B → K∗(→ Kπ)J/ψ(→ ℓℓ) decays. The
unreconstructed second lepton introduces missing energy
and momentum, allowing validation of the ROE and the
kinematic variable reconstruction.

We validate all selections by comparing selection effi-
ciencies in data and MC, finding good agreement for all
but the vertex fit χ2-probability, for which we observe a
mismodelling that is present in all signal validation sam-
ples. We derive data-driven correction factors from the
B → K∗ℓ control sample, by using the ratio of expected
to observed candidates. The correction factors are binned
in the vertex fit χ2 probability, and independently vali-
dated by applying them to the B → Dπ control sample,
in which the ratio of signal selection efficiencies in data
over MC is corrected from εdata/εMC = 1.010 ± 0.002
to εdata/εMC = 0.999 ± 0.002. After validation, we ap-
ply the correction factors to the signal component in the
B → Dℓνℓ sample.

To validate background contributions, we define
background-enriched control samples for each of the four
major background categories. Continuum events are iso-
lated using off-resonance data, providing a sample with-
out B meson decays. Misreconstructed D meson back-
grounds are studied by selecting a sideband inm(Kπ(π)),
which yields a sample dominated by incorrectly recon-
structed D candidates. A sample enriched with B →
D∗ℓνℓ backgrounds is obtained by inverting the veto re-
quirement designed to suppress these events. Finally,
a “same-charge” control sample is formed from pairs
with intentionally incorrect charge combinations, such
as D+ℓ+, to provide a sample for studying backgrounds
with correctly reconstructed D mesons that do not fall
into any of the previous categories.

Observed biases in the comparison between simulation
and data in the reconstructed energy and mass of the Dℓ
system extend to the cos θBY distribution. To correct
for these biases, we extract calibration factors using the
distributions of E∗

Y and mY in the background-enriched
control samples defined above. The calibration factors
are computed independently for each of the true D, fake
D, continuum and B → D∗ℓνℓ control samples, from
their respective background control sample. The correc-
tion factors are most significant for the true D compo-
nent, for which we apply an average weight of 0.96 with
a standard deviation of 0.10, while the averages of other
corrections remain between 0.999 and 1.003. Applying
the correction factors to the signal reconstruction signif-
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icantly improves the agreement between data and simu-
lation in the mY , E

∗
Y , and cos θBY distributions.

Additional corrections are applied to account for mis-
modeling in the simulation of particle identification ef-
ficiencies and misidentification likelihoods. These cor-
rections are evaluated by comparing data and simula-
tion using pure samples of electrons and muons from
J/ψ → ℓ+ℓ− and low-multiplicity e+e− → ℓ+ℓ−(γ) and
e+e− → e+e−ℓ+ℓ− processes. To calibrate charged kaon
identification, we use a sample of kaons from D∗+ →
D0(→ K−π+)π+ decays and misidentified pions from
K0

S → π+π−. The correction factors are binned in the
laboratory frame momenta and polar angles of the par-
ticle tracks.
Figure 1 shows the result of the signal selection

summed over bins of w after the corrections have been
applied.

E. Signal extraction

The signal yield is extracted using a maximum like-
lihood fit to cos θBY (Eq. (11)) after applying all selec-
tions described above. For correctly reconstructed sig-
nal decays and assuming perfect resolution, we expect
cos θBY to lie between −1 and 1. Due to detector resolu-
tion effects, signal events can be slightly smeared beyond
the physical range. For background events, cos θBY can
take unphysical values—particularly when the assump-
tion that only a single neutrino is missing is not valid,
such as in candidates from B → D∗∗ℓνℓ decays.

We use 10 equal-width bins of cos θBY in the range
[−4, 2] as the fitting region to separate signal and back-
ground events. If the lowest bin in cos θBY is empty, it
is iteratively merged with the next-lowest bin until all
bins contain events. The choice of 10 initial equal-width
bins is sufficient to capture the key features of the dis-
tributions, and using more bins does not lead to further
improvements in the fit precision.
In the fit, we consider five components: B → Dℓνℓ sig-

nal, feed-down background from the decay B → D∗ℓνℓ,
combinations with a correctly reconstructed D meson
that does not originate from a B → D(∗)ℓνℓ decay (“true
D”), and combinatorial background in which the D me-
son is misreconstructed (“fake D”). Finally, candidates
from non-BB̄ events from processes such as e+e− → qq̄
(q = u, d, s, c) and e+e− → τ+τ− are combined into the
continuum background category. The fit templates for all
components are derived from simulation, with systematic
uncertainties incorporated through nuisance parameters
that modify both the template shape and normalization.
The nuisance parameters are varied in the fit together
with the signal and background yields [34].
The fit is performed simultaneously in 10 bins of w us-

ing the bin boundaries defined in Sec. III C, in the elec-
tron and the muon samples, and for the charged and the
neutral modes, to determine the differential decay widths
∆Γi/∆w of the D0e, D0µ, D+e and D+µ sub-samples.

The effects of bin-to-bin migration due to w resolution,
which can reach the level of 20% between neighbouring
bins, are accounted for by constructing signal templates
based on their generated values of w.
The multiplicative nature of efficiency corrections and

global normalization factors can cause a bias when aver-
aging across bins [35]. To mitigate this effect, the average
across modes is obtained directly from the simultaneous
fit by linking the signal normalization parameters across
channels. For the determination of branching fractions
in individual modes and for tests of lepton flavour uni-
versality, the fit is performed with separate signal nor-
malization parameters for each subsample.
The fit determines the differential decay width

∆Γi/∆w in the ith bin of w,

∆Γi

∆w
=

Ni

NBB(D)ǫiτB(1 + δ0,+C )∆w
, i = 1, . . . , 10

(13)
which are treated as free parameters in the fit. Here,
B stands for either B+ or B0 and NB is the number of
B mesons in the experimental data sample,

N(B+) = 2f+−NΥ(4S) , (14)

N(B0) = 2f00NΥ(4S) , (15)

with NΥ(4S) the number of Υ(4S) events. f+− (f00) is

the fraction of Υ(4S) decays to B+B− (B0B̄0). Ni is the
yield in the ith bin of generated w before detector effects,
B(D) is the sub-decay branching fraction (either D0 →
K−π+ or D+ → K−π+π+), ǫi is the overall efficiency
after applying all selections in the given bin and sub-
sample, τB is either the B+ or the B0 lifetime, δ0,+C is
the long-distance QED correction introduced in Eq. (3),
and ∆w is the bin width.

F. Systematic uncertainties

The uncertainties in the nuisance parameters are used
to determine the corresponding systematic uncertainties
and their correlations.

1. B lifetime

The B0 and B+ lifetimes are taken to be 1.517 ±
0.004 ps and 1.638 ± 0.004 ps [10], respectively, and in-
cluded in the likelihood by two nuisance parameters.

2. B → D(∗)ℓνℓ form factors

Signal templates are divided by the generator value of
w, and variations in the form factor in simulation affect
the measured rates in two ways: (1) the cos θBY shape
of the signal template in each reconstructed bin of w can
vary as a function of the input form factor. This affects
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into three charged tracks. The resulting uncertainty is
0.24% for each charged track. Adding this error linearly
results in a total tracking uncertainty of 0.72% (0.96%)
for the charged (neutral) mode. This uncertainty is con-
sidered to be fully correlated between all templates and
modeled by a single nuisance parameter.

6. NΥ(4S) and f+−/f00

The integrated luminosities of the on- and off-
resonance data samples in this analysis are determined by
counting Bhabha events and using the well-known cross
section of this process. In the next step, the number of
Υ(4S) decays in the sample of selected hadronic events is
estimated by subtracting the scaled off-resonance data,
and NΥ(4S) = (387 ± 6) × 106 is found. We include the
uncertainty on NΥ(4S) as a nuisance parameter, fully cor-
related between final states.
In addition to this, we use two nuisance parame-
ters affecting the B0/B± fractions: one for the ra-
tio f+−/f00, constrained to 1.052 ± 0.031 [3], and an-
other for the fraction of non-BB̄ decays of the Υ(4S),
f/B = 0.0027+0.0138

−0.0002 [3], where f+− + f00 + f/B = 1.

7. Background w modelling

The w distributions of the feed-down B → D∗ℓνℓ, true
D, fake D, and continuum backgrounds are validated us-
ing dedicated control samples: the inverted D∗ veto sam-
ple, D+ℓ+ wrong-sign combinations, the mD sidebands,
and off-resonance data. These samples allow us to assess
the accuracy of the MC templates and assign appropriate
uncertainties.
For the lowest w bin, we conservatively assign a 30%

uncertainty for both charged and neutral B modes, as
this bin is poorly populated and the estimates of the
uncertainty fluctuate. For the remaining w bins, uncer-
tainties are derived from binned likelihood fits performed
separately on each control sample and B mode, where
shape uncertainties capture discrepancies between exper-
imental and Monte Carlo data.
We obtain constraints on the bin-by-bin normaliza-

tions by performing a fit to the w distribution in each
control sample. For the fake D, feed-down, and con-
tinuum background components, we obtain bin-by-bin
variations constrained to 3.2% (2.0%), 2.4% (10.6%),
and 2.6% (2.9%) in the charged (neutral) mode, respec-
tively. In addition to these Gaussian-constrained bin-by-
bin variations, each background component also includes
an unconstrained overall normalization parameter shared
across all w bins.
We observe good agreement between the different lep-

ton flavor modes in the control samples and, therefore,
use joint bin-by-bin normalizations, leading to 20 nui-
sance parameters per sample (continuum, fake D, B →
D∗ℓνℓ) i.e. 60 in total. Due to data-MC disagreements in

the wrong-charge control sample, we leave the bin-by-bin
variations for the true D component unconstrained and
split between modes.

8. (E∗

Y ,mY ) background reweighting

To estimate the systematic uncertainty associated with
the (E∗

Y ,mY ) background reweighting correction, we re-
sample the correction factors derived from control sam-
ples. We generate toy sets of correction factors by apply-
ing uncorrelated Gaussian smearing terms based on the
statistical uncertainties of the control samples, along with
correlated Gaussian smearing terms with widths equal to
the full correction magnitude.

These variations are then propagated to the signal re-
gion bins, and their effects, along with correlations, are
incorporated into a covariance matrix. This matrix is
subsequently factorized into a canonical form using eigen-
decomposition and represented using nuisance parame-
ters. We retain the first 30 eigenvectors as correlated
shape uncertainties. Including additional terms does not
change the error estimate.

9. Particle identification

The efficiencies and misidentification rates of the elec-
tron, muon and kaon identification requirements are de-
termined from various data in bins of laboratory frame
momentum and polar angle. As the systematic correla-
tions between these bins are unknown, different assump-
tions are tested. Among the different assumptions, full
correlation results in the largest systematic uncertainty
and is therefore chosen.

The corresponding modifiers are obtained in a simi-
lar manner as for the cos θBY correction: the systematic
variations are then propagated to the signal region, and
the resulting covariance matrix is decomposed into eigen-
vectors. The leading five eigenvectors are then used as
nuisance parameters to represent correlated shape uncer-
tainties.

10. Vertex fit χ2 correction

The systematic error related to the vertex fit χ2 proba-
bility correction factors, derived from the B0 → K∗ℓ con-
trol sample, is modeled as a fully correlated normaliza-
tion uncertainty on the signal templates. The width of
the corresponding nuisance parameter is determined by
varying the control sample within its statistical uncer-
tainties, recalculating the correction factors, and propa-
gating the resulting changes to the observed signal effi-
ciency of the selection.
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Table I. Fitted signal yields and semileptonic B → D branch-
ing fractions in the sub-samples. The first uncertainty is sta-
tistical, and the second is systematic. The B+ → D̄0ℓ+νℓ
and B0 → D−ℓ+νℓ branching fractions are the averages over
lepton flavors. The final row represents an average over all
four samples, assuming the neutral B meson lifetime for all
B mesons.

Signal Yield B [%]

B+ → D̄0e+νe 75 186 2.34± 0.05± 0.10
B+ → D̄0µ+νµ 61 259 2.27± 0.05± 0.09
B0 → D−e+νe 47 617 2.07± 0.06± 0.10
B0 → D−µ+νµ 39 648 2.05± 0.06± 0.11

B+ → D̄0ℓ+νℓ 2.31± 0.04± 0.09
B0 → D−ℓ+νℓ 2.06± 0.05± 0.10

B → Dℓν 2.10± 0.04± 0.06

11. Simulation sample size

The templates are allowed to vary within their statis-
tical uncertainty to account for the limited sample size
of the simulation. For the nominal fit with 10 bins in
cos θBY , 10 bins in w and four sub-samples, this corre-
sponds to 380 nuisance parameters after combining bins
to avoid empty bins. The per-bin scale factors are un-
correlated.

12. Electroweak corrections

As discussed in Sec. II, the charged current vertex
in the decay B → Dℓνℓ can receive both short- and
long-distance electroweak corrections that affect the
extraction of |Vcb|. The modifier on the short-distance
electroweak correction ηEW is fully correlated between
charged and neutral B decays. The long-distance
Coulomb correction resulting from virtual photon ex-
change between the D meson and the lepton affects only
the neutral B mode. Given that the value of this cor-
rection is not precisely known, we assume δ0C = δ+C = 0
and assign a nuisance parameter with width of 0.023 to
δ0C corresponding to the estimated order of magnitude
of such effects [12].

After pruning nuisance parameters with negligible im-
pact on the fit, the model includes 550 constrained pa-
rameters and 62 unconstrained parameters, including the
(linked) signal normalization parameters across channels,
bin-by-bin variations for the true D background, and
overall normalizations for the major background compo-
nents.

IV. RESULTS

The fitted distributions in (w, cos θBY ) bins are shown
in Fig. 2 for each of the four samples. The lower panel
indicates the compatibility of the data with the post-
fit model normalized by the statistical uncertainty. The
goodness of fit, measured using χ2 per degree of freedom,
is 335.4/318 = 1.05, corresponding to a p-value of 24%.
The resulting central values of ∆Γ/∆w, their uncer-

tainties and their correlation coefficients are shown in Ta-
ble II. The total fitted signal yields are listed in Table I.
The individual differential decay rates in each subsample
are shown in Table III. The numerical values with full
precision and the full covariance matrices are available on
HEPData [36]. The differential rate for the neutral mode
is corrected for long-distance QED effects, Eq. (13), with
δ0C = 0.023× (−0.09± 0.94) as determined from the fit.
The signal branching fractions are obtained in each

sub-sample by summing the differential decay widths
over w, multiplied by the bin widths and the corre-
sponding B meson lifetime. Uncertainties and correla-
tions among the yields are propagated using multivariate
Gaussian resampling based on the full covariance matrix.
After averaging over lepton flavors, we find

B(B+ → D̄0ℓ+νℓ) = (2.31± 0.04 (stat.)± 0.09 (sys.))%,
(16)

and

B(B0 → D−ℓ+νℓ) = (2.06± 0.05 (stat.)± 0.10 (sys.))%,
(17)

which are consistent with the current world averages [3].
The branching fractions in the sub-samples are listed in
Table I.
To test lepton flavor universality, we compute

Re/µ = B(B → Deνℓ)/B(B → Dµνℓ), (18)

where the branching fractions from the two B meson
species are combined using their respective lifetimes. We
find

Re/µ = 1.020± 0.020 (stat.)± 0.022 (sys.), (19)

consistent with the SM expectation.

V. DETERMINATION OF |Vcb|

A. BCL form factor fit

The BCL expansion of the vector and scalar form fac-
tors, f+(q

2) and f0(q
2), truncated at N = N+ = N0 = 3

has five free parameters (Eqs. (6), (7)),

(ci) = (a0, a1, a2, b0, b1) , (20)

as the parameter b2 can be obtained from the kine-
matic constraint at wmax (Eq. (8)). The Flavor Lat-
tice Averaging Group (FLAG) [14] has obtained the
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Table II. The values of ∆Γi/∆w with their total uncertainty and correlation coefficients (including statistical and systematic
contributions) in different bins of w after combination of the four sub-samples. The columns are (from left to right) the bin
number, the lower and the upper edge of the ith bin, the value of ∆Γi/∆w in this bin with the total uncertainty, and the
correlation matrix. The value of wmax = 1.591 is the average of the values for charged and neutral B mesons.

ρij
i wi,min wi,max ∆Γi/∆w [10−15GeV] 1 2 3 4 5 6 7 8 9 10

1 1.00 1.06 0.22± 0.59 1.00 −0.06 0.15 0.08 0.07 0.04 0.03 0.02 0.00 0.00
2 1.06 1.12 3.54± 0.56 1.00 0.13 0.33 0.26 0.24 0.22 0.19 0.13 0.07
3 1.12 1.18 6.46± 0.61 1.00 0.25 0.44 0.37 0.36 0.31 0.22 0.13
4 1.18 1.24 10.17± 0.68 1.00 0.37 0.59 0.52 0.48 0.34 0.20
5 1.24 1.30 14.27± 0.72 1.00 0.49 0.67 0.55 0.41 0.23
6 1.30 1.36 18.68± 0.84 1.00 0.58 0.71 0.49 0.30
7 1.36 1.42 21.41± 0.89 1.00 0.59 0.60 0.36
8 1.42 1.48 25.42± 0.96 1.00 0.49 0.48
9 1.48 1.54 28.11± 1.09 1.00 0.61
10 1.54 wmax 29.44± 1.41 1.00

Table III. The values of ∆Γi/∆w with their total uncertainty in the four sub-samples. i, wi,min and wi,max are the w-bin
number, lower and upper edge of the bin, respectively. The value of wmax is 1.592 for the sub-samples with a charged B meson
and 1.589 for the sub-samples with a neutral B meson. The rate is corrected for long-distance Coulomb interaction effects for
the neutral mode with δ0C = 0.023 × (−0.09 ± 0.94) as determined in the fit. The correlations between the ∆Γi/∆w bins and
samples are available on HEPData [36].

∆Γi/∆w [10−15GeV]
i wi,min wi,max B0 → D−e+νe B0 → D−µ+νµ B+ → D̄0e+νe B+ → D̄0µ+νµ

1 1.00 1.06 −0.1± 0.7 0.6± 0.7 −0.5± 1.5 1.8± 1.7
2 1.06 1.12 3.7± 0.8 3.2± 0.8 4.1± 1.3 3.7± 1.4
3 1.12 1.18 6.2± 0.8 7.2± 0.9 5.5± 1.3 6.1± 1.2
4 1.18 1.24 9.8± 0.9 11.0± 0.9 8.9± 1.3 10.3± 1.4
5 1.24 1.30 13.9± 1.0 14.8± 1.0 14.0± 1.3 13.7± 1.3
6 1.30 1.36 18.8± 1.2 18.0± 1.1 18.6± 1.4 18.6± 1.5
7 1.36 1.42 21.9± 1.2 23.0± 1.3 19.6± 1.6 19.7± 1.6
8 1.42 1.48 25.5± 1.4 25.0± 1.5 25.5± 1.7 25.5± 1.8
9 1.48 1.54 29.1± 1.7 27.3± 1.9 28.1± 1.8 26.0± 1.9
10 1.54 wmax 32.2± 2.5 25.3± 2.6 30.5± 2.3 27.2± 2.5

Table IV. Parameters of the N = 3 BCL expansion of the
f+(q

2) and f0(q
2) form factor functions obtained from the fit

described in Sec. VA.

Values Correlation coefficients

a0 0.8959(92) 1 0.26 −0.38 0.95 0.51
a1 −8.03(15) 1 0.17 0.33 0.86
a2 49.3(3.1) 1 −0.31 0.16
b0 0.7813(73) 1 0.47
b1 −3.38(15) 1

B → D form factor functions f+(q
2) and f0(q

2) pre-
cisely in this parametrization by averaging the calcula-
tions from FNAL/MILC [15] and HPQCD [16]. In this
expansion, t+ is set to (mB0 +mD+)2 = 51.07 GeV2 and
t0 = (mB0 +mD+)(

√
mB0 −√

mD+)2 = 6.20 GeV2. We
fit our result for ∆Γi/∆w (Table II) to this form factor

calculation by minimizing

χ2 =

10
∑

i,j

(

∆Γi

∆w
− ∆Γi,BCL

∆w

)

C
−1
ij

(

∆Γj

∆w
− ∆Γj,BCL

∆w

)

+

5
∑

k,l

(ck − ck,FLAG)D
−1
kl (cl − cl,FLAG) .

(21)

Here, ∆Γi/∆w are the measured values from Table II
and ∆Γi,BCL/∆w are the partial widths calculated using
Eqs. (3), (4) and 6. The covariance matrix Cij contains
only experimental uncertainties. The FLAG calculation
is contained in the parameter values ck,FLAG and the the-
oretical covariance matrix Dkl. The free parameters of
the fit are the five BCL parameters ck and ηEW|Vcb| from
Eq. (3).
Fig. 3 shows the result of our fit to the BCL expan-

sion. The form factor parameters are given in Table IV
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experiment at the SuperKEKB collider. The branching
fractions of these decays are found to be

B(B0 → D−ℓ+νℓ) = (2.06± 0.05 (stat.)± 0.10 (sys.))% ,

B(B+ → D̄0ℓ+νℓ) = (2.31± 0.04 (stat.)± 0.09 (sys.))% .

We also probe lepton flavor universality in the b→ c weak
transition and determine

B(B → Deνe)/B(B → Dµνµ) = 1.020± 0.020 (stat.)

± 0.022 (sys.)

By using inclusive reconstruction of the unobserved
neutrino momentum, we measure the recoil variable w =
vB · vD in every B → Dℓνℓ signal event, where vB and
vD are the 4-velocities of the B and D mesons, respec-
tively. This allows the determination of the differential
B → Dℓνℓ width, ∆Γi/∆w, in ten bins of w, given in
Table II and on HEPData [36]. We determine the magni-
tude of the Cabibbo-Kobayashi-Maskawa (CKM) matrix
element Vcb by fitting our measurement of ∆Γi/∆w to
the theoretical expression of the rate assuming the BCL
expansion of the form factor [13]. In this fit, the coeffi-
cients of the BCL expansion are constrained to the FLAG
average [14] of the FNAL/MILC [15] and HPQCD [16]
calculations of the B → Dℓνℓ form factor. For |Vcb|, we
obtain

|Vcb| = (39.2± 0.4 (stat.)± 0.6 (sys.)± 0.5 (th.))× 10−3 ,

where the uncertainty is separated into statistical, sys-
tematic and theoretical contributions.
This determination of the CKM matrix element |Vcb| is

consistent with previous results from BaBar and Belle [4–
6] but with 2.1% total uncertainty significantly improves
the precision of |Vcb| from the decay B → Dℓνℓ. The re-
sulting value of |Vcb| is also in agreement with the value
obtained by HFLAV from a global fit to exclusive mea-
surements |Vcb| = 39.62± 0.47 [3].
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