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We explore the potential for extracting the longitudinal proton structure function F; at the future
Electron Ion Collider (EIC) through a Rosenbluth separation method. The impacts of differing assumptions
on sample sizes, systematic uncertainties, and beam energy scenarios are investigated. With a sufficiently
large number of center-of-mass energy configurations and well-controlled systematics, the EIC will
measure F; to an unprecedented precision, even with relatively modest luminosities. The accessible
kinematic range complements both fixed-target and Hadron-Electron Ring Accelerator data. In the most
optimistic scenarios, the EIC data will be a highly competitive direct probe of the proton gluon density.
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I. INTRODUCTION

The investigation of the internal structure of the proton is
an important topic in high-energy physics, offering deep
insights into the composition and dynamics of strongly
interacting matter. Central to these studies has been the
measurement of cross sections for deep inelastic scattering
(DIS) and thus of the proton structure functions, which in
turn provide insight into the distributions of quarks and
gluons in the nucleon [1]. The Hadron-Electron Ring
Accelerator (HERA) was the first and to date the only
electron-proton colliding beam facility. It allowed mea-
surements of inclusive DIS cross sections, and extraction of
the structure functions F,, F;, and xF gz [2]. Among these,
the longitudinal structure function F; plays a special role
through its direct, approximately linear, dependence on the
gluon density, which has been widely exploited in fits for
proton parton densities [3—6] and phenomenological mod-
els [7-9]. Knowledge of both the F, and F; structure
functions equivalently enables extractions of the ratio R
between the inclusive cross sections for longitudinally to
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transversely polarized virtual photons to interact with the
proton, according to R = F /(F, — Fy).

The extractions of F; at HERA [10,11] are limited by
statistics and cover a restricted range in the Bjorken variable
x and the squared four-momentum transfer Q2. It has also
been possible to obtain F, for the proton at low Q? from
numerous fixed-target DIS experiments [12-18]. The
Electron-Ion Collider [19] (EIC), which is expected to begin
science operations at Brookhaven National Laboratory in
the early 2030s, promises to revolutionize our understanding
of the internal structure of hadrons. With its capability to
operate at high luminosities and to cover a wide range of
beam energy configurations, the EIC will provide informa-
tion in regions of x and Q? that are not well covered by
previous experiments and are well suited to F'; extractions.
In this study, we assess the EIC F; capabilities by analyzing
simulated “pseudodata” with varying assumptions on sys-
tematic precision and beam energy configurations.

II. EIC PSEUDODATA

The accelerator and detector designs for the EIC are
currently undergoing intense development, but the overall
specifications in terms of beam energy ranges and instru-
mentation coverage and performance are already well
established [20]. The studies presented in this paper are
based on simulated data points, or “pseudodata,” which are
derived from that baseline configuration. Our approach to
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TABLE 1. Beam energies, center-of-mass energies, and inte-
grated luminosities assumed for the different EIC configurations
considered.

Integrated lumi

e-beam energy p-beam energy /s

(GeV) (GeV) (GeV) (1)
18 275 141 154
10 275 105 100
10 100 63 79.0
5 100 45 61.0
5 41 29 4.4

producing inclusive DIS EIC pseudodata follows that
of [21], which in turn took binning schemes based on
those in the ATHENA detector proposal [22]. ATHENA
collaboration has since merged with ECCE [23] to create
ePIC collaboration, which is now rapidly converging
toward a design for a first EIC detector. While some
specifics of the detectors have evolved, the overall expected
kinematic range, kinematic variable resolutions, and

achievable experimental precision are largely independent
of the detailed detector design, and this study is thus
applicable to any general purpose EIC experiment.

As summarized in Table I, pseudodata are produced with
integrated luminosities corresponding to expectations for
one year of data collection in each of the five expected beam
configurations at the EIC [20], giving five different center-
of-mass energies /s. For each beam configuration, pseu-
dodata are produced at five logarithmically spaced x values
per decade over the inelasticity range 0.005 <y < 0.96,
matching the expected experimental resolutions [22]. The
EIC resolution in Q7 is expected to be significantly better
than that of the HERA experiments, so for ease of compari-
son, we adopt the Q? values from the measurements of F; in
[10,11]. The central values of the pseudodata cross sections
are initiated using Next-to-Next-to Leading Order (NNLO)
theoretical predictions based on the HERAPDF2.0 parton
densities [2] within the xFitter framework [24—-26], with the
Q? evolution performed according to the NNLO DGLAP
evolution equations [27-36]. The value for each data point is
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FIG. 1.

Results of the fitting procedure for nine example x and Q values in the conservative scenario. The simulated reduced cross

section measurements are shown in red, where each point corresponds to a different center-of-mass energy and the vertical error bars
represent the total uncertainties described in Sec. III. The 68% confidence bands for each fit are depicted in light gray. Note that there is a

suppressed zero on the vertical axis.
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randomly smeared using samples from Gaussian distribu-
tions that reflect the assumed experimental uncertainties.
Two different scenarios are considered. The first,
referred to here as the “conservative scenario,” is based
largely on the systematic precision achieved at HERA, and
follows the considerations in [20], as also adopted in the
studies by ATHENA collaboration, and subsequently used
to study EIC collinear PDF sensitivities [21] and «;
measurements [37]. In the moderate y range studied here,
the data points have a point-to-point uncorrelated system-
atic uncertainty of 1.9%. A normalization uncertainty of
3.4% is also included for each dataset, which is not
correlated between different beam energy configurations,
such that the total uncertainty attributed to each data point
is 3.9%. More recent estimates of the achievable EIC
precision suggest that a much better performance will be

obtained than that in the conservative scenario. There is
also expected to be some correlation between the normali-
zation uncertainties at different beam energies. We there-
fore also consider a second ‘“optimistic” scenario, which
follows the assumption in [38] that the total uncertainty that
is uncorrelated between data points at different beam
energies is 1%. At the time of writing, the rather different
assumptions in the conservative and optimistic scenarios
can be seen as extreme cases, with the final achieved
precision likely to lie between them.

III. EXTRACTION OF F;,

The neutral current (NC) e*p DIS cross sections are
given by a linear combination of generalized structure
functions [1]. For Q% < M2 (mass of the Z boson squared),

= HERAPDF2 NNLO r
05 EIC conservative | [
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FIG. 2. Simulated extractions of the longitudinal structure function F; for three different pseudodata replicas in the conservative
scenario, with different colors corresponding to different replicas, whose x positions are slightly shifted for visibility. The theoretical
predictions from HERAPDF2.0 NNLO are also shown as bands whose widths correspond to the uncertainties on the predictions.
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the inclusive cross section for NC DIS can be written in
terms of the two structure functions F; and F, as

d26¢’ P 27aY ., y?
— Fy(x, 0%) = =—F, (x, 0*
dXdQ2 xQ4 2(x Q ) Y+ L(x Q )
2na’Y
:War(x» Qz’)’), (1)

where a is the fine structure constant, Y, = 1+ (1 —y)?,
and o, is usually referred to as the reduced cross section.

Equation (1) implies that there is a linear relationship
between the reduced cross section and y?/Y ., which is a
function only of the inelasticity of the process, adjustable at
fixed x and Q? by changing the center-of-mass energy and
exploiting the relationship Q? ~ sxy. Using measurements

of o, at different s, the values of F, and F can thus be
separately obtained in a model-independent way as the free
parameters of a linear fit. This Rosenbluth-type separation
technique [39] has been employed in fixed-target data and
at HERA and has also recently been applied to the
extraction of the diffractive longitudinal structure function
at the EIC [38]. For each (x, Q?), we thus apply a fit of the
form

2
0r(x. Q%)) = F(x.Q*) = - F1(x.0%).  (2)
+

where F,(x, Q%) and F(x,Q%) are free parameters,
obtained through a y?> minimization implemented in
Python using SciPy [40]. Equation (1) can also be fitted
using a Bayesian method to obtain F;, as done by ZEUS

= HERAPDF2 NNLO

05T EIC optimistic r r
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o
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Simulated extractions of the longitudinal structure function F; for three different pseudodata replicas in the optimistic

scenario, with different colors corresponding to different replicas, whose x positions are slightly shifted for visibility. The theoretical
predictions from HERAPDF2.0 NNLO are also shown as bands whose widths correspond to the uncertainties on the predictions.
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Collaboration [11]. We used the BAT package [41] to cross-
check the results using this method, obtaining perfect
agreement.

Figure 1 depicts fits in the conservative scenario at nine
example values of x and Q?, together with the 68% con-
fidence bands for each fit. Due to the details of the binning
scheme adopted here, the range in y*>/Y, varies substan-
tially between bins. Different combinations of Q” and x
lead to data points within the acceptable y range at three,
four, or five different /s values. For Q% and x combina-
tions with less than three such data points, no extraction of
F; is attempted.

The pseudodata smearing procedure introduces random-
ness into the fit inputs, which is reflected in the outputs as
fluctuations in both the extracted F; values and their
uncertainties, which are obtained from variations of the
parameter resulting in a Ay> = 1. The F, uncertainty
results are, therefore, samples from distributions of possible
outcomes, which are often quite broad. In order to sample
the distribution of possible uncertainty outcomes in a more
systematic way, we adopt the method introduced in [38]
and further described in Sec. IV B, whereby the results are
averaged over multiple replicas of the procedure. With
sufficiently large numbers of replicas (1000 is used by
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FLave
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H1 2013
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X

FIG. 4. Simulated extractions of the longitudinal structure function F; averaged over 1000 replicas for the conservative EIC
uncertainty scenario, shown together with data from H1 and ZEUS collaborations, alongside the theoretical predictions from
HERAPDF2.0 NNLO. The error bars on the points represent the total experimental uncertainties, while the widths of the bands

correspond to the uncertainties on the theoretical predictions.
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default), both the mean and the variance tend toward results
that can be considered as expectation values for the
simulated scenario.

In the following sections, we only consider bins where
the absolute uncertainty of F; averaged over the 1000
replicas is smaller than 0.3. This choice results in more data
points surviving in the optimistic than the conservative
scenario since the overall level of the uncertainties is
smaller. Particularly for small 0?, it also tends to exclude
some data points at high x with large uncertainties that
might be recovered in a future analysis. This criterion
removes about 30% of points for the realistic scenario and
20% for the optimistic one.

IV. RESULTS

A. Example F; replicas

To sample the distribution of possible outcomes for
the expected values and uncertainties on F; in a
statistically meaningful way, we performed the smearing
and fitting procedures described in Secs. II and III
multiple times, leading to a set of replica results, each
of which is an independently created pseudodata set.
Figures 2 and 3 show the resulting longitudinal structure
function F; overlaid for three randomly chosen example
replicas, for the conservative and optimistic scenarios,
respectively.
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FIG. 5.

107 1 107 1
X

Simulated extractions of the longitudinal structure function F'; averaged over 1000 replicas for the optimistic EIC uncertainty

scenario, shown together with data from H1 and ZEUS collaborations, alongside the theoretical predictions from HERAPDF2.0 NNLO.
The error bars on the points represent the total experimental uncertainties, while the widths of the bands correspond to the uncertainties

on the theoretical predictions.
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xT

(a)

(b)

FIG. 6. Uncertainties on the simulated EIC F; measurements averaged over 1000 replicas. Image (a) corresponds to the conservative
scenario and (b) to the optimistic scenario, with the colors indicating the absolute uncertainties with the same scale in both cases. Points
in x and Q? for which the absolute uncertainty on F, is larger than 0.3 are not shown.

The spread between different replicas, arising from the
random smearing of the reduced cross section data to
simulate their uncertainties, propagates into the F; pseu-
dodata, leading to substantially more precise results and a
smaller spread between replicas in the optimistic than in the
conservative scenario. The theoretical predictions calcu-
lated with the HERAPDF2.0 NNLO set are also shown
in the figures, and describe the pseudodata well by
construction.

B. Averaging over F; replicas

To obtain a robust expectation for the predicted uncer-
tainties on F;, we used the averaging procedure described
in [38], which yields a single pseudodata point for F; at
each x and Q2 value, averaged over 1000 replicas. The
average and variance were calculated as

_ 5
V=—,
N

, $,-Si/N
(Avp =221, 3)
where S, = >V v and v, is the value of F; in the i-th
MC sample. The results are shown in Figs. 4 and 5 for the
conservative and optimistic scenarios, respectively. The
fluctuations in the uncertainties between neighboring data
points reflect the variations in the numbers of bins and their
y?/Y . ranges included in the Rosenbluth separation fits, as
illustrated in Fig. 1. A smoother response could be achieved
with a modified binning scheme for the input pseudodata
at each /s, for example a switch from an (x, Q%) to a
(v, Q%) grid.

The uncertainties on the averaged points, which can now
be taken as a measure of the expected precision, can be

compared with the uncertainties on the theoretical predic-
tions, which are indicated through the widths of the
corresponding bands and are driven primarily by the
uncertainty on the gluon density in the HERAPDF2.0
PDF set. In the optimistic scenario, the precision of the
pseudodata is comparable to that of the theoretical pre-
dictions at low and intermediate Q?, suggesting that such
a measurement would provide a direct constraint that
significantly improves our knowledge of the gluon density
in the proton. Although this is not so evidently the case in
the conservative scenario, the data would still be a useful
ingredient in fits, as well as providing a test of the
consistency of the overall PDF framework.
Measurements by H1 [10] and ZEUS [11] collaborations
are also shown' alongside the simulated EIC data in Figs. 4
and 5. The EIC data sample a region of x between one and
two orders of magnitude higher than the HERA measure-
ments, and also extend to larger Q2 ultimately reaching
regions where the predicted F; values become very small.
In both the optimistic and the conservative scenarios, the
expected precision of the EIC pseudodata is very much
better than that of the HERA data, a consequence of the
much larger assumed integrated luminosities and the larger
number of /s values in the Rosenbluth fits. These figures
illustrate that in both uncertainty scenarios, the EIC will
measure the longitudinal structure function in a kinematic

'Some of the ZEUS data points have slightly different Q2
values from the H1 measurements, which are adopted here. The
ZEUS data points have, therefore, been adjusted to the H1 Q?
values using factors obtained from HERAPDF2.0 NNLO. These
factors were small, not exceeding 4%.
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region that is complementary to that accessed at HERA and
with a much improved precision.

In Fig. 6, the expected precision on each F; data point is
shown in the conservative and optimistic scenarios after
carrying out the averaging procedure in Eq. (3). The overall
size of the uncertainties scales approximately linearly with
the systematic uncertainty assumptions in the two scenar-
ios. Absolute values of the uncertainties at the level of 0.05
are obtained across a wide kinematic range in the optimistic
scenario, corresponding to around 20% precision, where
F; itself is relatively large. As can be seen in Fig. 4, the
HERA measurements have much larger uncertainties, in
excess of 100% for over half of the data points. At the
largest x values, the quality of the simulated EIC mea-
surements deteriorates, as the lever arm in y?/Y, gets
shorter. Bin-to-bin fluctuations are visible in the uncertain-
ties, following similar patterns between the optimistic and
conservative scenarios, once again corresponding to the
varying conditions in terms of numbers of data points and
their y?/Y, ranges, as illustrated in Fig. 1.

C. Averaging F; over x

The HERA F; measurements are often presented as a
function of Q7 after averaging over x. To compare the
simulated EIC data in this projection, the F; pseudodata
averaged over the 1000 replicas were further averaged over
all x values at each Q? using a simple weighted-mean
procedure, where the weights are derived from the uncer-
tainties in each F; measurement. The data are attributed to
an averaged value of x, obtained using the same weights as
for the F; averaging.

The results for F; (Q?) in the conservative scenario are
shown in Fig. 7(a), together with the average values of x and
the theoretical predictions based on HERAPDF2.0 NNLO.
For Q7 values larger than around 100 GeV?, the values of F,
become very small at the x values considered. The agree-
ment of the pseudodata and the predictions is very good, as
expected by construction. The data are presented alongside
an equivalent figure showing the HERA data [10], with the
axis scales chosen to be equivalent to allow a direct
comparison between the Q2 ranges and the level of pre-
cision. Even for the conservative scenario shown here, the
uncertainties on the EIC measurements are significantly
smaller than those on the HERA data. The magnitude of F';
for the EIC data points is always smaller than that from
HERA at the same Q2 value, due to the dependence of F'; on
x and the larger x values sampled at EIC compared with
HERA. It is clear that the EIC will be able to measure the
longitudinal structure function F; with unprecedented
precision and in so far unexplored kinematic regions.

V. ALTERNATIVE SCENARIOS

Since the running schedule over time for the EIC is still
far from certain, we have studied the influence of different
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FIG. 7. (a) Simulated EIC measurements of the longitudinal

structure function F; in the conservative scenario, averaged over
1000 replicas, shown as a function of Q% and compared with the
theoretical prediction given by HERAPDF2.0 NNLO. (b) Sum-
mary plot for existing HERA measurements of F'; averaged over
x and compared with predictions at NNLO from various PDF sets
[10]. The horizontal and vertical scales in (a) and (b) are chosen to
be identical for ease of comparison, and in both cases the
weighted-average x value is indicated for each data point.

aspects, which may be helpful as input to the decision-
making process. In addition to the influence of the
systematic uncertainties, as studied in Sec. IV through
the difference between the optimistic and conservative
scenarios, it is also interesting to investigate the influence
of statistical uncertainties by varying the integrated lumi-
nosity assumed for each of the different beam energy and
\/s configurations. In place of the annual luminosities for
each case assumed by default (Table I), we have therefore
repeated the full study with only 1 fb~! for each of the
beam energies. Although only a small fraction of the peak
luminosities expected for EIC, this is larger than the total
sample sizes obtained at HERA and may be a realistic EIC
target for early running, or for a dedicated running period
with frequent beam energy changes targeting physics
studies, such as that presented here for F;.

The expected precision on the F'; extraction as a function
of Q? is compared for the different systematic and statistical
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FIG. 8.

QZ

Simulated F, (Q?) data based on five beam energy configurations in the conservative (top) and optimistic (bottom) scenarios.

In both cases, comparisons are made between results, assuming a full nominal year of integrated luminosity in each configuration
(Table I) and a scenario in which 1 fb~! is assumed for each configuration. The data points with the different luminosity assumptions are

slightly offset from one another for visibility.

uncertainty scenarios in Fig. 8. As for the two-dimensional
projections, there is a difference of a factor of around 3—4
between the results with the conservative and optimistic
scenarios, with the assumed uncertainties propagating
approximately linearly. The influence of reducing the
integrated luminosity is minor by comparison, confirming
that 1 fb~! at each /s is more than sufficient to achieve the
required level of statistical precision and ensure that the ',
extraction is systematically limited, even in the optimistic
scenario with 1% systematics.

We have additionally investigated the potential to
improve the precision on F; by increasing the number
of beam energy configurations and hence /s values in the
Rosenbluth decompositions. Following [21], in addition to
the default scenario with five configurations (referred to in
the following as S-5), we have also considered different
combinations of the same sets of electron and proton beam
energies that lead to different /s values. As illustrated in
Table II, we consider scenarios with nine (S-9) or 17 (S-17)
different configurations. Not all of the combinations
considered are necessarily technically realizable at the
EIC, so the choices made here should be considered only
as indicative, chosen in order to explore the potential
improvements that might be achievable.

Results with the different numbers of beam configura-
tions are compared at the level of the Rosenbluth fits for a

typical example bin in x and Q? in Fig. 9 in the conservative
scenario. The larger number of beam energy configurations
leads both to an increase in the number of data points
available for the fits and to an extended lever arm for the
fit. For the example bin shown, the uncertainty on F;
decreases by a factor of approximately three between the
S-5 and S-9 scenarios and by a further factor of around two
when extending to the full S-17 case.

As noted in Sec. IVA, our method leads to bin-to-bin
fluctuations in the uncertainties on the extracted F; due to
the differences between the number of accessible points

TABLE II. Center-of-mass energies (in GeV) for various
combinations of electron and proton beam energies. The default
case studied here (S-5) with five configurations is indicated in
italics. Additional combinations introduced in the S-9 scenario
are in bold. For the S-17 scenario, the full set of combinations is
included, except for the degenerate case at /s = 85 GeV (in
parentheses).

E, [GeV]
41 100 120 165 180 275
E,[GeV] 5 29 45 49 57 60 74
10 40 63 69 81 (85 105
18 54 8 93 109 114 14]
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FIG. 9. Comparison of Rosenbluth decomposition fits to
simulated EIC data in an example bin defined by Q2=
6.5 GeV? and x = 0.00325 under three different assumptions
as to the beam energy configurations that are included. The points
shown in green are available in the S-5 scenario, and correspond
to the fit shown as the green line and the result indicated as
“F.(5).” Additional points that become available in the S-9
scenario are shown in red, with the corresponding fit to the green
and red points shown in red and indicated as “F; (9).” The black
points are introduced in the S-17 scenario, with the black line and
the “F; (17)” result corresponding to a fit to all points shown.

and their y?/Y_ ranges as x and Q? are varied. This is
reflected in the improvements in the uncertainties in the
two-dimensional projections as more /s values are added,
with some bins unaffected and others showing substantial
improvements. An additional region of phase space at low y
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also becomes accessible with reasonable precision. The
impact of the additional beam energy configurations is
illustrated at the level of the x-averaged dependence of
F, on Q% in Fig. 10 for both the optimistic and
the conservative scenarios. The bin-to-bin fluctuations in
the uncertainties are smoothed out to a large extent in the
averaging procedure. Significant improvements are visible
in the precision both when increasing the number of
configurations from the S-5 to the S-9 set and also from
S-9 to S-17. This remains the case for both the optimistic
and the conservative scenarios, though the introduction of
more configurations is not sufficient to compensate for the
difference between the two rather different uncertainty
scenarios. In these figures, the averaged F; values are
different in the different scenarios, since adding new points
in the Rosenbluth fits alters the selection of F'; data points
passing the uncertainty criteria for inclusion in the figures
and the uncertainties on each individual point, leading to
changes in the weighted-average values of x.

The simple studies performed in this section represent
only a small fraction of the total range of possible variations
that could be studied, and further optimization is, therefore,
certainly possible. Nevertheless, it is clear that minimizing
the systematic uncertainties on the data is the single most
important ingredient in obtaining high precision on £, and
that a dedicated running period with lots of beam energy
configurations and modest luminosities is a possible
approach to obtaining a high-quality result with a relatively
small amount of EIC beam time.

VI. SUMMARY AND CONTEXT

In this work, we have explored the potential of the EIC to
measure the longitudinal structure function F; using
simulated data. Our studies indicated that the EIC will
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FIG. 10. Comparison between simulated EIC F; (Q?) results averaged over x and shown as a function of Q? in the S-5, S-9, and S-17
scenarios regarding beam energy combinations. The conservative assumption on systematic precision is shown on the left, with the
optimistic scenario on the right. Data points from the different scenarios are slightly shifted relative to one another for visibility.
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be able to measure F;(x,Q?) with an unprecedented
precision over a wide kinematic range. In scenarios with
the most favorable assumptions, absolute uncertainties of
less than 0.05 are achievable across a wide kinematic range,
corresponding to around 20% where F; is largest and
offering competitive constraints on the proton gluon
density. This represents a significant improvement com-
pared with HERA, which was sensitive to a region where
F; is larger than at EIC, but where the most precise results
from double-differential cross sections in x and Q? have
uncertainties of around of 30%—40%, and where around
30% of all measurements have uncertainties larger than
100%. No attempt has been made to optimize the binning
schemes used here. Refinements, for example by adopting a
(v, Q%) instead of a (x, Q%) grid to optimally populate the
y?/Y, range in the Rosenbluth decomposition fits, are
expected to lead to improved precision and to the addition
of further bins at low Q2 and high x that are kinematically
accessible but excluded in the current analysis on the basis
of having very large uncertainties on F/ .

By making variations in the analysis details, we have
investigated the impact of different qualities of measure-
ment and choices of EIC running plan. The most striking
dependence is on the magnitude of the systematic uncer-
tainties that are not correlated between different /s values
at the same x and Q2. The rather aggressive 1% “opti-
mistic” assumption for such uncertainties that was studied
here may not to be ultimately achievable, but it is
reasonable to expect the final EIC situation to be much
closer to 1% than to the “conservative” 3.9% scenario that
was also investigated. By comparison with the systematics,
statistical uncertainties play a much more minor role—a
reflection of the fact that F; is obtained from inclusive
measurements and the large expected sample sizes at the
EIC. If the initial assumption of a year of running at each
beam energy is drastically reduced to an example of 1 fb~!
for each of the five beam energy configurations, the
expected precision on F; is not substantially deteriorated.
On the other hand, a significant advantage can be gained by
adding more beam energy configurations, which leads to
more data points in the Rosenbluth decomposition fits
spanning a wider range in the relevant y*/Y , variable. The
precision improves progressively when studying cases in
which either nine or 17 configurations are included in place
of the default five. Running scenarios with relatively low
luminosities collected at relatively large numbers of differ-
ent /s values seem to be the most efficient in terms of
precision on F .

The kinematic region that is accessible with EIC data is
complementary to that of HERA, covering a region of
larger x and also extending to higher Q2. The coverage of
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FIG. 11. Kinematic coverage of world data for the proton

longitudinal structure function, derived from Fig. 1 in [17], but
with simulated EIC data added. The existing data shown are
from H1 and ZEUS [10,11], NMC [13], BCDMS [12], JLab
[15,17,18], and SLAC [14,16]. The EIC pseudodata are shown in
the S-5 and S-9 scenarios, which correspond to five and nine
different beam energy configurations, respectively.

the EIC data is placed in the wider context of world F
data, also including fixed-target measurements, in Fig. 11.
The EIC data close the large current gap between the fixed-
target and the HERA data. This is already the case in the
scenario with five /s values (S-5), but the extension to nine
configurations (S-9) yields additional data points at large
0?, leading to a rather complete coverage of the kinematic
plane overall for Q> > 1 GeV?, extending as low as
x ~ 107 and approaching the situation for F,. Altogether,
the EIC has the potential to transform our knowledge of F,
across a wide kinematic range, potentially leading to a
substantial impact on the precision on the proton PDFs
and constraining phenomenological models in new ways.
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