PUBLISHED FOR SISSA BY @ SPRINGER

RECEIVED: February 13, 2024
ACCEPTED: December 24, 202/
PUBLISHED: February 11, 2025

Differential cross section measurements for the
production of top quark pairs and of additional jets
using dilepton events from pp collisions at /s = 13 TeV

The CMS collaboration

E-mail: cms-publication-committee-chair@cern.ch

ABSTRACT: Differential cross sections for top quark pair (tt) production are measured in
proton-proton collisions at a center-of-mass energy of 13 TeV using a sample of events
containing two oppositely charged leptons. The data were recorded with the CMS detector
at the CERN Large Hadron Collider and correspond to an integrated luminosity of 138 fb ™.
The differential cross sections are measured as functions of kinematic observables of the tt
system, the top quark and antiquark and their decay products, as well as of the number of
additional jets in the event. The results are presented as functions of up to three variables
and are corrected to the parton and particle levels. When compared to standard model
predictions based on quantum chromodynamics at different levels of accuracy, it is found
that the calculations do not always describe the observed data. The deviations are found
to be largest for the multi-differential cross sections.

KeEywoRrDS: Hadron-Hadron Scattering, Top Physics

ARXI1v EPRINT: 2402.08486

OPEN Access, Copyright CERN,
for the benefit of the CMS Collaboration. https://doi.org/10.1007/JHEP02(2025)064
Article funded by SCOAP?.



Contents

1 Introduction 2
2 The CMS detector 4
3 Event simulation 4
4 Event selection 6
5 Kinematic reconstruction of the tt system 8
6 Signal extraction and unfolding 12
6.1 Generator-level definitions 13
7 Cross section measurement 15
8 Systematic uncertainties 16
8.1 Experimental uncertainties 17
8.2 Theoretical uncertainties 19
8.3 Background uncertainties 20
8.4 Summary of uncertainties 20
9 Results 24
9.1 Results for top quark and tt kinematic observables at the parton and particle
levels 24
9.2 Results for lepton and b jet kinematic variables at the particle level 49
9.3 Results as a function of additional-jet multiplicity 57
9.4 Comparisons to higher-order theoretical predictions 71
9.5 Comparisons to POWHEGH+PYTHIA 8 predictions using different PDFs 99
10 Summary 102
A Definition of X2 for theory-to-data comparisons 104
B Results for absolute cross sections 106
B.1 Comparisons to MC simulations 106
B.2 Comparisons to higher-order theoretical predictions 145
C Tables with p-values of x2 tests 172
The CMS collaboration 204




Additional jets

Figure 1. Illustration of a pp collision with tt plus additional jet production and subsequent dilepton
decay of the tt system.

1 Introduction

Measurements of top quark pair (tt) production play a crucial role in testing the validity
of the standard model (SM) and in searching for new phenomena [1]. The large data set of
proton-proton (pp) collisions delivered during Run 2 at the CERN Large Hadron Collider
(LHC) in the years 2016 through 2018 enables precision studies of tt differential production
cross sections as functions of kinematic variables of various objects produced in the events.
The differential measurements provide sensitivity to many new physics scenarios [2-10] for
which the tt event topologies and kinematical distributions are different from those in the SM.
The present analysis focuses on events in the tt dilepton decay channel, shown in figure 1,
where both W bosons decay into a charged lepton and a neutrino. Kinematic observables
of the following objects are studied in the analysis: the tt system, the top quark (t) and
antiquark (t), the charged leptons (¢ and ¢) and bottom quarks (b and b) produced in the
decay chain, and the additional jets in the event. Electrons and muons produced directly in
the W boson decays are considered as signal, while T leptons are not. The bottom quarks
are experimentally accessible through the associated b jets.

In the SM context, the measured cross sections can be used to check predictions of
perturbative quantum chromodynamics (pQCD) and electroweak theory. During the last
decade, a variety of next-to-next-to-leading order (NNLO) predictions [11-16] have become
available for kinematic observables of the tt system, top quark and antiquark, and recently
also of the final-state leptons and b jets [17]. The situation is different for tt events with
additional energetic jets in the final state, which, at LHC energies, contribute a large fraction
to the total tt cross section. The NNLO corrections are not yet established for these high
multiplicity radiative processes; nevertheless, a comparison of the available pQCD models
to data provides an important benchmark test.

Differential cross sections for tt production have been measured previously in pp collisions
at the LHC at /s = 7TeV [18-22], 8 TeV [22-29], and 13 TeV [30-47], in the channels with
either both, one, or neither of the W bosons emitted in the decays of t and t decaying
leptonically. The nominal predictions of modern pQCD calculations generally fail to describe
several kinematic distributions. For instance, most theoretical models predict a spectrum for
the transverse momentum py of the top quark, that is harder than observed [37, 38].



We present measurements of differential tt cross sections in pp collisions at /s = 13 TeV
using data taken with the CMS detector during the Run-2 operation of the LHC. The analysis
is based on an integrated luminosity of 138 fbfl, where 36.3fb~ " were recorded in 2016,
415 in 2017, and 59.7 fb~! in 2018. The dilepton decay channel has a relatively small
branching fraction and significantly lower background compared to other tt decay channels. As
a consequence of the excellent lepton energy resolution, the precise measurement of kinematic
observables based on lepton pairs is unique to the dilepton channel. However, because of
the presence of two neutrinos in the final state, the measurement of top quark kinematic
observables in the dilepton channel requires specialized kinematic reconstruction techniques.

The analysis follows the procedures and strategies of refs. [38, 39] for which only the
2016 data were used. All measurements are compared to predictions from Monte Carlo
(MC) generators with next-to-leading order (NLO) accuracy in QCD at the matrix element
level interfaced to parton shower simulations. Selected cross section measurements are also
compared to a variety of predictions with precision beyond NLO.

The distributions studied in this paper are of basic kinematic observables including
the pr, and pseudorapidities n or rapidities y of single objects, e.g. pt(t) and y(t), or of
compound systems, e.g. pp(tt) and y(tt). Distributions of invariant masses of compound
objects are also investigated, e.g. m(tt), as well as the azimuthal or rapidity differences
between two objects, e.g. |A¢(t,t)], |y(t)| — |y(t)|, and |An(t,t)|, where ¢ is the azimuthal
angle in radians. Cross sections are measured at the particle level in a fiducial phase space
that is close to that of the detector acceptance. In addition, we extract cross sections for
kinematic observables of the top quark and antiquark and the tt system defined at the parton
level in the full phase space, which allows a comparison to a larger set of higher-order pQCD
calculations. Both absolute and normalized differential cross sections are presented. The
latter are obtained by dividing the former by the sum of the cross sections measured in
the differential bins, leading to a reduction of systematic uncertainties. Cross sections are
measured as functions of one kinematic variable (single-differential), or multi-differentially
as functions of two or three variables (double- or triple-differential). The improvements of
this analysis compared to refs. [38, 39] fall into two categories:

1. Measurements are expanded by considering new kinematic observables, using refined
binnings and extending the phase space range. An example of a new kinematic observable
is the ratio pp(t)/m(tt), revealing interesting details of the tt production dynamics. A
finer binning and extended phase space range is used, in particular for the kinematic
distributions of leptons and b jets. For measurements with additional jets in the events,
a systematic survey of the correlations of the top quark and tt kinematic variables with
the number of additional jets in the events is performed in the dilepton channel for the
first time.

2. The statistical and systematic uncertainties of the measurements are generally reduced
by a factor of about two, the latter profiting from the following improvements: using
refined procedures and algorithms, such as for identifying b jets and measuring their
pr; applying precise calibrations determined separately for each year of data taking,
such as for the jet energy scale; having better estimates for some important background



process contributions using in situ constraints from data; exploiting MC simulated
samples with reduced statistical uncertainties to correct the data for detector effects
and for assessing systematic uncertainties.

The paper is structured as follows: section 2 provides a brief description of the CMS
detector. Details of the event simulation are given in section 3. The event selection is detailed
in section 4, followed by a description of the kinematic reconstruction in section 5 where
comparisons between data and simulations are shown. The signal extraction and unfolding
procedure are explained in section 6, together with the definitions of the parton and particle
level phase spaces. The method to extract the differential cross sections is discussed in
section 7, and the assessment of the systematic uncertainties is presented in section 8. Results
and comparisons to theoretical predictions are shown in section 9. Finally, section 10 provides
a summary. Tabulated results can be found in HEPData [48].

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass
and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap
sections. Forward calorimeters extend the 1 coverage provided by the barrel and endcap
detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return
yoke outside the solenoid. Events of interest are selected using a two-tiered trigger system [49].
The first level (L1), composed of custom hardware processors, uses information from the
calorimeters and muon detectors to select events at a rate of around 100 kHz within a time
interval of less than 4 pus. The second level, known as the high-level trigger (HLT), consists of
a farm of processors running a version of the full event reconstruction software optimized
for fast processing, and reduces the event rate to around 1kHz before data storage. A more
detailed description of the CMS detector, together with a definition of the coordinate system
used and the relevant kinematic variables, can be found in ref. [50].

3 Event simulation

Simulations of physics processes are performed with MC event generators for three main
purposes. First, to obtain representative predictions of tt production cross sections to be
compared to the measurements. Second, to determine corrections for the effects of hadroniza-
tion, reconstruction, and selection efficiencies, as well as resolutions. These corrections are
obtained by passing generated tt signal events through a detector simulation, and are applied
for the unfolding of the data. Last, to obtain predictions for the backgrounds by passing
generated background events through the detector simulation. All MC programs used in
this analysis perform the event generation in several stages: matrix element (ME) level,
parton showering matched to ME, hadronization, and the underlying event (UE), including
multi-parton interactions (MPIs). For all simulations, the proton structure is described by the
NNPDF3.1 NNLO set [51, 52] of parton distribution functions (PDFs), unless stated otherwise.
For all simulations with top quark production, the value of the top quark mass parameter



is fixed to mivl ©

= 172.5GeV. The tt signal process is simulated with ME calculations at
NLO in QCD. For the nominal signal simulation, the POWHEG (version 2) [53-56] generator
is taken. The hg,m, parameter of POWHEG, which regulates the damping of real emissions in
the NLO calculation when matching to the parton shower, is set to hgam, = 1.379 mi\/l ¢ [57].
The PYTHIA 8 program (version 8.230) [58] with the CP5 tune [57] is used to model parton
showering, hadronization, and the UE. This setup, referred to as POWHEG+PYTHIA 8 | is
used for the detector corrections of the tt signal process in the data, with appropriate
variations for assessing the theoretical model uncertainties, described in section 8.2. The
generator-level cross sections of POWHEG+PYTHIA 8 are also used as theoretical predictions
that are compared in section 9 to the measured tt cross sections, as well as the predictions
from two other models. The first alternative model is based on the MADGRAPH5 aMC@QNLO
(version 2.4.2) [59] generator, interfaced with PYTHIA 8 using the CP5 tune. At the ME
level, up to two extra partons are included at NLO. The events are matched to PYTHIA
8 using the FxFx prescription [60, 61], and MADSPIN [62] is used to model the decays of
the top quarks, while preserving their spin correlation. The whole setup is referred to as
MG5 aMC@NLO[FxFx|4+PYTHIA 8 . The second alternative model is POWHEG interfaced to
HERWIG 7 [63] using the CH3 tune [64] and is referred to as POWHEG+HERWIG 7 .

The main background contributions originate from single top quarks produced in as-
sociation with a W boson (tW), Z/y" bosons produced with additional jets (Z+jets), W
boson production with additional jets (W+jets), and diboson (WW, WZ, and ZZ) events.
Other backgrounds are negligible.

For all background samples, parton showering, hadronization, and the UE are simulated
with PYTHIA 8. For single top quark production, the ¢-channel and tW processes are simulated
at NLO with POWHEG [65-67], and the s-channel process at LO with MADGRAPH5_aMCQNLO.
In all three cases the PYTHIA 8 CP5 tune is used. For all other background samples discussed
in the following, the CP5 tune is applied for the 2017 and 2018 samples, and the CUETP8M1
tune [61, 68, 69] for the 2016 samples. For the latter, the PDF set NNPDF3.0 [70] is used
with the order (e.g. NLO) of the respective simulation. The Z+jets process is simulated
at NLO using MG5__amMc@NLO[FxFx| with up to two additional partons at the ME level.
The W-+jets process is simulated at leading order (LO) using MADGRAPH5__aMC@NLO with
up to four additional partons at the ME level and matched to PYTHIA 8 using the MLM
prescription [71, 72]. Diboson events are simulated at LO with PYTHIA 8.

Predictions are normalized based on their inclusive theoretical cross sections and the
integrated luminosity of the data sample. For s- and t-channel single top quark production,
the cross sections are calculated at NLO with HATHOR (version 2.1) [73]. For single top quark
production in the tW channel, the approximate NNLO calculations from ref. [74] are used.
For Z+jets and W+jets processes, NNLO predictions obtained with FEWz [75] are taken, and
for diboson production the NLO calculations from ref. [76] are applied. The tt simulation is
normalized to a cross section of 83143 (scale) £ 35 (PDF 4« ) pb calculated with the ToP++
(version 2.0) program [77] at NNLO, including resummation of next-to-next-to-leading
logarithm (NNLL) soft-gluon terms [78-83], and assuming a top quark pole mass of 172.5 GeV.

The CMS detector response is simulated using GEANT4 [84]. The effect of additional
pp interactions within the same or nearby bunch crossings (pileup) is taken into account by



adding simulated minimum-bias interactions to the simulated data. Events in the simulation
are then weighted to reproduce the pileup distribution in the data, which is estimated from
the measured bunch-to-bunch instantaneous luminosity and assuming a total inelastic pp
cross section of 69.2mb [85]. Separate simulations are employed for the data taken in the
three years 2016-2018, in order to match the varying detector performance and data-taking
conditions. At every step of the analysis, the simulated samples from different years are
added together and used as one single sample, both at the detector and the generator levels.

Correction factors described in sections 6 and 8, subsequently referred to as scale factors,
are used to reconcile the number of expected events from simulation with what is observed
in data. They are applied, for example, to correct a detector efficiency in the simulation to
match the one observed in data, or to scale a background prediction.

4 Event selection

The event selection closely follows that of ref. [38]. Events are selected corresponding to the
decay chain where both top quarks decay into a W boson and a bottom quark, and each of
the W bosons decays directly into an electron or a muon and a neutrino. This specification
defines the signal process, while all other tt events, including those with at least one electron
or muon originating from the decay of a T lepton, are treated as background which is taken
into account, as detailed in section 6. The signal includes three distinct channels: two
same-flavor channels corresponding to two electrons (e "e ™) or two muons (W ™), and the
different-flavor channel corresponding to one electron and one muon (eiqu). Results are
obtained by combining the three channels and adding, at every step of the analysis, the
samples from the years 2016-2018.

At the HLT level, events are selected either by single-lepton or dilepton triggers. The
former require the presence of at least one electron or muon, and the latter the presence
of either two electrons, two muons, or an electron and a muon. For all employed triggers,
the leptons are required to fulfill isolation criteria that are looser than those applied later
in the offline analysis. For the single-electron triggers, a pr threshold of 27 (32) GeV is
applied in 2016 (2017-2018), while for single-muon triggers the pt threshold is 24 (27) GeV in
2016,/2018 (2017). The dilepton triggers select events based on the leptons with the highest
(leading) and second-highest (trailing) pr in the event. The same-flavor dilepton triggers
require either an electron pair with pr > 23 (12) GeV for the leading (trailing) electron
or a muon pair with pp > 17 (8) GeV for the leading (trailing) muon. The different-flavor
dilepton triggers require either an electron with pp > 23 GeV and a muon with pp > 8 GeV,
or a muon with pr > 23GeV and an electron with pr > 12GeV. The analysis mainly
relies on the dilepton triggers, while the single-lepton triggers help to improve the overall
trigger efficiency by about 10%.

The particle-flow (PF) algorithm [86] aims to reconstruct and identify each individual
particle with an optimized combination of information from the various elements of the CMS
detector. The energy of muons is obtained from the curvature of the corresponding track.
The energy of electrons is inferred from a combination of the electron momentum at the
primary interaction vertex as determined by the tracker, the energy of the corresponding
ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with



originating from the electron track. The energy of photons is directly obtained from the
ECAL measurement. The energy of charged hadrons is determined from a combination of
their momentum measured in the tracker and the matching ECAL and HCAL energy deposits,
corrected for the response function of the calorimeters to hadronic showers. Finally, the energy
of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

The measurements presented in this paper depend on the reconstruction and identification
of electrons, muons, jets, and missing transverse momentum py" 55 associated with neutrinos.
Electrons and muons are selected if they are compatible with originating from the primary
pp interaction vertex. The primary vertex (PV) is taken to be the vertex corresponding to
the hardest scattering in the event, evaluated using tracking information alone, as described

in section 9.4.1 of ref. [87].

For both electrons and muons, the “tight” identification criteria as described in refs. [88,
89] are applied. Reconstructed electrons [88] are required to have pp > 25 (20) GeV for
the leading (trailing) candidate and |n| < 2.4. Electron candidates with ECAL clusters in
the transition region between the ECAL barrel and endcap, 1.44 < [nquster] < 1.57, are
excluded since the reconstruction of an electron object in this region is not optimal. A
relative isolation [, is defined as the pp sum of all neutral and charged hadrons, and photon
candidates within a distance of 0.3 from the electron in 7-¢ space, divided by the pp of the
electron candidate. A maximum value of I, is allowed, in the range 0.05-0.10, depending
on the pr and n of the electron candidate. Further electron identification requirements are
applied to reject misidentified electron candidates and candidates originating from photon
conversions. Reconstructed muons [89] are required to have pp > 25 (20) GeV for the leading
(trailing) candidate and |n| < 2.4. An isolation requirement of I, < 0.15 is applied, including
particles within a distance of 0.4 in 1-¢ space from the muon candidate. Furthermore, muon
identification requirements are applied to reject misidentified muon candidates and muons
originating from in-flight decays. For both electron and muon candidates, I, is corrected
for residual pileup effects. Finally, for the targeted prompt leptons in the tt dilepton decay
channel, the total selection efficiencies are about 90% for muons and 70% for electrons.

Jets are reconstructed by clustering the PF candidates using the anti-kt jet algorithm [90,
91] with a distance parameter of 0.4. The jet energies are corrected following the procedures
described in ref. [92]. After correcting for all residual energy deposits from charged and
neutral particles from pileup, pr- and 7-dependent jet energy adjustments are applied to
correct for the detector response. Jets are required to have pp > 30 GeV and |n| < 2.4 and a
distance in 7-¢ space of at least 0.4 to the closest selected lepton.

The b jets are identified with the deep neural network algorithm DEEPCSV [93], based
on tracking and secondary vertex information. The chosen working point of the network
discriminator has a b-jet tagging efficiency of ~80-90% and a mistagging efficiency of ~ 1%
for jets originating from gluons, as well as u, d, or s quarks, and = 30-40% for jets originating
from ¢ quarks. The energy measurement of the b-tagged jets is improved using a deep
neural network estimator [94] that performs a regression after all other jet energy corrections
have been applied.

The P is computed as the negative vector sum of the transverse momenta of all the
PF candidates in an event, and its magnitude is denoted as pr" [95]. The pr™™" is updated



when accounting for corrections to the energy scale of reconstructed jets in the event. The
pileup per particle identification algorithm [96] is applied to reduce the pileup dependence

—miss

of the pr>° observable. The pp > is computed from the PF candidates weighted by their
probability to originate from the primary interaction vertex [95].

Events are selected offline if they contain exactly two isolated, oppositely charged electrons
or muons, (e+e_, u+u_, eiLﬁ) and at least two jets, with at least one of these jets being b
tagged. Events with an invariant mass of the lepton pair m(£¢) below 20 GeV are removed
in order to suppress contributions from resonance decays and low-mass Drell-Yan processes.
Backgrounds from Z+jets processes in the e e and p u~ channels are further reduced by
requiring m(€€) < 76 GeV or m(£0) > 106 GeV, and pF'™ > 40 GeV.

In this analysis, the tt production cross section is also measured as a function of the
extra jet multiplicity Nje. Extra jets (also referred to as additional jets) are jets arising
primarily from hard QCD radiation and not from the top quark decays. At the reconstruction
level, the extra jets in dilepton tt candidate events are defined as jets with pp > 40 GeV and
|n| < 2.4 that are isolated from the leptons and from the b jets originating from the top
quark decays. These two b jets are identified by the tt kinematic reconstruction algorithms
discussed in section 5. The extra jet is considered isolated when having a distance to the
leptons in 7-¢ space of at least 0.4 and a distance to the b jets from top quark decays of at
least 0.8. The requirements on p and isolation of extra jets largely eliminate the expected
contributions from gluons radiated off b quarks produced in the top quark decays.

5 Kinematic reconstruction of the tt system

The four-momenta of the top quark and antiquark are determined from the four-momenta
of their decay products using a kinematic reconstruction method referred to as the “full
kinematic reconstruction” [23]. In this reconstruction, the two pairs consisting of a lepton
and a b jet from the decay are identified, and the top quark (antiquark) is associated with
the pair containing the lepton with positive (negative) charge. The three-momenta of the
neutrino (v) and antineutrino (V) are reconstructed using algebraic equations deduced from
the following six kinematic constraints: the conservation of the total pr in the event, and the
masses of the W bosons and of the top quark and antiquark. The mass values used in the
constraints are 172.5 GeV for the top quark and antiquark, and 80.4 GeV for the W bosons.
The P in the event is assumed to originate solely from the two neutrinos. An ambiguity
can arise due to multiple algebraic solutions of the constraint equations for the neutrino
momenta, which is resolved by taking the solution with the smallest invariant mass of the tt
system [97]. The reconstruction is performed 100 times. Each time, the measured energies
and directions of the reconstructed leptons and jets are randomly smeared in accordance
with their resolutions. This procedure recovers events that initially yield no solution because
of measurement fluctuations. The three-momenta of the two neutrinos are determined as a
weighted average over all smeared solutions. For each solution, the weight is calculated based
on the expected true spectrum of the invariant mass of the lepton and the b jet originating
from the decay of a top quark m(¢b) and taking the product of the two weights for the top
quark and antiquark decay chains. All possible lepton-jet combinations in the event that
satisfy the requirement m(¢b) < 180 GeV are considered. Combinations are ranked based on



the presence of b-tagged jets in the assignments, i.e. a combination with both leptons assigned
to b-tagged jets is preferred over those with one or no b-tagged jet. Among assignments
with an equal number of b-tagged jets, the one with the highest sum of weights is taken.
Events with no solution after smearing are rejected. The efficiency of the full kinematic
reconstruction is defined as the number of events for which a solution is found divided by
the total number of selected tt events after the full event selection described in section 4.
Consistent results are observed in data and simulation. The efficiency for signal events is
about 90%. Performing the reconstruction more than 100 times does not significantly alter
the efficiency and kinematic resolutions. After applying the complete event selection and
the full kinematic reconstruction, about 1.2 million events are observed, with shares of 56,
14, and 30% for the ei;.ﬁ, ete”, and ].ﬁu* channels, respectively. Combining all decay
channels, the estimated signal fraction in data is about 80%.

Distributions of the reconstructed top quark and tt kinematic variables, obtained with
the full kinematic reconstruction, are shown in figure 2 and the upper plots in figure 3.
Furthermore, the multiplicity of jets in the events is presented in figure 2. The p(t) and
y(t) spectra include contributions from both the top quark and antiquark. The expected
signal and background contributions are estimated as described in section 6, using the MC
simulations for the various processes introduced in section 3. The events labeled as “tt other”
show the expected contributions from tt final states other than the signal, dominated by
events with one or both of the W bosons decaying into T leptons with subsequent decay into
electrons or muons. The expected events labeled as “Minor bg” constitute minor background
contributions from diboson and W+jets processes. In general, the data are reasonably well
described by the simulation that overestimates, however, the total number of events by about
5%. Some trends are visible, in particular for pp(t), where the simulation predicts a somewhat
harder spectrum than that observed in data, as seen in previous differential tt cross section
measurements [23, 26, 28, 30, 34, 37, 38]. The mismodeling of the data by the simulation is
accounted for by the relevant systematic uncertainties described in section 8. The checks
discussed in section 7 confirm that the residual mismodeling of the pr(t) distribution does
not introduce a significant bias in the measurement.

The m(tt) value obtained using the full kinematic reconstruction described above is
sensitive to the value of the top quark mass used as a kinematic constraint. An alternative
algorithm is employed that reconstructs the tt kinematic variables without using the top
quark mass constraint. This algorithm is referred to as the “loose kinematic reconstruction”.
It is used in this analysis for measuring differential tt cross sections as a function of m(tt),
in order to preserve the sensitivity of the data for a future top quark mass extraction, as
performed in ref. [39]. In contrast to the full kinematic reconstruction, this algorithm tackles
the reconstruction of the vv system as a whole. The £b pairs are selected and ranked as
described for the full kinematic reconstruction. Among combinations with equal number
of b-tagged jets, the ones with the leading and trailing pr jets are chosen. The kinematic
variables of the VV system are obtained as follows: its pp is set equal to pi™™ and its
unknown longitudinal momentum and energy are set equal to the values of the lepton pair.
Additional constraints are applied on the invariant mass of the neutrino pair, m(vv) > 0, and
on the invariant mass of the W bosons, m(W W ™) > 2my. These constraints have only
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Figure 2. Distributions of pp(t) (upper left), y(t) (upper right), pp(tt) (lower left), and jet
multiplicity (lower right) obtained in selected events with the full kinematic reconstruction. For the
first two distributions, “t” refers to both top quark and antiquark. The three dilepton channels (e+ef,
u+ W, and et ut) are added together. The data with vertical bars corresponding to their statistical
uncertainties are plotted together with distributions of simulated signal and background processes.
The hatched regions depict the systematic shape uncertainties in the signal and backgrounds (as
detailed in section 8). The lower panel in each plot shows the ratio of the observed data event yields
to those expected in the simulation.
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Figure 3. Distributions of y(tt) (left) and m(tt) (right) obtained in selected events with the full
(upper) and the loose kinematic reconstruction (lower). Further details can be found in the caption of
figure 2.

minor impact on the performance of the reconstruction. This method achieves an average
reconstruction efficiency of approximately 96% for signal events and provides tt kinematic
resolutions comparable to those obtained with the full kinematic reconstruction. As in the
case of the full kinematic reconstruction, events with no valid solution for the loose kinematic
reconstruction are excluded from further analysis. The presence of a solution for the full
kinematic reconstruction in an event is also required for the cross section measurements as
functions of lepton and b jet kinematic variables discussed in section 9.2. Figure 3 (lower
row) displays the distributions of the reconstructed tt invariant mass and rapidity using the
loose kinematic reconstruction. These distributions are similar to the ones obtained with
the full kinematic reconstruction, shown in the upper row, except for m(tt) in the threshold
region that is smeared out due the omission of the top quark mass constraint.
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The loose kinematic reconstruction is used for a subset of measurements presented in
section 9, namely, for single-differential cross sections as functions of m(tt), and for all
multi-differential cross sections composed of combinations of m(tt) with pp(tt), y(tt), or
Njet. For all other cross sections as functions of kinematic observables of the tt system or of
the top quark and antiquark, the full kinematic reconstruction is used.

6 Signal extraction and unfolding

The number of signal events is obtained for each histogram bin by subtracting the expected
number of background events from the observed number of events.

The expected background contribution from single top quark, W+jets, and diboson
processes are taken directly from the MC simulations. The Z+jets contribution is also
estimated from the MC simulation, but corrected by global normalization scale factors, which
are determined from a binned template fit to the data, using the method described in ref. [98],
as implemented in the TEFRACTIONFITTER class in ROOT [99]. In this procedure, the event
fraction of Z-+jets process and of the sum of all other contributions are fitted to the m(£/)
distributions in the data, within the Z boson peak signal region 76 < m(£¢) < 106 GeV. The
template distributions are obtained from the MC-simulated samples. Separate normalization
scale factors are fitted for the simulations of the Z+jets process in the eTe™ and p u~
channels and the scale factor for the eiﬁ channel is calculated as the geometric mean of
these factors. The nominal scale factors are determined for a data selection with relaxed
requirements, omitting those on p*°, the number of b-tagged jets, and the presence of a
solution for the kinematic reconstruction, in order to have a clean sample of Z+jets events.
The scale factors are compatible, within a few percent, with unity. The m(¢¢) window chosen
for the fits ensures that there is no overlap with the sample used for the analysis and is
still large enough to provide a good separation of Z+jets from the other processes. As a
cross-check, the template fits are performed over a wider m(¢¢) range, starting at 20 GeV
and extending to values much above the Z boson peak signal region, and only small scale
factor variations are observed of the order of one percent.

After the subtraction of non-tt backgrounds, the resulting event yields are corrected
for “tt other” contributions, introduced in section 5. These events arise from the same tt
production process as the signal and thus the normalization of this background is fixed to
that of the signal. For each bin, the number of events obtained after the subtraction of all
other background sources is multiplied by the ratio of the number of selected tt signal events
to the total number of selected tt events (i.e. the signal and all other tt events) in simulation.

The numbers of signal events are obtained by adding together the event yields in the
ete™, u+u_, and eiu:F channels, subtracting the background, and correcting for detector
effects using the TUNFOLD package [100]. The addition of the three channels before applying
detector corrections is justified by the fact that background levels are small in all channels
and kinematic resolutions are comparable. The measurements in the separate channels
yield consistent results.

In the unfolding procedure the response matrix plays an important role. An element
of this matrix specifies the probability for an event originating from one bin of the true
distribution to be observed in a specific bin of the reconstructed observables. The response
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Figure 4. Response matrices for the unfolding of the pp(t) (left) and y(tt) (right) distributions
at the parton level, as extracted from the nominal POWHEG-+PYTHIA 8 tt signal simulation. The
ranges of the observables for a given bin number can be read off from the corresponding cross section
distributions in figures 8 and 10.

matrix models the effects of acceptance, detector efficiencies, and resolutions in a given phase
space. It is calculated for each measured distribution using the tt signal simulation, and
is defined either at the particle level in a fiducial phase space or at the parton level in the
full phase space, using the corresponding generator-level definitions discussed in section 6.1.
At the detector level, the number of bins used per kinematic variable is typically two times
larger than the number of bins used at the generator level. Figure 4 shows example response
matrices obtained for the pr(t) and y(tt) distributions at the parton level. For illustrative
reasons, they are displayed with the same binnings at both the parton and detector levels.

In TUNFOLD, the distribution of unfolded event numbers is extracted from the measured
signal distribution at the detector level by performing a X2 fit. The fit model consists of
the sum of template distributions, with one distribution per cross section bin, constructed
from the product of the unfolded event number in that bin and the respective column of the
response matrix. An additional X2 term is included representing Tikhonov regularization [101],
based on second-order derivatives and using the nominal tt simulation as the bias vector.
The regularization reduces unphysically large high-frequency components of the unfolded
spectrum. The regularization strength that minimizes the global correlation coefficient [102]
is chosen. The statistical uncertainties of the simulated tt signal samples used to derive the
response matrices introduce small additional uncertainties in the unfolded event yields. These
are accounted for in the TUNFOLD procedure through error propagation.

6.1 Generator-level definitions

The definitions of the generator level that are used in the construction of the response matrices

follow, to a large extent, those applied in refs. [38, 39, 103].

,13,



For the parton-level results, the momenta of the parton-level top quarks are defined after

QCD radiation, but before the top quark decays. The unfolded signal event numbers are

corrected for the branching fractions W — ¢v. The parton-level results are extrapolated to

the full phase space using the default tt simulation. The extrapolation is implicitly performed

by counting each simulated event in the response matrix that enters a specific parton-level

bin

(i.e.

of a differential cross section.
For the particle-level results, the generator-level objects are defined by the stable particles
those with lifetime 7 > 0.3 x 10~ ° s) in the simulation. The selection of these objects

is intended to match as closely as possible the detector-level requirements used to select tt

events. It is described together with the generator-level top quark kinematic reconstruction

procedure in refs. [38, 103], and is summarized below.

All simulated electrons and muons, including those from T lepton decays, but not
originating from the decay of a hadron, are corrected (“dressed”) for bremsstrahlung
effects by adding the momentum of each photon to that of the closest lepton if their
separation in 7-¢ space is < 0.1. Leptons are required to have pp > 20 GeV and |n| < 2.4.

Only neutrinos originating from nonhadronic decays (i.e. prompt neutrinos) are used.

Jets are clustered using the anti-kt jet algorithm [90, 91] with a distance parameter of
0.4. All stable particles, with the exception of the dressed leptons and prompt neutrinos,
are clustered. Jets with pp > 30 GeV and |n| < 2.4 are selected if there is no electron
or muon, as defined above, within a distance of 0.4 in n-¢ space.

b jets are defined as those jets that contain a b hadron using the ghost-matching
technique [104]: as a result of the short lifetime of b hadrons, only their decay products
are considered for the jet clustering. However, to allow their association with a jet, the b
hadrons are also included with their momenta scaled down to a negligible value. This pre-
serves the information of their directions, but removes their impact on the jet clustering.

The following additional event-level requirements are applied to define the fiducial
phase space region in which the particle-level cross sections are measured: we require
that the W bosons produced from decays of the top quark and antiquark in a tt event
themselves decay to an electron or a muon; we reject events where these W bosons
decay to T leptons; we require exactly two selected lepton candidates with opposite
charges, m(¢¢) > 20 GeV, and at least two b jets.

The top quark reconstruction at the particle level proceeds as follows. Prompt neutrinos
are combined with the dressed leptons to form W boson candidates. We take the
permutation of neutrinos and leptons that minimizes the sum of the absolute values of the
differences between the mass of each neutrino-lepton pair and the nominal W boson mass
of 80.4 GeV. Subsequently, the W boson candidates are combined with b jets to form
particle-level top quark candidates by minimizing the sum of the absolute values of the
differences between the mass of each pair and the nominal top quark mass of 172.5 GeV.

Due to the finite detector resolution, events that are outside the fiducial phase space

region at the generator level can be measured inside the accepted region at the detector
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level. These events are subtracted, before the unfolding, by a fractional correction of the
observed number of events after subtracting all other backgrounds. The correction, performed
separately for each detector-level bin, is defined as the number of events in the tt signal
simulation that pass both the detector- and particle-level selection criteria, divided by the
number of all events fulfilling the detector-level requirements.

When measuring the differential cross sections as functions of Nj (see section 9.3), the
top quark and antiquark are measured either at the parton level in the full phase space or at
the particle level in a fiducial phase space, as described above, while the additional jets are
measured at the particle level only. The definition of these extra jets differs from the one
given above only in one aspect: they have to be isolated from the charged leptons (e or W)
and b quarks originating from the top quark decays, as represented by the corresponding
particle level leptons and b jets, with a minimal distance to these leptons (b quarks) of 0.4
(0.8) in n-¢ space. The larger distance to the b quarks is required to avoid selecting jets
coming from gluon radiation from the b quarks as additional jets. In addition, the additional
jets are required to have pp > 40 GeV and |n| < 2.4. Specifically for the measurements of
the top quark and antiquark at the parton level, two more differences in the definition of
the extra jets are introduced [39]. The neutrinos from decays of hadrons are excluded in the
clustering of these jets, and the charged leptons and b quarks used in the jet isolation are
taken directly after the W boson and top quark decays, respectively.

7 Cross section measurement
For a given variable X, the absolute differential tt cross section do;/dX is extracted via
the relation

dO'i o 1 Z;

dX LAY

(7.1)

where L is the integrated luminosity, x; is the number of unfolded signal events observed in
bin 7, and AZX is the bin width. The numbers z; are calculated with respect to the tt parton
or particle generator levels defined in section 6.1. The normalized differential cross section
is obtained by dividing the absolute differential cross section by the measured total cross
section ¢ in the same phase space, which is evaluated by summing the binned cross section
measurements over all bins of the observable X. For differential cross sections measured
simultaneously as functions of two or three variables, the following criteria are adopted for
optimizing their display. The measured cross sections are divided by the bin width of the
variable that is chosen as the last one. They present single-differential cross sections as
functions of the last variable in different ranges of the first, or first and second variables, and
are referred to as double- or triple-differential cross sections, respectively.

The bin widths at generator level are chosen based on the resolutions of the kinematic
variables, such that the purity and the stability of each bin are generally above 30% for
single-differential cross sections and above 20% for double- or triple-differential cross sections.
For assessing the purity and stability, the binning at detector level is adjusted to be equal
to the binning at generator level. For a given bin, the purity is defined as the fraction of
events in the tt signal simulation that are generated and reconstructed in the same bin with
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respect to the total number of events reconstructed in that bin. To evaluate the stability, the
number of events in the tt signal simulation that are generated and reconstructed in a given
bin are divided by the total number of reconstructed events generated in the bin.

The cross section measurement based on the signal extraction and unfolding procedure
described in section 6 is validated with closure tests. Large numbers (~ 1000) of pseudo-data
sets are generated from the tt signal MC simulations and analyzed as if they were real
data. The unfolded differential cross sections are found to be unbiased and to provide
proper 68% confidence intervals within &1 estimated standard deviation uncertainties. A
second test is performed by unfolding pseudo-data sets, generated using reweighted tt signal
simulations, with the response matrix and bias vector taken from the nominal simulation. The
reweighting is performed as a function of the differential cross section kinematic observables
at the generator level and is used to introduce controlled shape variations, e.g., making the
pr(t) spectrum harder or softer. This test probes the robustness of the unfolding procedure
with respect to the underlying physics model in the simulation, which impacts both the
response matrix and the regularization bias vector. Figure 5 shows two examples of these
tests, performed for cross sections as functions of pp(t) and m(£¢). The applied reweightings
follow approximately parabolic functions and lead to shape distortions of about +20% at
thresholds and end points of the kinematic spectra, comprising the differences observed
between data and the nominal simulation (as shown by figures in section 9). The unfolding
is performed with the standard regularization procedure and alternatively with switching
it off; the obtained cross sections are found to deviate at most by a few permille, showing
that biases induced by the regularization are small. The unfolded cross sections vary visibly
from the true values only in the kinematic threshold regions, with maximum differences of
the order of 1%. Effects of similar size are also seen for other single- and multi-differential
cross sections and demonstrate an overall good robustness of the unfolding procedure. The
simple reweighting approach discussed here is not suitable for quantifying the measurement
uncertainty from the underlying physics model; this is done, instead, by the dedicated set
of variations applied to the tt signal simulation detailed in section 8.2.

8 Systematic uncertainties

The systematic uncertainties in the measured differential cross sections are grouped into three
categories: experimental uncertainties from the imperfect modeling of the detector response,
theoretical uncertainties from the modeling of the signal, and the uncertainties in the numbers
of events from background processes. The systematic uncertainty is assessed source by source
largely following the prescriptions used in refs. [38, 39]. For each change made, the cross
section is recalculated, which for most sources involves a repetition of the full analysis. The
difference with respect to the nominal result in each bin is taken as the systematic uncertainty.

Separate simulations are employed for the data taken in the three years 2016, 2017, and
2018, in order to match the varying detector performance and data-taking conditions. The
correlations of systematic uncertainties among the measurements in the different periods
must be specified. For theoretical uncertainties we assume a 100% correlation, as the same
theoretical models and variations are used for all periods. For experimental uncertainties we
use either uncorrelated, partial, or full correlations. For the case of partial correlations we
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Figure 5. Reweighting test for the extraction of the normalized differential cross sections as functions of
pr(t) (left) and m(£¢) (right). The former cross section is measured at the parton level in the full phase
space and the latter at the particle level in a fiducial phase space. The nominal tt signal MC spectra are
shown as dotted red histograms and the assumed true spectra, obtained from reweighting, as solid black
histograms. The unfolded spectra, using pseudo-data based on the true spectra but using the nominal
spectra for the detector corrections and bias vector in the regularization, are presented as open red cir-
cles. The unfolded spectra with the regularization switched off are also shown (open blue triangles). The
statistical uncertainties in the unfolded cross sections are represented by a vertical bar on the correspond-
ing points. The lower panel in each plot shows the ratios of the pseudo-data to the predicted spectra.

make use of the varied and nominal simulations for each year. The correlated part of the
uncertainty is assessed by using the varied simulations for all three years, but rescaling the
resulting systematic uncertainty by a factor ,/p, where p specifies the level of correlation, e.g.
50%. For the uncorrelated part, we separately vary the simulation for each year, keeping the
nominal simulation for the other two years, and add the resulting uncertainties in quadrature,
after rescaling them by a factor /1 — p.

8.1 Experimental uncertainties

Most experimental uncertainties are assessed by variations that are simultaneously applied to
the signal and background simulations. The following sources are considered:

¢ The uncertainties in the integrated luminosities of the 2016, 2017, and 2018 data samples
are 1.2, 2.3, and 2.5%, respectively, and are 30% correlated between the years [105-107].
The resulting total normalization uncertainty on the absolute cross sections is 1.6%.

o The uncertainty in the amount of pileup is assessed by varying the value of the total
pp inelastic cross section, which is used to estimate the mean number of additional pp
interactions, by its measurement uncertainty of £4.6% [85], leading to a 100% correlated
uncertainty among the three years.
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o The efficiencies for the dilepton and single-lepton triggers are measured with independent
triggers based on a pt™ requirement. Scale factors are calculated in bins of lepton
pr, independently for the years 2016, 2017, and 2018. They agree with unity typically
within 1%. The scale factors are varied within their uncertainties. The uncertainties

are assumed to be uncorrelated among the years.

¢ Lepton identification and isolation efficiencies are determined using the “tag-and-probe”
method with Z+jets event samples [108, 109]. The efficiencies are assessed in two-
dimensional bins of lepton 1 and pp. The corresponding scale factors typically agree
with unity within 10% for electrons and 3% for muons. The scale factors are varied
within their calibration uncertainties and a 100% correlation among the years is assumed.
An implicit assumption made in the analysis is that the scale factors derived from
the Z+jets sample are applicable to the tt samples, where the efficiency for lepton
isolation is reduced due to the typically larger number of jets present in the events.
This assumption is validated through studies of tt-enriched samples using an event
selection similar to the current analysis [110]. In these studies, the lepton isolation
criteria are relaxed for one lepton, and the efficiency of passing the criteria is measured
in both data and simulation. The observed efficiencies for electrons (muons) differ by
at most 1% (0.5%) from the nominal values. These maximum variations are taken as
additional uncertainties.

o The uncertainty arising from the jet energy scale (JES) is assessed by varying the energy
scale correction for all jets in the signal and background simulations by one standard
deviation, in bins of pp and 7. This uncertainty is divided into seven independent
sources, including those from extrapolating between samples with different jet-flavor
compositions and the impact of pileup collisions on the corrections derivation [92]. Most
sources are treated as uncorrelated across data-taking periods. However, sources related
to theoretical predictions in the MC simulation, such as those used to extrapolate
between different jet-flavor compositions, are treated as correlated across data-taking
periods. The JES variations are also propagated to the uncertainties in pp’ iss,

e The uncertainty from the jet energy resolution (JER) is evaluated by the variation
of the simulated JER by +1 standard deviation in different 7 regions [92]. An addi-
tional uncertainty in the calculation of pp' % i5 estimated by varying the energies of
reconstructed particles not clustered into jets. Since both sources of uncertainty are
primarily affected by varying detector conditions that are not time-correlated, they are
treated as uncorrelated across the different years.

e During the 2016-2017 data-taking periods, a gradual shift in the timing of the inputs
of the ECAL L1 trigger in the forward endcap region (|n| > 2.4) led to a particular
trigger inefficiency. A correction for this effect was determined using an unbiased
data sample and is found to be relevant in events containing high-pt jets pointing to
the most forward ECAL region (2.4 < |n| < 3.0). While no reconstructed objects at
this pseudorapidity enter the measurements, the systematic variation of 20% in this
correction for affected events nevertheless leads to a small measurement uncertainty.
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Scale factors for the b tagging efficiency of individual b jets and the mistagging
efficiencies of ¢ quark, and light-flavor and gluon jets are measured using dedicated
calibration samples [93]. The factors are parameterized as functions of jet pt and 7. For
the systematic uncertainty evaluation the scale factors are varied within their estimated
uncertainties [93]. The variations for b and c jets are treated as fully correlated, while
independent variations are applied to the light jets. The statistical uncertainties of the
scale factors, arising from the limited size of the calibration samples, are uncorrelated
among the years. These uncertainties play a significant role for the light jets, and hence,
the light jet uncertainties are treated as uncorrelated across the years. All other b
tagging uncertainties are treated as fully correlated across the years.

8.2 Theoretical uncertainties

The uncertainties in the modeling of the tt events, comprising signal and other final states, are

assessed with appropriate variations of the nominal simulation based on POWHEG+PYTHIA
8 and the CP5 tune, introduced in section 3:

The uncertainty arising from missing higher-order terms in the simulation of the signal
process at the ME level is estimated by varying the renormalization and factorization
scales (denoted as u, and pg, respectively) in the POWHEG simulation up and down by
factors of two with respect to the nominal values. The nominal scales are defined in the

/ 2
POWHEG sample as p, = pg = (mi\/lc) —l—przf’t. Here, pr denotes the py of the top
quark in the tt rest frame. In total, six variations are applied: two with pu, fixed, two

with p; fixed, and two with both scales varied in the same direction (up or down). For
each measurement bin, the envelope of the resulting measurement variations is taken as
the final uncertainty.

For the parton shower simulation, uncertainties are separately assessed for initial- and
final-state radiation, by varying the respective shower scales up and down by factors of
two.

The uncertainty in the damping of real emissions in the NLO calcululation when
matching to the parton shower is derived by varying the hqay,, parameter in POWHEG
from its nominal value of 1.379 miv[ © to 0.8738 miv[ © and 2.305 mivl C, according to the
tuning results of ref. [57].

The uncertainty from the choice of PDFs is assessed by reweighting the tt signal
simulation according to the 41 standard deviation along the directions of the 100
eigenvectors of the NNPDF3.1 error PDF sets [52] and adding the resulting measurement
variations in quadrature. In addition, the value of the strong coupling ag is independently
varied within its uncertainty in the PDF set.

The dependence of the measurement on the assumed top quark mass is estimated by
varying mltv[ © in the tT simulation by £1 GeV around the nominal value of 172.5 GeV.

The uncertainty related to modeling of the UE is estimated by varying the CP5 tune
parameters within their uncertainties determined in the tuning process [57].
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o The nominal PYTHIA 8 setup includes a model of color reconnection (CR) based on
MPIs with early resonance decays switched off. The analysis is repeated with three
other CR models within PYTHIA 8: the MPI-based scheme with early resonance decays
switched on, a gluon-move scheme [111], and a QCD-inspired scheme [112]. The total
CR related uncertainty is taken to be the maximum deviation from the nominal result.

e The b jet energy response is different for semileptonic decays of b hadrons and thus
their branching fractions are varied within world average uncertainties [1]. The parton
level cross sections are corrected for the branching fractions for W — ¢v which are
taken from ref. [1] and varied according to their uncertainty of 1.5%.

The uncertainties associated with the values of hgamp, mi\/IC’ and the CR treatment are
evaluated using separate tt simulations incorporating the varied values, while all other
theoretical uncertainties are assessed by applying appropriate event weights in the nominal
simulations.

8.3 Background uncertainties

The contributions from non-tt background processes are overall at the level of a few percent,
and the uncertainties are treated as global normalization uncertainties in the MC simulated
processes. The uncertainty in the Z+jets background normalization is assessed by repeating
the template fits to m(¢¢) distributions, described in section 6, with varied event selections.
The nominal fits are performed with a selection dropping all requirements on pp™, the
number of b-tagged jets, and the tt kinematic reconstruction. In the first varied scenario,
the p1'™ > 40 GeV requirement is switched on again for the e"e™ and p™u~ channels, in the
next one it is additionally required to have at least one b-tagged jet in the event, and in the
last one the criterion of finding a solution to the full kinematic reconstruction is imposed.
The variations are studied separately for each channel (e+e_ and u+u_) and each year. The
maximum scale factor variation observed among all channels, years, and event selections is
used to derive a £20% systematic uncertainty in the Z+jets normalization.

For the single top quark, W+jets, and diboson backgrounds, a normalization uncertainty
of £30% is taken, following the prescription from our previous analyses [38, 39]. This value
is confirmed for the tW background (the dominant contribution among these processes) by
analyzing the ratio of the numbers of events with one and two b-tagged jets in the eiLﬁ
sample. This ratio is higher for the tW process than for tt events. The observed ratio in data
agrees well with the nominal simulations but deteriorates significantly when the assumed

tW cross section is varied by more than 30%.

8.4 Summary of uncertainties

The total systematic uncertainty in each measurement bin is assessed by adding all contri-
butions described above in quadrature, separately for positive and negative cross section
variations. If a systematic uncertainty leads to two cross section variations of the same
sign, the largest one is taken and the opposite variation is set to zero. These procedures are
applied only to the cross section plots while the full information on all measurement variations
is preserved in HEPdata [48] and also contributes to all theory-to-data X2 comparisons
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presented in this paper, following the X2 definition in appendix A. The total uncertainties for
the measured cross sections range 2-20%, depending on the observable and the bin. They
are dominated by the systematic uncertainties.

The uncertainties are illustrated in figures 67, showing the relative contributions from the
various sources for selected differential cross sections. Individual sources affecting a particular
uncertainty (e.g. JES) are added in quadrature and shown as a single component. Additional
experimental systematic uncertainties and all contributions from theoretical uncertainties are
also added in quadrature, respectively, and shown as single components. For most bins in a
majority of the distributions, the JES is the dominant systematic uncertainty. The evaluation
of this uncertainty is also affected by the limited number of simulated tt signal events,
particularly at high transverse momenta or invariant masses. Important contributions arise
from other experimental sources, as well as from theoretical and background uncertainties.
Among the significant experimental sources of uncertainties are the lepton and b tagging
efficiencies, and for measurements of absolute cross sections, the integrated luminosity. For
the theoretical uncertainties, the following sources contribute significantly, with relative
magnitudes depending on the observables and phase space region: ME level and final-state
radiation scales, hqam, parameter, top quark mass, underlying event, and CR.
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Figure 6. The various sources of systematic uncertainty and their relative contributions to the overall
uncertainty are shown for several parton-level measurements: absolute p(t) (upper), normalized
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the corresponding cross section distributions in figures 8 and 17.

— 929 —



_ cms 138 fb™ (13 TeV)
& [ Normalized; particle level Total
£ 8 ANsa
© — ! -
§ 6:— JES
5 4% _____ --- Lepton eff.
/Y S A N A R R R S — Background
- TEREEREERNNS === Oth :
0 er exp
= & 2z@20°0°02 e e Theo.
—pEmmE— 0 R
—4 } ----- ;
—6f- =
-8 =
2 ) 6 8 0 12
Bin [p_()]
_ CMms 138 fb”' (13 TeV)
2 [ NormaliZed, particle level i 4 Total
E* [ ] . Stat.
=10 —
5 [ -~ JES
= 5_ -=- Lepton eff.
Froees ; ; — Background
0 iy — E : d -== Other exp.
---------- e : Theo.
Y [ .
-0~
1 2 3 4 5 6 7 8 9 10
Bin [pT(b) leading]
_ Ctms 138 fb" (13 TeV)
2 45[ Normalized, particle level ! Total
£ T [ stat
& E
§ 10— --- JES
£ oo i --- Lepton eff.
5 :_ — Background
SECEETECEET el == Oth )
0 er exp
frommmmmmees STeiEees Theo.
T 009090909090
TS A
-15 :_ : :
1 2 3 4 5 6
Bin [N_]

jet

Figure 7. The various sources of systematic uncertainty and their relative contributions to the
overall uncertainty are shown for several normalized particle-level measurements: pr of the lepton
(upper), pr of the leading b jet (middle), and Nje; (lower). The statistical uncertainties and the total
uncertainties (statistical and systematic uncertainties added in quadrature) are shown as grey and
vellow bands, respectively. The ranges of the observables for a given bin number can be read off from
the corresponding cross section distributions in figures 24, 25, and 31.
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9 Results

Cross sections for tt and top quark kinematic variables are discussed in section 9.1, for
lepton and b jet variables in section 9.2, and for events with additional jets in section 9.3.
The three predictions based on MC simulations introduced in section 3: POWHEG+PYTHIA 8
(‘POW+PYT’), POWHEGH+HERWIG 7 (‘POW-+HER’), and MG5_aMC@NLO[FxFx]+PYTHIA
8 (‘FxFx+PYT’), are used for comparisons to data. The POW+PYT and POW+HER
theoretical predictions differ by the parton-shower method, hadronization and event tune
(pp-ordered parton showering, string hadronization model, and CP5 tune in POW+PYT, or
angular ordered parton showering, cluster hadronization model, and CH3 tune in POW+HER),
while the POW+PYT and FxFx+PYT predictions adopt different matrix elements (inclusive
tt production at NLO in POW+PYT, or tt with up to two extra partons at NLO in
FxFx+PYT) and different methods for matching with parton shower (correcting the first
parton shower emission to the NLO result in POW+PYT, or subtracting from the exact NLO
result its parton shower approximation in FxFx+PYT). In section 9.4, several theoretical
calculations with beyond-NLO precision are introduced and their predictions compared to
the data for a subset of the measured cross sections. Finally, a study of the sensitivity of
the normalized cross sections to the PDFs is presented in section 9.5. For each data-to-
theory comparison, a X2 statistic and the number of degrees of freedom (dof) are reported.
One statistic, denoted in the following as “standard XQ”, probes directly the quality of
the nominal predictions. It takes all measurement uncertainties into account, including
bin-to-bin correlations, but neglects the uncertainties in the theoretical predictions. For
POW+PYT, additional X2 values that include prediction uncertainties are also provided,
applying the full set of uncertainties discussed in section 8.2 to the generator-level predictions.
The exact definition of the X2 values is given in appendix A. Normalized cross sections and
tables providing the X2 values are presented in this section, while absolute cross sections
and corresponding X2 tables are summarized in appendix B. The p-values denoting the
probability for finding a X2 of equal or larger size than observed are tabulated, for all
results, in appendix C.

9.1 Results for top quark and tt kinematic observables at the parton and
particle levels

The studies presented in this subsection aim to provide a comprehensive survey of the
kinematic spectra of the top quark and antiquark, the tt system, and their correlations.

9.1.1 Single-differential cross sections

The single-differential cross sections are shown in figures 8-13. The X2 values of the model-
to-data comparisons are listed in tables 1-2, and the corresponding p-values in tables 25—
26. First, we present measurements where the top quark and antiquark kinematics are
studied. Figure 8 illustrates the distributions of p(t) and pp(t). Both the POW+PYT
and, in particular, the FxFx+PYT models predict harder spectra than observed, while
POW-+HER provides a reasonable description of the data, as supported by the p-value
of the X2 test. The discrepancy between POW+PYT and the data is smaller than what
was observed in our previous analysis [38]. This reduction can be attributed to the use
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of the more-recent tune CP5 [57] for the PYTHIA 8 part of the calculation, whereas in the
previous analysis the CUETP8M2T4 tune [61, 68, 69] was applied. The FxFx+PYT model
provides the poorest description of the data, as indicated by the particularly large X2 values.
Figure 9 depicts the y(t) and y(t) distributions. All models predict a slightly more central
distribution than observed in data. One general observation can be made at this point: the
comparisons of predictions and data for the cross sections at the parton and particle levels
show similar patterns. This is also the case for most other cross sections presented in this
paper; consequently, a separate discussion of the parton- and particle-level cross sections
will be only given in case of significant differences.

Figure 10 shows the distributions of the complete set of tt kinematic observables: pp(tt),
m(tt), and y(tt). For pp(tt), the phase space covered in our previous analysis [38] is extended
up to 1 TeV. The description of the pp(tt) distribution is particularly difficult, since nonzero
values indicate the presence of extra QCD radiation in the event recoiling against the tt
system, which directly probes higher-order processes in the calculation. This effect is also
characterized by large theory uncertainties as shown for the POW-+PYT prediction. The
three MC models differ in the predicted shape of the pp(tt) distribution and none of them
is able to describe the data accurately. The best description is provided by POW+PY'T,
which tends to overshoot the data only in the higher-pp(tt) range. The FxFx+PYT model
predicts too many events in the intermediate pp(tt) ranges, while POW+HER predicts too
few. The description by POW-+HER is somewhat improved compared to what was observed
in our previous analysis [38], which can also be attributed to using a newer version of the
HERWIG MC generator, HERWIG 7 [63], instead of HERWIG++ [113]. It is interesting to note
that also in two recent measurements [37, 40] by the ATLAS and CMS Collaborations, the
pr(tt) distribution was found to be rather poorly described by several models. In the present
analysis, the m(tt) spectrum is overall reasonably well described by the models, with the
exception of the first bin near the threshold where the predictions lie somewhat below the data.
This region is known to be particularly sensitive to the value of the top quark mass assumed
in the calculations. To investigate this discrepancy in more detail, the POW+PYT prediction
is also shown for two other values of the top quark mass parameter, m}ﬂv[ ¢ = 169.5GeV and
mi\/[ € =1755 GeV, compared to the value of 172.5 GeV taken in the nominal simulation. For
the lower value, the cross section prediction moves up in the lowest m(tt) bin by about 20%
and the whole mass spectrum is a bit softer than in the data, however still providing a X2
with a good p-value. Using the higher value, the resulting predicted m(tt) spectrum is clearly
harder than what is observed in data. This discrepancy is also reflected by an increase of
the X2 value of about 13 units compared to using the central mass value, proving the high
sensitivity of the m(tt) distribution to the top quark mass value, as explored in the CMS
analysis [114]. The y(tt) distribution of the data is described reasonably well by all models.

Moving on to studies of kinematic correlations between top quark and antiquark, we
show in figure 11 the distribution of the absolute value of the azimuthal angle difference
between the top quark and antiquark |A¢(t,t)|, and the difference of the absolute values of
the top quark and antiquark rapidities |y(t)| — |y(t)]|, related to the charge asymmetry [115].
For |A¢(t,t)|, angles smaller than 7 are directly sensitive to additional QCD radiation in the
event. The models provide a good description of the data. The |y(t)| — |y(t)| spectrum of
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the data is not perfectly described by the MC models, as they predict more events at small
rapidity separations and fewer at larger values ||y(t)| — |y(t)|| = 2.

Figure 12 presents the distributions of two ratios: pp(t)/m(tt) and pp(tt)/m(tt). The
study of the first quantity is inspired by the observation in ref. [39] that at large m(tt) the
effect of the models predicting harder pr(t) spectra is enhanced. Indeed, all three tested
models predict a significantly harder spectrum for the ratio of the two variables and the X2
values indicate a poor data description. The distribution of the second ratio, pp(tt)/m(tt),
is expected to be sensitive to pp resummation effects. The description by the three models
follows largely the trends observed for pr(tt).

Finally, we study two observables &; and &, defined as & = [E(tt) — p,(tt)]/2E,
and & = [E(tt) + p,(tt)]/2E,, with E, denoting the proton beam energy, and p,(tt) the
magnitude of the tt momentum along the beam axis. In the leading order pQCD picture of
the pp — tt process, these variables represent the proton momentum fractions of the two
partons entering the hard interaction. Figure 13 depicts the log(&;) and log(&,) distributions.
Overall, these PDF-sensitive distributions are reasonably well described by all the models.
Of special interest is the last bin covering proton momentum fractions above /0.2, where the
uncertainties in the PDFs, in particular for the gluon distribution, start to grow.

The description of the kinematic distributions of top quark, antiquark, and tt system
by the three MC models can be summarized as follows. The models tend to predict, for
the individual quarks, harder pr spectra and slightly more-central rapidity distributions
than those observed in data. A reasonable description is provided for the tt rapidity and
invariant mass spectra. The latter is described less well by the POW+PYT simulation that
uses a larger value of m}c\/[ C, as it predicts a harder spectrum than that observed in data.
The |A¢(t,t)| distribution is modeled well, and smaller rapidity separations are predicted
than observed in data on average. The FxFx+PYT model provides overall the least accurate
description of the data, in particular by predicting harder p spectra for the top quark,
antiquark, and the tt system. Among all the models, POW+HER predicts the softest pp
spectra for the top quark, antiquark, and the tt system, which matches the data well for
the former two, but are too soft for the latter. The POW+PYT model provides the best
description of the pp distribution of the tt system. The standard X2 values indicate a rather
poor description of several distributions by some of the models. For POW+PY'T, the X2
values that include the prediction uncertainties (see tables 1-2) are significantly smaller than
the standard x? values. However, for a few distributions, such as pp(t)/m(tt), the p-values
of these additional X2 tests remain too low for a reasonable description of the data. This is
typically the case for the distributions with the largest visible discrepancies.
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Figure 8. Normalized differential ¢I production cross sections as functions of pp(t) (upper) and
pr(t) (lower), measured at the parton level in the full phase space (left) and at the particle level in a
fiducial phase space (right). The data are shown as filled circles with grey and yellow bands indicating
the statistical and total uncertainties (statistical and systematic uncertainties added in quadrature),
respectively. For each distribution, the number of degrees of freedom (dof) is also provided. The cross
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,27,



CMS 138 fb" (13 TeV) CMS 138 b7 (13 TeV)

= O L s L M e e PN T
= Dilepton, parton level = Dilepton, particle level
E B il E 04— —
S 0.3 e e -5 - e% g% 1
D ~Ceaa CeHla @) o0 o8t
- L 13 03| -
o0 ek
0oL o | r o o8 .
' 2k —
L oo e Data, dof =9 cecs i 0 e Data, dof =9
o POW+PYT, %* =23 = - o POW4PYT, %2 =19  .cemn 4
0.1 o FXFx+PYT, %% = 34 — o FxFx+PYT, % =30
cegn » POW+HER, % = 21 TOTE 0.1~ A POW+HER, %2 = 20 .
- Total unc. - L Total unc. i
[ Stat. unc. O @A ] Stat. unc. oA gn iy
oy PR Y N TN TS SN SN S TS SR N ST MO SN HANN N PR ST T T SN NN S ST AN TN SO MO SN N SO TR S S N N
o | | | ! ! . ! ! | ! !
B 1.1 - Blg 1.1 .
ED 1’ ; s CGONO Op o 7&0 17 0 0A O DA _ e ]
o DAoﬂAum = o ga oo ]
0.9r- g o4 0.9r- g B
-2 -1 0 1 2 B -1 0 1 2
1 y(t) 1 y(t)
CMS 138 fb™! (13 TeV) CMS 138 fb™! (13 TeV)
ey L R ] [ L L S (AL S R Fr o T I v T o o ot ¢ T8 T¢ L7 P 77
'\; Dilepton, parton level '; Dilepton, particle level
© - -8 04+ —
5 ] T
'g 03 =Oeta O O : | 'g - -oeia_0g0A 4
~OelA ~Oe >
1\_ i ® | : 03 | e = O |
S e B o, =i} o0 B
02— —
e _ 0.2 _ —
L e Data, dof =9 S= =1 i e Data, dof =9
o POW+PYT, x* =28 - S o POW+PYT, X* =24 _ o0, .
01— o FxFx+PYT, %% = 39 _ o FxFx+PYT, % =30
) S — » POW+HER, %¢ = 24 N 0.1 A POW+HER, ¢ = 27 —
- Total unc. - L Total unc. _
| Stat. unc. oegns Stat. unc. cenns
P P S S SRR S SN SN TSR SR N SO ST W WA M PR VS T N I ST ST AN SO SO SO SO SO SR SO S MUY
- | ! ! ! ! . ! ! | ! !
s = 110 S < 110 .
p— - = - -
a0 1 fole) QEVODAO‘]‘\ a0 1 nODAOEI[ti,,
R e Sl somslica Trr—
ro g2 o p& e o @
0.9 ] 0.9
-2 -1 0 1 2 -2 -1 0 1 2
y(t) y(t)
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Figure 12. Normalized differential tt production cross sections as functions of pp(t)/m(tt) (upper)
and pp(tt)/m(tt) (lower) are shown for data (filled circles) and various MC predictions (other points).
Further details can be found in the caption of figure 8.
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Cross section

2

X
variables ot POW+PYT (w. unc.) FxFx+PYT POW+HER
pr(t) 6 15 (11) 38 5
pr(t) 6 13 (9) 37 6
y(t) 9 23 (20) 34 21
y(t) 9 28 (25) 39 24
pr(tt) 6 22 (7) 38 34
y(tt) 11 10 (8) 19 8
m(tt) 6 5 (3) 7 4
|AG(t,T)| 3 1 (0) 5 7
()] = ly(®)] 7 16 (9) 19 14
pr(t)/m(tt) 4 33 (20) 77 11
pr(tt)/m(tt) 8 17 (6) 27 27
log(&;) 8 14 (10) 17 12
log (&) 8 10 (7) 23 7

Table 1. The X2 values and dof of the measured normalized single-differential cross sections for tt and
top quark kinematic observables at the parton level are shown with respect to the predictions of various
MC generators. The X2 values are calculated taking only measurement uncertainties into account
and excluding theory uncertainties. For POW+PYT, the X2 values including theory uncertainties are
indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW+HER
pr(t) 6 17 (12) 40 6
pr(t) 6 14 (9) 40 5
y(t) 9 19 (16) 30 20
y(t) 9 24 (20) 30 27
pr(tt) 6 21 (7) 32 41
y(tt) 11 10 (7) 21 9
m(tt) 6 5 (3) 5 8
|AG(t,T)] 3 1 (0) 3 6
()] = ly(®)] 7 15 (10) 15 18
pr(t)/m(tt) 4 30 (20) 67 12
pr(tt)/m(tt) 8 18 (7) 32 36
log(&;) 8 14 (9) 17 18
log(&,) 8 9 (6) 17 10

Table 2. The X2 values and dof of the measured normalized single-differential cross sections for tt
and top quark kinematic observables at the particle level are shown with respect to the predictions
of various MC generators. The x? values are calculated taking only measurement uncertainties
into account and excluding theory uncertainties. For POW+PY'T, the X2 values including theory
uncertainties are indicated with the brackets (w. unc.).
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9.1.2 Multi-differential cross section measurements

Studies of differential tt cross sections performed as functions of several kinematic observables
shed light on the details of the tt production dynamics and can help to better understand
the origin of model-to-data discrepancies seen in single-differential cross sections. The double-
differential measurements performed in this analysis, e.g. as functions of |y(t)| and py(t),
are denoted in the following as [|y(t)|, pr(t)], etc., and an analogous notation is adopted for
triple-differential cross sections. The cross section results are shown in figures 14-23. The
upper and lower plots show the cross sections at the parton and particle levels, respectively.
The X2 values of model-to-data comparisons are listed in tables 3—4, and the corresponding
p-values in tables 27-28.

In the first set of studies, we investigate how the pr(t) distribution is correlated with
other event kinematic observables. In figure 14, the pp(t) distribution is compared in different
ranges of |y(t)| to predictions from the same three MC models discussed above. The data
distribution is softer than that of the predictions over the entire y(t) range. The POW+HER
prediction that gave a reasonable description of the single-differential p(t) cross section
(figure &), still provides the best description, but exhibits a stronger positive pp(t) slope
with respect to the data in the lowest and highest |y(t)| ranges. Figure 15 shows the pp(t)
distributions in different m(tt) ranges. Similar to the result of the previous analysis [39],
this is among the double-differential cross sections poorly described by the models. While
the POW+HER model describes the pr(t) distribution in the lowest m(tt) range near
threshold reasonably well, it joins POW+PYT and FxFx+PYT in a trend that grows with
increasing m(tt) to predict a pp(t) spectrum that is harder than observed in the data.
Figure 16 illustrates the pp(tt) spectrum in different pp(t) ranges. Larger pp(t) values can
be kinematically correlated with higher pp(tt) values when the tt system is recoiling against
additional QCD radiation in the event. The FxFx+PYT model predicts a harder pp(tt)
spectrum than observed in the data for all pp(t) ranges. The POW+PYT and POW+HER
predictions tend to overshoot the data in the higher pp(t) ranges at the lower pp(tt) values.

Next we investigate the tt kinematic observables. Figure 17 illustrates the [m(tt), |y(tt)]]
distributions. Both variables are kinematically correlated with the observables &; and
&y introduced above, and their combination is known to provide optimal information for
constraining the PDFs [28]. For low- and medium-m(tt) regions, the predictions are slightly
more central than the data, though in the highest m(tt) range the opposite effect is observed.
In figure 18, the spectrum of p(tt) is shown in bins of |y(tt)|. These two observables are rather
uncorrelated, and thus it is not surprising that the description of the p(tt) distribution by
the models is similar in all |y(tt)| ranges. Figure 19 presents the [m(tt), p(tt)] distributions.
This is an interesting observable combination since the phase space for QCD radiation that is
driving the pp(tt) observable is increasing with higher m(tt). The trends observed in the
single-differential pr(tt) distribution (see figure 10), namely, that FxFx+PYT (POW-+HER)
predicts a too hard (soft) spectrum, are somewhat enhanced in the higher m(tt) ranges.
Figure 20 shows the first simultaneous study of all three tt kinematic observables: pr,
mass, and rapidity. Overall, POW+PYT provides a fairly reasonable description, though
FxFx+PYT and POW+HER show deficiencies in specific m(tt) and pp(tt) phase space
regions, with mostly small or moderate dependencies on y(tt).
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Finally, we perform several studies of m(tt), investigating its correlation to several
other kinematic observables. Figure 21 illustrates the distributions of |y(t)|. The trend
that the predictions exhibit a more-central rapidity distribution than the data increases
slightly with higher m(tt). In figure 22, the |An(t,t)| distributions are shown, which are
sensitive to the hard scattering dynamics. The data favor larger rapidity separations than
predicted by the models, and the significance of this effect increases at larger m(tt). The
disagreement is the strongest for FxFx+PYT. For a given m(tt) value, larger |An(t,t)]
are correlated with lower pr(t) values on average. This gives a hint that the effects of
the models predicting harder pr(t) spectra and smaller |An(t,t)| distributions, which are
enhanced in the higher m(tt) ranges (figures 15 and 22), are related. Figure 23 depicts the
[m(tt), |Ag(t,t)|] distributions. At low m(tt), the data prefer a slightly more back-to-back
distribution of the top quark and antiquark compared to the models, but in the highest m(tt)
range, the trend reverses. Of all models considered, the FxFx+PYT simulation provides
the best description and POW+HER the worst.

The observations made with the multi-differential cross sections can be summarized as
follows. The pr of the top quark and tt, and the tt invariant mass are, in general, mildly
correlated with rapidity of the same objects, and also the quality of their description by the
MC models is nearly independent of the rapidity. As expected, larger kinematical correlations
are observed between pp and the mass observables. The trends of harder top quark pr
spectra and smaller rapidity separations between top quark and antiquark, when comparing
the models to the data, is clearly enhanced at higher m(tt). The tendency for FxFx+PYT
(POW+HER) to predict pp spectra for the tt system that are too hard (soft) is also stronger
at higher m(tt). In general, the p-values associated with the standard X2 values of the
model-to-data comparisons are often much lower for the multi-differential tt cross sections
than for the single-differential results presented in the previous subsection. This result is
in line with the observations in recent comparable tt differential cross section papers from
the ATLAS and CMS Collaborations [37, 40]. Another interesting observation is that the X
values for both the single- and multi-differential tt cross sections are, on average, significantly
higher than those observed in the corresponding previous measurements [38, 39] based on
the 2016 data set only, which can be attributed to a substantially improved measurement
precision. The X2 values that include the prediction uncertainties for the POW+PYT model
(see tables 3—4) are, in general, significantly lower than the standard ones. However, for
several distributions such as [m(tt), |A¢(t,t)|], the values remain too high to indicate a
good description of the data.
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Figure 14. Normalized [|y(t)|, pr(t)] cross sections measured at the parton level in the full phase
space (upper) and at the particle level in a fiducial phase space (lower). The data are shown as filled
circles with grey and yellow bands indicating the statistical and total uncertainties (statistical and
systematic uncertainties added in quadrature), respectively. For each distribution, the number of
degrees of freedom (dof) is also provided. The cross sections are compared to various MC predictions
(other points). The estimated uncertainties in the POWHEG+PYTHIA 8 (‘POW-PYT’) simulation
are represented by vertical bars on the corresponding points. For each MC model, a value of X2 is
reported that takes into account the measurement uncertainties. The lower panel in each plot shows
the ratios of the predictions to the data.

,37,



CMS Dileptan, parton level 138 fb™ (13 TeV
— 0004 —T——T——F T T —F T
- 300 < m(ff) < 450 GeV 450 < m(ff) < 600 GeV 600 < m(tf) < 1500 GeV 5 B
10, L i ® Data, dof =8
= o POW+PYT, ¥* =83
= 0.003[*% -+ T y .
Q_}_ 0 FxFx+PYT, X~ = 152
RS r ] A POW+HER, ¥* = 41
_8 Og=A
0.002 - -T =+ 4 Total unc.
L
= Stat. unc.
| o ]
oepA
0.001 .
I 1 o%aa
o .+ o o n, . P I S E—— AT -
T8 L 1 1
e g 1 21 . - o o B A 5 o N
o % PR
08l - | Joo™
0-6 = . L =t L 1 + L .
200 400 200 400 200 400
p.(t) [GeV]
T
CMS Dilepton, particle level 138 fb™ (13 TeV
~— 0.004F - * -~ ~ F +— T T T T F T T T T T 4
4 300 < m(ff) < 450 GeV 450 < m(ff) < 600 GeV 600 < m(tf) < 1500 GeV | , B
o] L i ata, dof = 8
= 0.0035° A o POW+PYT, 1° = 86
Zr— ) e O FxFx+PYT, #2 = 142
K] - . A POW+HER, ¥ = 47
-8 0.002 -T e =4 i Total unc.
o U
= ot Stat. unc.
0.001} oso: + :
o
o%ox o e O &
s o a4 o, s A B T —
0
@D ‘E,‘ 1.2 a T ° o a
ED q ODAOUA + =t o—rrx-0-O A — ° ™
0.8 1 oo "
0-6 = . L =t L 1 + L .
200 400 200 400 200 400

p. (1) [GeV]

Figure 15. Normalized [m(t1), pp(t)] cross sections are shown for data (filled circles) and various
MC predictions (other points). Further details can be found in the caption of figure 14.
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Figure 21. Normalized [m(tt), |y(t)|] cross sections are shown for data (filled circles) and various
MC predictions (other points). Further details can be found in the caption of figure 14.
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Figure 22. Normalized [m(tt), |An(t,t)|] cross sections are shown for data (filled circles) and various
MC predictions (other points). Further details can be found in the caption of figure 14.
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Figure 23. Normalized [m(tt), |A¢(t,t)|] cross sections are shown for data (filled circles) and various
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(®)], pr(t)] 15 40 (31) 71 30
[m(tt), pr(t)] 8 83 (35) 152 41
[pr(t), pr(tE)] 15 39 (21) 69 83
[m(tt), |y(tt)]] 15 64 (42) 66 63
[ly(tt)|, pr(tt)] 15 28 (15) 36 70
[m(tt), pr(tt)] 15 61 (43) 71 112
[pr(tt), m(tt), |y(tt)|] 47 89 (64) 107 134
[m(tt), ly(t)]] 15 61 (37) 83 49
[m(tF), |An(t,t)] 11 165 (31) 233 124
[m(tt), |[Agp(t,t)]] 11 74 (47) 49 91

Table 3. The x? values and dof of the measured normalized multi-differential cross sections for t and
top quark kinematic observables at the parton level are shown with respect to the predictions of various
MC generators. The X2 values are calculated taking only measurement uncertainties into account
and excluding theory uncertainties. For POW+PYT, the X2 values including theory uncertainties are
indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(®)], pr(t)] 15 35 (25) 61 28
[m(tt), pr(t)] 8 86 (36) 142 47
[pr(t), pr(tE)] 15 35 (19) 62 67
[m(tt), |y(tt)]] 15 77 (40) 72 81
[ly(tt)|, pr(tt)] 15 27 (18) 38 67
[m(tt), pr(tt)] 15 61 (36) 54 116
[pr(tt), m(tt), |y(tt)|] 47 114 (68) 119 174
[m(tt), ly(t)]] 15 57 (26) 71 38
[m(tt), |[An(t,t)]] 11 155 (30) 209 119
[m(tt), |[Agp(t,t)]] 11 71 (42) 39 101

Table 4. The x° values and dof of the measured normalized multi-differential cross sections for tt
and top quark kinematic observables at the particle level are shown with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties
into account and excluding theory uncertainties. For POW+PYT, the X2 values including theory
uncertainties are indicated with the brackets (w. unc.).
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9.2 Results for lepton and b jet kinematic variables at the particle level

In this subsection we present selected kinematic distributions of the leptons and b jets
produced in the decays of the top quark and antiquark, at the particle level in a fiducial
phase space. These distributions are sensitive to both the dynamics of the tt production
and its decay. The kinematic observables of these objects are measured very precisely with
the CMS detector. The single-differential cross sections studied at the particle level are
shown in figures 24-26. The model-to-data X2 and corresponding p-values are listed in
tables 5 and 29, respectively.

First we investigate the lepton kinematic observables. Figure 24 shows the distributions
of the pr of the lepton (with negative charge), the ratio of the trailing and leading lepton pr,
and the ratio of the lepton and top antiquark pp. As for the top antiquark (figure 8), the
MC models predict a harder pp spectrum for the leptons than observed, with FxFx+PYT
exhibiting a stronger discrepancy. For the ratio of the trailing and leading lepton pr, the
models predict distributions that are slightly too soft, with FxFx+PYT again showing a
more significant deviation than POW+PYT and POW+HER. The distribution of the ratio
of the lepton and top quark pr shows an interesting excess of data over the predictions for
ratios above 0.8, which is an indication of a failure of the models to describe the dynamics
of the top quark decay.

Next, we study three b jet observables, as shown in figure 25. The leading (trailing)
b jet is defined as the b jet from the decay of the tt system with the higher (lower) prp.
The distributions of the leading and trailing b jet pt are reasonably well described by the
POW+PYT and POW+HER models, while FxFx+PYT predicts a spectrum that is too
hard. The third studied variable is the ratio between the sum of the pp of the b and b jets
over the sum of the pp of the top quark and antiquark (prp(b) + pp(b))/(pr(t) + pp(t)). All
models predict a distribution that is somewhat too soft.

In the next set of studies, shown in figure 26, we analyze the invariant mass spectra
of the lepton pair m(£f), of the b jet pair m(bb), and of the combined system m(¢fbb).
We investigate whether the model descriptions for the mass spectra of these partial decay
systems follow the good description observed for the full tt system, m(tt) (figure 10, middle
plot). The m(£f) distributions show a clear trend towards a somewhat harder spectrum
in the model predictions compared to the data. The m(bb) spectra are reasonably well
described overall by all three predictions, with a small trend of the data overshooting the
predictions near threshold and at large mass values. The m(¢¢bb) distributions show a
similar trend. Furthermore, we investigate the sensitivity of the different mass spectra to
the value of the top quark mass assumed in the POW+PYT calculation, by showing the
predictions for miv[ € = 169.5 and 175.5 GeV, compared to the nominal prediction using a
value of 172.5GeV. It is clear that the predicted m(¢¢) and m(bb) spectra become harder
with increasing miv[ C, although the effects are diluted in the regions of small invariant masses
compared to the m(tt) distribution shown in figure 10. The m(¢££bb) distribution clearly
exhibits a better sensitivity to the mivl € value in the small invariant mass region, comparable
to the one observed for the m(tt) spectrum.

Finally, we study additional dilepton distributions, whose kinematic obervables are among
those in the present analysis that are reconstructed with highest precision. Figure 27 shows
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the pr(¢€) and |n(¢f)| distributions. Overall, they are reasonably well described by the
three MC models, with FxFx+PYT predicting a pp(¢£) spectrum that is slightly too hard
and an |n(£0)] distribution that is a bit too central. Figures 28-30 show double-differential
cross sections, illustrating the correlations between the dilepton kinematic observables. The
[[n(£€)|, m(£¢)] distributions show that the tendency of the MC predictions to provide a m/(¢/)
spectrum that is harder than in data is a bit enhanced towards high values of |n(¢€)|. The
[[n(€0)], pr(£0)] spectra are well described by the POW+PYT and POW-+HER models, while
FxFx+PYT predicts pp(£€) distributions that are somewhat too hard at small [(¢/)] values.
For the [pp(€€), m(¢0)] distributions the m(¢¢) spectra clearly become harder towards larger
values of pr(¢€) and this effect is a bit more pronounced in the MC models than in the data.

The observations made with the differential tt cross sections as functions of charged
lepton and b jet kinematic observables can be summarized as follows. These measurements
are the most accurate of all results presented in this document. Overall, the predictions from
the MC models agree rather well with each other. The models predict harder distributions
for the lepton p1 and the invariant mass of the lepton pair. The distributions of pp of leading
and trailing b jets, and of m(bb) are reasonably well described, except for FxFx+PYT, which
predicts harder pr spectra. Among the invariant mass spectra, the m(¢¢bb) distribution
clearly shows the strongest sensitivity to the value of the top quark mass used in the
POW+PYT calculation. The single-differential pp and 7 distributions of the dilepton
system are reasonably well described by the models overall, although for double-differential
distributions, including also m(¢¢) as a possible second variable, some tensions are visible,
in particular for FxFx+PYT. The standard X2 values indicate, in general, a poor quality
in the description of the data by the nominal predictions. The inclusion of the prediction
uncertainties for the POW+PYT model (see table 5) results in x> tests with reasonable
p-values in most cases.
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Figure 24. Normalized differential tt production cross sections as functions of pr of the lepton

(upper left), of the ratio of the trailing and leading lepton pr (upper right), and of the ratio of lepton

and top antiquark pr (lower), measured at the particle level in a fiducial phase space. The data are

shown as filled circles with grey and yellow bands indicating the statistical and total uncertainties

(statistical and systematic uncertainties added in quadrature), respectively. For each distribution, the

number of degrees of freedom (dof) is also provided. The cross sections are compared to various MC
predictions (other points). The estimated uncertainties in the POWHEG+PYTHIA 8 (‘POW-PYT")
simulation are represented by vertical bars on the corresponding points. For each MC model, a value

of X2 is reported that takes into account the measurement uncertainties. The lower panel in each plot
shows the ratios of the predictions to the data.
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW+HER
pr(0) 11 28 (18) 51 18
r(¢) trailing/pr(€) leading 9 15 (11) 24 7
pr(0)/pr(©) 1 10 (9) 25 12
pr(b) leading 9 5 (4) 26 8
pr(b) trailing 6 6 (4) 24 7
(pr(b) +pr(b))/(pr(t) +pr(t)) 3 19 (15) 27 18
m((7) 11 23 (20) 27 23
m(bb) 6 15 (12) 15 14
m(£bb) 18 33 (18) 28 28
pr(£0) 8 4 (3) 14 9
In(€7))| 13 14 (9) 21 11
[[n(€2)], m(£7)] 23 48 (28) 73 37
(7)), pr(eD) 19 27 (14) 78 24
[pr(£0), m(£0)) 29 44 (37) 83 55

Table 5. The X2 values and dof of the measured normalized single-differential cross sections for lepton
and b-jet kinematic observables at the particle level are shown with respect to the predictions of various
MC generators. The x? values are calculated taking only measurement uncertainties into account
and excluding theory uncertainties. For POW+PYT, the X2 values including theory uncertainties are
indicated with the brackets (w. unc.).
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9.3 Results as a function of additional-jet multiplicity

In the final set of studies, we measure differential tt production cross sections as a function
of the multiplicity of additional jets in the events. These investigations provide an exemplary
testing ground for the understanding of perturbative QCD. In particular, additional jets
provide a second hard kinematic scale in the events, competing with the tt invariant mass,
and thus give rise to a multiscale situation that provides a challenge for the perturbative
expansion [116]. The definitions of the cross sections are given in section 6.1. Additional jets
are measured at the particle level, and the top quark and antiquark are either measured at
the parton level in the full phase space or at the particle level in a fiducial phase space. The
cross sections are shown in figures 31-40. The upper and lower plots in the figures depict the
cross sections at the parton and particle levels, respectively. The X2 values of model-to-data
comparisons are listed in tables 6-7 and the corresponding p-values in tables 30-31.

We first discuss the additional-jet multiplicity Nje distribution and its dependence on
the minimum jet pp requirement. This distribution provides a direct view of the amount of
higher-order QCD radiation in tt events. Figure 31 shows the Njet cross section distributions
for minimum pt values of 40 and 100 GeV, respectively. The data are compared to the same
three MC models as discussed above. The POW+PYT MC provides a good description
of the Nje distribution for the lower py value, though for the higher pr value it starts to
overshoot the data at larger jet multiplicities Njoq > 2. The FxFx+PYT model exhibits a low
accuracy, nearly independent of the pp requirement. Its cross section prediction is too low
for Njo; = 0 and too high for Nj,; = 1, though it is reasonable for larger N;.;. The effect is
underlined by large X2 values. The description of the data by POW+PYT and FxFx+PYT
is consistent for the parton- and particle-level cross sections, but for POW+HER a different
picture emerges. This model clearly predicts too many extra jets for the parton-level cross
section, but describes the data well at the particle level in a fiducial phase space. The
parton level is defined for the full phase space. However, there might be a larger contribution
from extra jets in POW+HER from events that are predominantly outside the particle-level
fiducial phase space for the top quark and antiquark.

Next we investigate the top quark and tt kinematics as a function of Nje. This allows
us to map the kinematic correlations to additional jets and to check whether description
deficiencies seen, e.g. for the top quark transverse momentum pr(t) spectrum (figure 8), are
associated with specific Nj, values. Figure 32 shows the pp(t) distributions. For POW+PYT,
the effect of a harder pp(t) spectrum compared to that observed in data seems to be slightly
enhanced in the lower two jet multiplicity bins Nje, = 0, 1, though a reasonable description
is seen for higher multiplicities Nj; > 1. The FxFx+PYT model predicts harder pp(t)
spectra, rather independent of Nj.;. Among all considered predictions, POW+HER provides
the best description of the pp(t) distributions at the particle level, but fails at the parton
level, where its large excess at N > 1 is accompanied by a pp(t) spectrum that falls too
steeply. The distributions of |y(t)| are illustrated in figure 33. The data prefer slightly
less-central |y(t)| distributions than the models, with weak dependence on Nje. Figure 34
shows the [Nje, pp(tt)] distributions. The two variables are correlated since additional QCD
radiation in the event leads to nonzero values of py(tt), as well as to values Njo > 1. For
low jet multiplicities, Njo; = 0,1, the POW+PYT model provides a reasonable description
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of the measured pp(tt) spectrum, though for Nje, > 1 it predicts a rise of the cross section
that is too steep over the first three pp(tt) ranges from 0 to 100 GeV. The ratio of the
FxFx+PYT model to the data always exhibits a positive slope over the first three pp(tt)
ranges, irrespectively of Nj,;. The POW+HER prediction mostly follows the POW+PYT
model, except at high pp(tt) where it is a bit lower.

The distributions of m(tt) are shown in figure 35. The shapes of these distributions are
fairly well modeled by POW+PY'T, for all Nj,; ranges. The FxFx+PY'T calculation clearly
predicts much harder m(tt) spectra for Nj = 1. The POW+HER provides a fair description
at the tt particle level, but fails again at the parton level, where it predicts a much softer
m(tt) distribution for Nje > 1. Figure 36 displays the [y(tt)| spectra. The shapes of these
distributions are reasonably well described by the models, irrespectively of the Nj range, but
specific Nji-dependent normalization problems remain for FxFx+PYT and POW+HER at
the particle level. Figure 37 depicts the An(t,t) distributions. The description by the models
is poor, which is also indicated by the large X2 values with very small p-values. For the first
two Njey bins there is a clear trend for the models to predict rapidity separations between top

quark and antiquark that are too small, while in the last bin the trend is slightly reversed.

Figures 38-40 show triple-differential cross sections as functions of Nje, m(tt), and |y(tt)].
These cross sections were one of the highlights of our previous analysis [39], where it was
demonstrated that they can be used for a simultaneous extraction of the top quark pole mass,
ag, and the PDFs, with good precision. We measure the cross sections separately using two
(Njet = 0 and Nje, > 1), three (Njey = 0, Njey = 1, and Njey > 2), and four (Nje, = 0, Nigy = 1,
Nijet = 2 and Njy > 3) bins of Nj for the particle-level jets. These cross sections are
denoted as [N, m(tD), [ytD)|], [N, m(tD), [ytD)]], and [NZH22F m(tt), [y(tt)]],

jet jet jet
N0,1,2,3+

et , m(tt), |y(tt)|] cross sections are measured for the first time. A

respectively. The [
striking feature of the comparisons of the MC models to the data is a growing discrepancy
when going from two to three and four bins of Nj,. The [Nj%’tl’Q’?’Jr, m(tt), ly(tt)]] cross
sections clearly exhibit the best power for distinguishing the models. Among all tested
predictions, the POW+PYT model provides the overall best description. The FxFx+PYT
calculation exhibits the same normalization problems versus Nj¢; that are visible in the Nje
spectrum (figure 31), coupled with a small trend to predict cross sections towards large m(tt)
that are too high, though the |y(tt)| shapes are described reasonably well. The POW+HER
model delivers a description at the particle level that is comparable to that of POW+PY'T,

but fails at the parton level where it overshoots the data for the Nj, =2 and Nje > 2 bins.

The comparisons of MC models and data can be summarized as follows. The POW+PYT
calculation clearly provides the best description of the additional-jet multiplicity Nje; in tt
events. The FxFx+PYT and POW+HER models fail, the former predicting too many events
with Nje, = 1 and the latter too many events at the parton level in the full phase space with
Njet > 1. There are rather weak kinematic correlations of the top quark and tt rapidity
spectra with Nje, and the quality of the descriptions of the rapidity spectra by the models
is rather independent of Nj. As expected, there are larger kinematic correlations of top
quark and tt transverse momenta or tt invariant mass with Nj., showing harder spectra for
larger Nje¢. All models exhibit different level of discrepancies for these distributions that

depend on the jet multiplicity. For instance, there is an indication that the problem of harder
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pr(t) distributions in the models is localized at small jet multiplicities. The theory-to-data
X2 values indicate a rather poor description of the data by the nominal model predictions for
many of the discussed distributions. The X2 values that include the prediction uncertainties
for POW+PYT (see tables 6-7) are significantly reduced, but the corresponding p-values
remain too small for a reasonable description of several measured observables.
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Figure 31. Normalized differential tt production cross sections as a function of Niet, for a minimum
jet pp of 40 GeV (upper) and 100 GeV (lower), measured at the parton level in the full phase space
(left) and at the particle level in a fiducial phase space (right). The data are shown as filled circles
with grey and yellow bands indicating the statistical and total uncertainties (statistical and systematic
uncertainties added in quadrature), respectively. For each distribution, the number of degrees of

freedom (dof) is also provided. The cross sections are compared to various MC predictions (other

points). The estimated uncertainties in the POWHEG-+PYTHIA 8

(‘POW-PYT’) simulation are

represented by vertical bars on the corresponding points. For each MC model, a value of X2 is reported
that takes into account the measurement uncertainties. The lower panel in each plot shows the ratios

of the predictions to the data.
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Figure 32. Normalized [N, pr(t)] cross sections measured at the parton level in the full phase

space (upper) and at the particle level in a fiducial phase space (lower). The data are shown as filled

circles with grey and yellow bands indicating the statistical and total uncertainties (statistical and

systematic uncertainties added in quadrature), respectively. For each distribution, the number of

degrees of freedom (dof) is also provided. The cross sections are compared to various MC predictions
(other points). The estimated uncertainties in the POWHEG+PYTHIA 8 (‘POW-PYT’) simulation
are represented by vertical bars on the corresponding points. For each MC model, a value of X2 is

reported that takes into account the measurement uncertainties. The lower panel in each plot shows

the ratios of the predictions to the data.
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Figure 33. Normalized [Nje, |y(t)|] cross sections are shown for data (filled circles) and various MC
predictions (other points). Further details can be found in the caption of figure 32.
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Figure 34. Normalized [Nj., pr(tt)] cross sections are shown for data (filled circles) and various
MC predictions (other points). Further details can be found in the caption of figure 32.
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Figure 35. Normalized [Nje, m(tt)] cross sections are shown for data (filled circles) and various MC
predictions (other points). Further details can be found in the caption of figure 32.
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Figure 36. Normalized [Nj., |y(tt)]] cross sections are shown for data (filled circles) and various
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,66,



CMS Dilepton, parton level 138 b (13 TeV
=) Ny =0: m(tl) / GeV Ny >0: m(tl) / GeV <
__;_* [300,400] [400,500] [500,1500] [300,400] [400,500] [500,1500] .
) . °
o 0.2} 1 A
© - o
= -
o a
[ o
a .
0.1 g:?df‘ 1 o - o
“Ao.d; o o2 o oy
— 2
e, 0. q-0-4]00, P B
= iy oceDna O.e-Ba
. , ; M| o | M| oy [
<ls ! ! } } | } ! } } :
(0]
5812 A i +UA+%?E}. p|loo® =
’ o — 2P ds4a LR S S YVR- YO I
e —
VK] SN S e o — .
1 2 1 2 1 2 1 2 1 2 1 2
ly(tt)]
CcMS Dilepton, particle level 138 fb' (13 TeV)
= N, = 0: m(t) / GeV C N, >0 :m(t) / GeV C
%* 300,400] [400,500] [500,1500] 300,400] [400,500] 500,1500] .
'8 @& o
2 o
0.2} e " A
&) o
*
A L o
ot o - -~ =
o
L ™ 4 ji(e)
0.1 g o &
@@m *h “
ce B A O~ Oe-Eh
, . I Cl Cly L e | TP | | —eeps
BlE ' ' ' ' ' ' ' ' ' '
& g 1.21 1 ™ ¢U oo o|oo® g
1 YV NE— S I TN Aa”n ) 4o $ ¢ -
- —TfoE? —— — —
Fatat, ¢ T T .
0.8t B4 . . . . . . . . . .
1 2 1 2 1 2 1 2 1 2 1 2
ly(th)l

Figure 38. Normalized | [
various MC predictions (other points).

jet

1
N +, m

Data, dof =23
POW-PYT, %% = 48
FxFx+PYT, 12 = 73
POW-+HER, X =92
Total unc.

Stat. unc.

Data, dof =23

POW+PYT, %* = 75
FxFx+PYT, x° = 96
POW+HER, ¥* = 91

Total unc.

7{ Stat. unc.

(t1), |y(tt)|] cross sections are shown for data (filled circles) and

Further details can be found in the caption of figure 32,

,67,



CMS Dilepton, parton level 138 fb™ (13 TeV)

|§ Ng = 0: m(tl) / GeV ¢ Ng =1t m(tf) / GeV ¢ N >1: m(t) / GeV c
% [300,400]  [400,500]  [500,1500] | [300,400]  [400,500]  [500,1500] | [300.400]  [400,500]  [500,1500] | @ Data, dof = 35
E o POW+PYT, %? - 83
0.2} 2 2
L . ® O FxFx+PYT, % = 212
=
%% A POW-+HER, 1% = 211
i Total unc.
+
Stat. unc.
0.1 1 o
%ﬁ%\. 5.
s o, QAD
oep| oﬁd ™
Oe0O4] £
R-T [P g [ohar
cen] oel ool ’éﬁ@ @
|||I|I|I|I|I|I.I|I|I|I%02FA|IP'PA|I?'F'A‘
<l ] bt ! ! L 4 -
0 cD*E 1.4 5 N A+: A
o 1 2 g oQ o A A Al LA
1 P— o A%MQA,.DA:QA o tLl | gF' +J+”#"{hb‘#:“#"
A% o v \Y L=l
08 wﬁ”ﬂ% ° r:|A ¢ N “ ‘E T "
1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2
ly(tt)|
cMS Dilepton, particle level 138 b (13 TeV)
= N, =0: m(ti) / GeV C N =1: m(ti) / GeV C N >1:mi) /GeV
% [300400]  [400500]  [500.1500] | [300.400]  [400,500]  [500,1500] | [300.400]  [400,500]  [500.1500] | ® Data dof = 35
5 L © POW+PYT, ¥’ =127
Re o o FxFx+PYT, %* =379
=
A % =
) R & POW-+HER, 142
@ Total unc.
Stat. unc.
{‘GA ® L% o
o
| Der J A0
0.1 o - ]
%‘a &
P Wa qﬂl
Sl CelA @
A I P T - PO e e PR 22 e, PO ) U P ) IR PR
e It] — — — — — = = L
0 :D*a‘ 1.4
al= 42 fop g o o
1AAA N TTN— QEIIJK.E Q&AQAQ P _%]A%I §£ﬁ+nﬁz§+ﬂ.
Poo o oo YV oa AR A 7 o L
0.8
1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2
ly(to)l

Figure 39. Normalized []\fj%’tl’H, m(tt), [y(tt)]] cross sections are shown for data (filled circles) and

various MC predictions (other points). Further details can be found in the caption of figure 32.
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW+HER
Niet(pr > 40 GeV) 5 6 (3) 280 251
Njei(pr > 100 GeV) 4 27 (8) 34 68
[Niet, 2 (t)] 8 22 (12) 161 124
[Niet» [y(t)]] 11 38 (29) 128 85
[Niet, pr(tt)] 11 50 (37) 189 92
[Niet, m(tt)] 11 56 (41) 140 151
[Niets [y(tt)]] 11 11 (5) 121 60
[Njets [An(t,1)]] 8 84 (37) 189 143
[Niee ™, m(t%), ly(¢9)]] 23 48 (35) 73 92
[N, mtE), |y (6E)]] 35 83 (57) 212 211
[N m(tE), [y (tt)]] 47 122 (84) 425 462

Table 6. The X2 values and dof of the measured normalized differential cross sections as a function
of the additional-jet multiplicity in the events, at the parton level of the top quark and antiquark, are
shown with respect to the predictions of various MC generators. The x> values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PYT,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).

Cross section X2
dof

variables POW+PYT (w. unc.) FxFx+PYT POW+HER
Njet (pr > 40 GeV) 5 6 (3) 340 9
Niet(pr > 100 GeV) 4 31 (8) 34 6
[Njet, P (t)] 8 30 (13) 237 26
[Nict, ly(t)]] 11 39 (24) 174 28
[Njet, pr(tt)] 11 58 (37) 327 89
[Nyt m(tt)] 11 53 (35) 283 51
[Nyt [y(6t)]] 11 14 (5) 178 9
[Niets [An(t,T)]] 8 124 (41) 290 107
[N, m(tt), [y(tt)]] 23 75 (45) 96 91
[N 2, m(t®), |y (6E)]] 35 127 (69) 379 142
[NZD23, m(tE), |y (tt)]] 47 156 (94) 699 167

Table 7. The x° values and dof of the measured normalized differential cross sections as a function of
the additional-jet multiplicity in the events, at the particle level of the top quark and antiquark, are
shown with respect to the predictions of various MC generators. The X2 values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PY'T,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).
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9.4 Comparisons to higher-order theoretical predictions

In this section, the measured cross sections are compared to the following calculations of
beyond-NLO precision in QCD:

« aN’LO: an approximate next-to-NNLO calculation [11, 12], based on the resummation
of soft-gluon contributions at NNLL accuracy in the moment-space approach. This
prediction is only available for the pp(t), y(t), and [|y(t)], pr(t)] cross sections. The
renormalization and factorization scales are set to m; for the y(t) distributions and
to mr for pr(t) and [|y(t)|, pr(t)]. Here, m; denotes the top quark mass and mr is

defined as myp = /mi + pr(t)?.

e Matrix (NNLO): a prediction with full NNLO accuracy in QCD obtained with the
MATRIX package [16, 117-123]. The dynamic scales are set to Ht /4, where Ht denotes

the sum of the top quark and antiquark mr values.

o Stripper (NNLO): a calculation with full NNLO precision in QCD using the STRIPPER
framework [14, 17, 124-126]. The dynamic scales are set to Hy/4. For parton level
cross sections as functions of the tt and top quark kinematic observables, the STRIPPER
predictions are expected to be identical to the results obtained with MATRIX. The
STRIPPER calculation also provides cross sections at NNLO accuracy for the process
pp — tt — bbllvV + X [17], that can be compared to the particle level measurements
obtained in this analysis as functions of the tt, top quark, and lepton and b jet kinematic
variables.

« MiNNLOPS (NNLOPS): a prediction with full NNLO precision in QCD, comple-
mented with parton showers and computed using the POWHEG-BOX-V2 [55]. These
calculations are obtained using the MINNLOPS method [127-129], which supplements
the MINLO prescription [130, 131] with the missing pieces to reach NNLO accuracy
for inclusive observables. The p, for the two powers of ag is set to Hr/4, and the scale
of the modified logarithms is set to half of this value. Parton showering is simulated
with PYTHIA 8, and includes the effects of underlying event and hadronization.

In all predictions, the top quark mass is set to m; = 172.5GeV and the NNPDF3.1
NNLO PDF set [52] is used. In the following, the calculations are collectively referred to
as theoretical predictions.

The comparisons of the theoretical predictions, indicated by different symbols, to the
measured normalized differential cross sections are shown in figures 41-63. The predictions
from POW+PY'T are also shown, serving as a reference for the description by the MC models,
discussed in sections 9.1 and 9.2. The X2 values of model-to-data comparisons are listed in
tables 8-12, and the corresponding p-values can be found in tables 32-36. The values are
provided considering only measurement uncertainties; for POW-+PY'T, additional values are
presented, which include the full prediction uncertainties. Comparisons of the predictions
to the measured absolute cross sections are provided in appendix B.2. To illustrate the
magnitude of the perturbative uncertainties, the beyond-NLO calculations are displayed
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with vertical bars constructed from the envelope of six u, and u variations, following the
procedure outlined in section 8.2.

For the cross sections as functions of the tt and top quark kinematic observables at the
parton and particle levels, shown in figures 41-56, the theoretical models provide descriptions
of the data that are similar or improved in quality, compared to POW+PYT, with a few
exceptions. For the pp(t) and pp(t) distributions shown in figure 41, the MATRIX, STRIPPER,
and MINNLOPS models provide a good description of the data, with no discernible trend
towards a distribution that is harder, as exhibited by POW+PYT. For the aN*LO calculation,
some wiggles are visible in the distribution of the ratio to the data, leading to a rather poor
X2- The STRIPPER model describes the data also at the particle level reasonably well. The
theoretical models also provide a reasonable description of other measured cross sections
related to top quark prp, such as pr(t)/m(tt) (figure 45), and [m(tt), pp(t)] (figure 48),
clearly improving upon POW+PYT. For observables related to the top quark rapidity and
the rapidity and mass of the tt system, the trends between data and theoretical calculations
are mostly similar to those of POW+PYT. Exemplary cases are the rapidity spectra y(t)
and y(t), depicted in figure 42, where the models exhibit rapidity distributions that are
more central than what is observed in data, and the [m(tt), |y(tt)|] cross sections (figure 50),
where the predictions overshoot the data in the high-m(tt) region at large y(tt).

Figures 43 and 44 present the cross sections as functions of pp(tt) and |A¢(t,t)|, which
directly probe higher-order QCD effects. These effects are reflected in the large uncertainties of
the theoretical predictions, as shown in the corresponding absolute cross section measurements
in figures 101 and 102. The central predictions of these models fail to describe the data
accurately. Similar observations can be made for the multi-differential cross sections involving
these two kinematic variables.

Summarizing, the beyond-NLO theoretical predictions provide descriptions of the data
that are of similar or improved quality, compared to POW+PY'T, except for some of the
kinematic distributions that are directly sensitive to higher-order QCD corrections.

For the differential cross sections as functions of lepton and b jet kinematic variables at
the particle level, shown in figures 57-63, the STRIPPER calculation provides descriptions
that are overall of similar quality compared to POW+PYT. One exception is the m(bb)
distribution, where STRIPPER clearly predicts too many events in the lowest mass bin.
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Figure 41. Normalized differential tt production cross sections as functions of p(t) (upper) and
pr(t) (lower), measured at the parton level in the full phase space (left) and at the particle level
in a fiducial phase space (right). The data are shown as filled circles with grey and yellow bands
indicating the statistical and total uncertainties (statistical and systematic uncertainties added in

quadrature), respectively. For each distribution, the number of degrees of freedom (dof) is also provided.

The cross sections are compared to predictions from the POWHEG+PYTHIA 8 (‘POW-PYT’, open
circles) simulation and various theoretical predictions with beyond-NLO precision (other points). The
estimated uncertainties in the POW+PYT model are represented by vertical bars on the corresponding

points. For each model, a value of X2 is reported that takes into account the measurement uncertainties.

The lower panel in each plot shows the ratios of the predictions to the data.
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Figure 42. Normalized differential t{ production cross sections as functions of y(t) (upper) and (1)
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and various theoretical predictions with beyond-NLO precision (other points). Further details can be

found in the caption of figure 41.
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Figure 44. Normalized differential tt production cross sections as functions of |A¢(t,t)| (upper)
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Further details can be found in the caption of figure 41.

,76,



CMS __1381fb7 (13 TeV) CMS 13817 (13 TeV)

@ 10 'Dil‘epytor‘n, plart‘onlle\‘/ell o Data, dof =4 = 'g 10 = b”‘ep'fyon‘, pértfclé level ‘0 Data, dof =4 =

£ E o POW+PYT,x*=33 I £ - o POW+PYT, X’ =30 3

= F & MATRIX, 7 = 3 e F + STRIPPER, X’ =8 1

= L ot T > 41 & L o0 _

= L +« STRIPPER, X" =4 | — o Total unc.

% oTes Qrgt + MINNLOPS, %2 =5 _8. S . Stat. unc. 7

\D 16 Total unc. = B 1 = -

© E Stat. unc. 3 © F 3

‘\E C Op@w il g C ook ]

1 g 1L _

107 5 1071 : :

© | e © i | | e

© [ 10 m

o|E 1.2 y l 1 9|® 1.2 .

[al[m] 17 AT 1ol 1’ Bi . B % o = 1

— — A _— I )

08¢ i 0.8 >

0 0.2 0.4 0.6 0.8 ) 0 0.2 0.4 0.6 0.8 )

pT(t)/m(tt) pT(t)/m(tt)

CMS 138 fb™' (13 TeV) CMS 138 b (13 TeV)

£ 10 | Dilepton, partoﬁ level . Da{ta, dof =8 —'E 10 = Dilepton, partic|'e level . Dat'a, dof =8 =

£ e o POWsPYT,*=17 3 E ®& o POW+PYT,%*=18 1

= r & MATRIX, * =109 7 = g + STRIPPER, ¢ =144

= | e + STRIPPER, x* =102 | <= Lo Total unc. 4

Q | + MINNLOPS,®*=20 | © 1 s Stat. unc. B

S 1 E s Total unc. 3 © E 3

-8 C oy Stat. unc. = -8 E o E

RS L ol 18 - oo N
— ~— 1

107 o 5 107 e =

E ¢¢I*¢ E E Ve E

. 2| _

102 fempt— 107 E | S

E L v @ w4 3 E . . =

oS | f 19|s L f ]

0% 1.2F« i % 18|58 1.2F« « l} ¢ .

[aN[m)] 1;@@*%% %H ﬁL?* fo « - SlaN (=} 1;00 ¢*?*+ﬁ%’* ‘ | . A

T Qe o -

el + + o o 2

0.8F ’ . 0.8F .

0 0.5 1 _ _ 0 0.5 1 _ )

pT(tt)/m(tt) pT(tt)/m(tt)

Figure 45. Normalized differential tt production cross sections as functions of pp(t)/m(tt) (upper)
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Further details can be found in the caption of figure 41.
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Figure 47. Normalized [|y(t)|, pr(t)] cross sections measured at the parton level in the full phase
space (upper) and at the particle level in a fiducial phase space (lower). The data are shown as filled
circles with grey and yellow bands indicating the statistical and total uncertainties (statistical and
systematic uncertainties added in quadrature), respectively. For each distribution, the number of
degrees of freedom (dof) is also provided. The cross sections are compared to predictions from the
POWHEG+PYTHIA8 (‘POW-PYT’, open circles) simulation and various theoretical predictions with
beyond-NLO precision (other points). The estimated uncertainties in the POW-+PYT model are
represented by vertical bars on the corresponding points. For each model, a value of X2 is reported
that takes into account the measurement uncertainties. The lower panel in each plot shows the ratios
of the predictions to the data.
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(60), |y(tt)]] cross sections are shown for data (filled circles),

POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions with
beyond-NLO precision (other points). Further details can be found in the caption of figure 47.
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POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 47.
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Figure 55. Normalized [m(tt), |[An(t,t)|] cross sections are shown for data (filled circles),
POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 47.
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Figure 56. Normalized [m(tl), |A¢(t,0)|] cross sections are shown for data (filled circles),
POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 47.
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Figure 57. Normalized differential tt production cross sections as functions of pr of the lepton
(upper left), of the ratio of the trailing and leading lepton pr (upper right), and of the ratio of lepton
and top antiquark pp (lower middle), measured at the particle level in a fiducial phase space. The data
are shown as filled circles with grey and yellow bands indicating the statistical and total uncertainties
(statistical and systematic uncertainties added in quadrature), respectively. For each distribution, the
number of degrees of freedom (dof) is also provided. The cross sections are compared to predictions
from the POWHEG+PYTHIA8 (‘POW-PYT’, open circles) simulation and STRIPPER NNLO calculation
(stars). The estimated uncertainties in the POW+PYT model are represented by vertical bars on
the corresponding points. For each model, a value of X2 is reported that takes into account the
measurement uncertainties. The lower panel in each plot shows the ratios of the predictions to the data.
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Figure 58. Normalized differential tt production cross sections as functions of the pr of the leading
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be found in the caption of figure 57.
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Figure 62. Normalized [|n(£f)|, pp(¢€)] cross sections are shown for data (filled circles),
POWHEGHPYTHIA8 (‘POW-PYT’, open circles) simulation, and STRIPPER NNLO calculation (stars).
Further details can be found in the caption of figure 57.
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Cross section

2

X
variables ot POW+4PYT (w. unc.) aN’LO MATRIX STRIPPER MINNLOPS
pr(t) 6 15 (11) 35 3 8 4
pr(t) 6 13 (9) — 4 10 5
y(t) 9 23 (20) 23 16 17 15
y(t) 9 28 (25) — 15 25 23
pr(tt) 6 22 (7) — 7 9 55
y(tt) 11 10 (8) — 6 9 9
m(tt) 6 5 (3) — 5 5 2
[A(t,t)] 3 1 (0) — 75 65 5
ly(6)] = [y ()] 7 16 (9) — 2 3 12
pr(t)/m(tt) 4 33 (20) — 3 4 5
pr(tt)/m(tt) 8 17 (6) — 109 102 20
log(&1) 8 14 (10) — — 15 12
log(&2) 8 10 (7) — — 12 7

Table 8. The X2 values and dof of the measured normalized single-differential cross sections for tt and top quark kinematic observables at the parton
level are shown with respect to the POWHEG+PYTHIA8 (‘POW-PYT’) simulation and various theoretical predictions with beyond-NLO precision. The
x* values are calculated taking only measurement uncertainties into account and excluding theory uncertainties. For POW+PYT, the x* values
including theory uncertainties are indicated with the brackets (w. unc.).



Cross section o X2

variables POW+PYT (w. unc.) STRIPPER
pr(t) 6 17 (12) 3
pr(t) 6 14 (9) 3
y(t) 9 19 (16) 11
y(t) 9 24 (20) 10
pr(tt) 6 21 (7) 83
y(tt) 11 10 (7) 19
m(tt) 6 5 (3) 4
[Ag(t, 1) 3 1 (0) 1076
[y (8)] = [y (0] 7 15 (10) 4
pr(t)/m(tt) 4 30 (20) 8
pr(tt)/m(tt) 8 18 (7) 144
log(&1) 8 14 (9) 10
log(&2) 8 9 (6) 9

Table 9. The X2 values and dof of the measured normalized single-differential cross sections for tt and
top quark kinematic observables at the particle level are shown with respect to the POWHEG+PYTHIA 8
(‘POW-PYT) simulation and the STRIPPER NNLO calculation. The x* values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PYT,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) aN’LO  MATRIX STRIPPER MINNLOPS
[ly(t)|, pr(t)] 15 40 (31) 36 24 24 23
[m(tt), pr(t)] 8 83 (35) — 14 16 15
[pr(t), pr(tt)] 15 39 (21) — 41 54 66
[m(tt), |y(tt)]] 15 64 (42) — 53 47 51
[ly(tt)], pr(tt)] 15 28 (15) — 38 42 66
[m(tt), pr(tt)] 15 61 (43) — 94 108 143
[pr(tt), m(tt), |y(tt)]] 47 89 (64) — — 69 105
[m(tt), Jy(t)]] 15 61 (37) — 35 30 53
[m(tt), |[An(t,t)]] 11 165 (31) — 30 31 56
[m(tt), [Ag(t,T)]] 11 74 (47) — — 41 94

Table 10. The X2 values and dof of the measured normalized multi-differential cross sections for tt and top quark kinematic observables at the parton
level are shown with respect to the POWHEG+PYTHIA8 (‘POW-PYT’) simulation and various theoretical predictions with beyond-NLO precision. The
X2 values are calculated taking only measurement uncertainties into account and excluding theory uncertainties. For POW+PY'T, the X2 values
including theory uncertainties are indicated with the brackets (w. unc.).



Cross section X2

variables ot POW+PYT (w. unc.) STRIPPER
[ly(®)], pr(t)] 15 35 (25) 16
[m(tt), pr(t)] 8 86 (36) 18
[pr(t), pr(tt)] 15 35 (19) 160
[m(tt), |y(tt)]] 15 77 (40) 43
[y(6)], pr(tD)] 15 27 (18) 78
[m(tt), pr(tt)] 15 61 (36) 363
[pr(tt), m(tt), |y(tt)|] 47 114 (68) 137
[m(t), Jy(t)]] 15 57 (26) 20
[m(tt), |[An(t,t)]] 11 155 (30) 37
[m(tt), |[Agp(t,t)]] 11 71 (42) 405

Table 11. The x* values and dof of the measured normalized multi-differential cross sections for tt and
top quark kinematic observables at the particle level are shown with respect to the POWHEG+PYTHIA 8
(‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x> values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PY'T,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) STRIPPER
pr(£) 11 28 (18) 16
pr(0) trailing/pp(£) leading 9 15 (11) 5
pr(€)/pr(t) 4 10 (9) 5
pr(b) leading 9 5 (4) 7
pr(b) trailing 6 6 (4) 3
(pr(b) +pr(b))/(pr(t) +pr(t)) 3 19 (15) 8
m(el) 11 23 (20) 13
m(bb) 6 15 (12) 76
m(¢fbb) 18 33 (18) 15
pr(0f) 8 4 (3) 5
In(€0))| 13 14 (9) 40
[[n(€0)], m(£0)] 23 48 (28) 78
[In(¢)|, pr(e0)] 19 27 (14) 43
[pr(£0), m(£0)] 29 44 (37) 48

Table 12. The x* values and dof of the measured normalized single-differential cross sections for lepton
and b-jet kinematic observables at the particle level are shown with respect to the POWHEG-+PYTHIA 8
(‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x> values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PY'T,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).
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9.5 Comparisons to POWHEG+PYTHIA 8 predictions using different PDFs

In this subsection the sensitivity of the measured differential tt production cross sections to the
PDFs is assessed. The tt production at the LHC is known to be particularly sensitive to the
gluon density at higher proton momentum fractions z. In the previous CMS analyses [28, 39],
systematic investigations were performed in which different sets of tt kinematic spectra were
included in PDF fits and their impact evaluated. A particularly large sensitivity was observed
in ref. [28] for the [m(tt), |y(tt)|] cross sections measured at /s = 8 TeV, leading to a strong
constraint on the gluon density at x values around 0.3. In the present analysis, the PDF
sensitivity is assessed by comparing kinematic spectra of the top quark or the tt system
with the POWHEG+PYTHIA 8 predictions, evaluated with a number of different PDF sets:
NNPDF3.1 [52], CT14 [132], ABMP16 [133], MMHT2014 [134], and HERAPDF2.0 [135]. For
the NNPDF3.1 PDFs, both the NNLO (used in the nominal simulation) and NLO variants are
studied, while only the NLO versions are taken for all other sets. The PDFs differ in the input
data and methodologies that were used to extract them, as discussed elsewhere [136, 137].

Figure 64 shows the measured normalized single-differential cross sections, defined at the
parton level, as functions of pp(t), y(t), m(tt), and y(tt), and compared to the predictions
obtained with different PDF sets. Most of the PDFs provide a similar description of the
data, except HERAPDF2.0 NLO that describes the p(t) distribution well but exhibits
clear shape deviations for the other spectra, leading to large X2 values. In figure 65, the
log(&;), log(&;), and [m(tt), |y(tt)|] cross section distributions are shown. As discussed above,
in the LO QCD picture the log(&;) and log(&,y) variables represent the proton momentum
fractions carried by the two partons entering the hard interaction. The HERAPDF2.0 NLO
prediction undershoots the data near the smallest and largest values of these observables,
which may give a hint of a possibly wrong z dependence of the gluon density in this PDF
set. For [m(tt), |y(tt)]], all PDFs again provide data descriptions of similar quality, except
HERAPDF2.0 NLO, that predicts too few events towards large m(tt) and y(tt) values. The
particularly large X2 for HERAPDF2.0 NLO for this distribution indicates an enhanced PDF
sensitivity for this double-differential cross section. Summarizing, the differential spectra of
the top quark and the tt system show some sensitivity to the PDFs and, therefore, it will
be useful to include the corresponding data in future global PDF fits.
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Figure 64. Normalized differential tt production cross sections as functions of pp(t) (upper left),
y(t) (upper right), m(tt) (lower left), and y(tt) (lower right), measured at the parton level in the full
phase space. The data are shown as filled circles with grey and yellow bands indicating the statistical
and total uncertainties (statistical and systematic uncertainties added in quadrature), respectively.
For each distribution, the number of degrees of freedom (dof) is also provided. The cross sections are
compared to predictions from the POWHEG+PYTHIAS (‘POW-PYT’) simulation with various PDF sets.
The nominal prediction (open circles) uses the PDF set NNPDF3.1 at NNLO accuracy, assuming a
top quark mass value of 172.5 GeV and ag = 0.118. The alternative PDF sets (other points) constitute
NNPDF3.1, CT14, ABMP16, MMHT2014, and HERAPDF2.0 at NLO accuracy and assume the same
values for the top quark mass and ag as the nominal NNPDF3.1 NNLO PDF set. The estimated
uncertainties in the nominal prediction are represented by vertical bars on the corresponding points.
For each PDF set, a value of X2 is reported that takes into account the measurement uncertainties.
The lower panel in each plot shows the ratios of the predictions to the data.

- 100 —



CMS 138 fb' (13 TeV) CMS 138 fb! (13 TeV)
. | S SN . -~ T | . S L N
up e Data, dof = 8 Dilepton, parton level | g @ Data, dof =8 Dilepton, parton level
e o NNPDF31NNLO, ¥° = 14 = © NNPDF31 NNLO, X* = 10
o L o NNPDF31NLO,X* =11 RS L o NNPDF31NLO,%* =8 .
5 A CT14NLO, X’ =14 35 A CT14NLO,X*=9
= v ABMP16 NLO, 7° = 12 = v ABMP16NLO, 7" =9
-8 5 MMHT2014 NLO, X* = 9 © o MMHT2014 NLO, X = 6
1 & HERA20NLO, %’ = 66 —© 1 & HERA20NLO, ¥ =55 ]
E Total unc. Q Total unc.
v~ | Stat. unc. WW# | ~— | | Stat. unc. Ww? |
e e o’ aw
0.5 i . — 0.5 e . —
I m ol | - -
o i O-B-L-@- Vb ons @y o O-B-4-@-F—4-gp
ol @ A e el S g ; —
ols 1.2F . 1 9s 1.2F -
(ol [m] 17 et e of v nlO 1- e e - [
o e s R T &l L o e &
& &
0.8 7 0.8 1
-3 -2 -1 -3 -2 -1
log(&,) log(S,)
. CMS Dilepton, parton level 138 b (13 TeV
IE 0 3 I T T 1 T | T | 1 T I T I 1 T I T I ]
% . 300 < m(tf) < 400 GeV 420 <m(t) < 500 GeV | 500 < m(tf) < 650 GeV | 650 < m(tf) < 1500 GeV « D, dif 545
) B . o NNPDF31NNLO, ¥ =64
= a5
o) o NNPDF31NLO, %* = 61
~
- = 4 5 4 ]
= 0.2 e R " A CT14NLO, % =70
&;" B v ABMP16 NLO, ¥ =61
Vo red e
B e e ‘ o MMHT2014 NLO, * = 63
aw @y
0.1 T RN d‘" T ey T = HERA20 NLO, %* = 149
. Total unc.
SHA®V T o onA.vo' otal unc.
004 g-Fodigy Stat. unc.
e I | ! ! ' I ’ ! ' ! ' | - !
e
o|T 1.1f 1+ = e o E
; Sl . [u] ¢
(o} [a] 1 u%qlv‘)m_..aq ol " QVQ%V«)MQ ¥, Wﬂf\f
& 3 *
09 %hvoﬁ:ﬂm#n‘s vod ) ® @ -
1 2 1 2 1 2 1 2
ly(tt)]

Figure 65. Normalized log(&;) (upper left), log(&;) (upper right), and [m(tt), |y(tt)|] (lower) cross
sections are shown for data (filled circles) and predictions from the POWHEG+PYTHIAS (‘POW-PYT?)
simulation with various PDF sets (other points). Further details can be found in the caption of

figure 64.

- 101 -



10 Summary

A measurement of differential top quark pair (tt) production cross sections in proton-proton
collisions at /s = 13 TeV was presented, performed with events containing two oppositely
charged leptons (electrons or muons). The data used in this analysis were recorded in the
years 2016 through 2018 with the CMS detector at the LHC and correspond to an integrated
luminosity of 138 fb~!. Differential cross sections are measured as functions of kinematical
observables of the tt system, the top quark and antiquark and their decay products, and
the total number of additional jets in the event not originating from the tt decay. The
measurements are performed as functions of single observables, or simultaneously as functions
of two or three kinematic variables. The differential cross sections are defined both with
particle-level objects in a fiducial phase space close to that of the detector acceptance and
with parton-level top quarks in the full phase space. Overall, both the statistical and the
systematic uncertainties in the measurements are improved by a factor of about two compared
to the previous analyses [38, 39] which are based on the 2016 data set.

Predictions of several next-to-leading-order (NLO) Monte Carlo (MC) event generators
that differ in the hard matrix element, parton shower, and hadronization models were
compared to the data. The predictions of these MC models, without taking theoretical
uncertainties into account, generally fail to describe many of the measured cross sections in
their full kinematic range. The predicted transverse momentum pt distributions of the top
quark and antiquark are harder than observed in the data, and the rapidity distributions are
more central. The invariant mass and rapidity distributions of the tt system are reasonably
well described by the models overall. The predictions for the tt transverse momentum
distribution differ from the data even more than the top quark and antiquark distributions
do; none of them provides a good description of the data. Double- and triple-differential cross
sections show large model-to-data discrepancies, for instance the effect of a harder top quark
pr spectrum pp(t) in the models is pronounced at high m(tt). Differential cross sections
as functions of kinematic observables of the leptons and b jets originating from the decay
of the top quark and antiquark are measured with high precision. Overall, the observed
trends for these objects follow those for the top quarks and antiquarks, with the models
predicting harder pr spectra than seen in the data. For the leptons, this effect is somewhat
enhanced and furthermore the dilepton invariant mass spectrum is harder in the models
than in the data. The distribution of the multiplicity of additional jets in tt events shows
varying level of agreement between data and the models. When considered as a function
of jet multiplicity, the evolution of the shapes of tt, top quark and antiquark kinematic
distributions is different for the models and for data. There is an indication that the trend of
harder pr(t) distributions in the models is localized at small jet multiplicities.

Selected kinematic distributions were also compared to a variety of theoretical predictions
beyond NLO precision. For observables of the top quark and the tt system, these predictions
provide descriptions of the data that are of similar or improved quality, compared to the
MC model best describing each variable, except for some of the kinematic spectra that are
directly sensitive to higher-order QCD effects. For observables associated with the leptons
and b jets, the quality of the tested next-to-NLO model is on average comparable to but
not better than that of the NLO MC models. Comparing several kinematic distributions
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of the top quark and the tt system to NLO MC models using various parton distribution
function (PDF) sets, clear differences are observed which indicate a sensitivity to PDFs that
could be exploited in future PDF fits.

For each distribution, the quality of the description of the data by the models has been
assessed with a X2 test statistic. When only the measurement uncertainties are taken into
account in the calculation (i.e. neglecting the uncertainties on the predictions), the p-values
obtained from the X2 tests are in general close to zero, pointing to a poor description of the
data by the nominal models. For the POWHEG+PYTHIA 8 model, additional X2 values have
been evaluated including the uncertainties on the prediction. This inclusion often leads to
substantially reduced X2 values with reasonable p-values. However, for several distributions,
and in particular for a larger fraction of the multi-differential distributions, the observed
differences between data and simulation still remain significant, providing important input
for future theoretical predictions.
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A Definition of x? for theory-to-data comparisons

We define here the X2 values for the theory-to-data comparisons shown in section 9 and
appendix B. The standard X2 values are calculated taking the measurement uncertainties
into account, but ignoring the uncertainties in the predictions:

Y} = R Covy'Ry, (A1)

where N denotes the number of bins of the respective cross section distribution and Ry
the vector of differences of the measured cross sections and the corresponding predictions.
The covariance matrix Cov is calculated as:

Cov = Cov™ + Cov™*", (A.2)

f t . . . oo o .
where Cov™ and Cov™*" are the covariance matrices representing the statistical uncertainties

from the unfolding, and the systematic uncertainties, respectively. The systematic covariance

syst

matrix Cov is calculated as

iy

1
Cov¥™ = Z Mcj,k,lci,k,ly 1<i<N, 1<j<N. (A.3)
Kl
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Here, C; ;,; denotes the signed systematic shift of the measurement in the ith bin arising from
variation [ of source k and NN}, is the number of variations for source k. The sums run over
all sources of systematic uncertainties and all their corresponding variations. Most of the
systematic uncertainty sources in this analysis consist of positive and negative variations and
thus have N;, = 2, though one model uncertainty (namely, the model of color reconnection)
consists of more than two variations, a property that is accounted for in eq. (A.3). For
the POW+PYT model, additional X2 values are provided including the uncertainties in the
predictions. This is achieved by adding the covariance matrix of the predictions, Covpred,
calculated analogously to eq. (A.3), to Cov.
For normalized cross sections the X2 values are calculated as

x> =Ry_1Covy Ry_, (A4)

where Ry_; is the column vector of the residuals calculated as the difference of the measured
normalized cross sections and the corresponding predictions and discarding one of the N
bins, and Covy_; is the (N — 1) x (N — 1) submatrix obtained from the full covariance
matrix by discarding the corresponding row and column. The matrix Cov,_; obtained
in this way is invertible, while the original covariance matrix Cov is singular because for
normalized cross sections one degree of freedom is lost.
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B Results for absolute cross sections

Absolute differential cross sections corresponding to the normalized ones discussed in section 9
are presented in the following, together with tables listing X2 values of all prediction-to-data

comparisons.

B.1 Comparisons to MC simulations

The absolute differential cross sections comparing data to predictions based on MC simulations
are shown in figures 66—98, and the corresponding x2 values are presented in tables 13-19.
The p-values of the X2 tests are provided in tables 37-43. The measurements are compared
to the three MC simulations introduced in section 3: POWHEG+PYTHIA8 (POW+PYT),
MG5_aMCQ@QNLO[FxFx]+PYTHIA8 (FxFx+PYT), and POWHEG+HERWIG 7 (POW-+HER).
As detailed in section 3, the POWHEG+PYTHIA 8 simulation is normalized to the cross section
calculated at NNLO+NNLL. Comparing the absolute cross sections to the normalized ones
presented in section 9, two effects are visible. Firstly, the uncertainties in the measured
absolute cross sections are considerably larger than those of the corresponding normalized
ones, which can be attributed to bin-to-bin correlated global normalization uncertainties.
Secondly, the absolute total cross section obtained by integrating over the spectra of the three
MC models is within 5% of that calculated from the data, indicating a reasonable agreement.
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Figure 75. Absolute [m(tt), |y(tt)|] cross sections are shown for data (filled circles) and various MC
predictions (other points). Further details can be found in the caption of figure 72.
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Figure 76. Absolute [|y(t1)], pp(tt)] cross sections are shown for data (filled circles) and various
MC predictions (other points). Further details can be found in the caption of figure 72.

- 117 -



CMS Dilepton, parton level 138 fb" (13 TeV
,T_—‘ [ T T ] T T T T T T T T T T T T
% 300 < m(tf) < 400 GeV | 400 < m(t]) <500 GeV | 500 <m(th) < 650 GeV | 650 < m(tf) < 1500 GeV | , ~
0] ® Data, dof =16
Q A+ & + + { o POW+PYT, 2% = 68
= o - .
= XFx+PYT, X = 77
'E'_ ! A POW+HER, %2 = 115
Q_ e
2] A [ Total unc.
© P b i
s o oy 1 I | stat. unc.
%
% 8 o
| & &
i ol o
. PR ' ll o e I:! & ' ! o e I:? A ' ! o Je q A
© | 4 o
e ‘a 1 2 o H
[T S0 S W S G . UG- g .
1 gu‘ =& T = - I JE b T 7y T = %
0.8 1 ‘ ‘ ‘ T . A
200 400 200 400 200 400 200 400
p.(tt) [GeV]
CMS Dilepton, particle level 138 fb" (13 TeV
,T_—‘ F T T B T T T T T T T T T T T T
E 8,061 300 < m(tf) < 400 GeV | 400 < m(tf) <500 GeV | 500 < m(tf) < 650 GeV' | 650 <m(fh) <1500 GeV | , (oo o
=3 E © POW+PYT, %* =69
= o FxFx+PYT, % =57
4=
= o A POW+HER, %% =112
o 0.04f s i : Thne:
2] o o otal unc.
T L]
'8 I " Stat. unc.
% 2
0.02f + 1 * -
& P =
=N & -y
. S ' ! o e E! o ' ! o e E! A ' |- o je |:Il A
©
e ‘a 1 2 B o Qn B g -
o 0 1 ¢Aé o, l o 5 ¢Q? Jz = + uA % ?Ei? L o
o | 2D s ] o A ! -y A +
A A
0.8 . ‘ ‘ ‘ . . r
200 400 200 400 200 400 200 400

p,({f) [GeV]

Figure 77. Absolute [m(tt), pr(tt)] cross sections are shown for data (filled circles) and various MC
predictions (other points). Further details can be found in the caption of figure 72.
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Figure 78. Absolute [pp(t1), m(tt), [y(tL)|] cross sections are shown for data (filled circles) and
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Figure 81. Absolute [m(tt), |[Ag(t,1)]] cross sections are shown for data (filled circles) and various
MC predictions (other points). Further details can be found in the caption of figure 72.
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Figure 84. Absolute differential tt production cross sections as functions of m(£¢) (upper left), m(bb)
(upper right) and m(££bb) (lower) are shown for data (filled circles) and various MC predictions
(other points). Further details can be found in the caption of figure 82.

- 125 —



Cms ‘1f|38‘fb'1 (13 TeV)
F Dilepton, plarticle level e Data, d‘ofzg 7 g
- o POW+PYT, %2 =4 7 =
107 0 FF4PYT, =17 = =
Foeos - » POWSHER,22=10 1 &
B coTx Total unc. 7 g
Stat. unc.
2| _
10 E Cell, E
109 . |
10 = | | e
1.2 e % 3 -8/
1’0,1 oﬁonOD¢DA¢D + % o ,Dﬂ%g
0.8 =
0 100 200 300
pT(II) [GeV]

CMS 138 fb' (13 TeV)
e
[ Dilepton, particle level e Data, dof = 14 1
6 o POW+PYT,X* =16
om0 0500 0 FxFx+PYT, X2 =22
88es APA%AO » POW+HER, ¥* = 12
r U8 Total unc. B
0.2\ Stat. unc.
4_ —
C
&=
o ]
L Cetn i
cenOa
TR B PR R P
1.2+ -
1%%%%%%%%%% og 05 ©9n ° o
0.85 ]
0

(1|

Figure 85. Absolute differential tt production cross sections as functions of pp(££) (left) and |n(¢¢)|
(right) are shown for data (filled circles) and various MC predictions (other points). Further details
can be found in the caption of figure 82.

do/dm(ll) [pb GeV]

-

©

Pred.

CMS Dilepton, particle level 138 fb™ (13 TeV
T ' YT T T "~ T "~ T T " T[T T "1
0.04k 0< ()l <0.5 0.5 < In(li)l < 1 1 1<yl <2 2< (i)l <5 o Data, dof = 24
o POW+PYT, ¥* =55
% o FxFx+PYT, % = 76
0.03r T T T A POW+HER, ¥ =35
% ] i Total unc.
0.02 'i 2 _,_m | il ‘a T Stat. unc.
i T )
0.01F & T K T 1t
CrY
aa o w
) Atawn pl o | olayn bl | yolempl | olen )
1.2¢ o1
1hetibt_ ° hedle © 8 et 02 P ° a0
0.8t 1 -
200 400 600 200 400 600 200 400 600 200 400 600
m(ll) [GeV]
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predictions (other points). Further details can be found in the caption of figure 82.
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Figure 87. Absolute [|7(£f)|, pr(¢€)] cross sections are shown for data (filled circles) and various
MC predictions (other points). Further details can be found in the caption of figure 82.
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Figure 89. Absolute differential tt production cross sections as a function of Niet, for a minimum jet
pr of 40GeV (upper) and 100 GeV (lower), measured at the parton level in the full phase space (left)
and at the particle level in a fiducial phase space (right). The data are shown as filled circles with
grey and yellow bands indicating the statistical and total uncertainties (statistical and systematic
uncertainties added in quadrature), respectively. For each distribution, the number of degrees of
freedom (dof) is also provided. The cross sections are compared to various MC predictions (other
points). The estimated uncertainties in the POWHEG+PYTHIA 8 (‘POW-PYT’) simulation are
represented by vertical bars on the corresponding points. For each MC model, a value of X2 is reported
that takes into account the measurement uncertainties. The lower panel in each plot shows the ratios
of the predictions to the data.
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Figure 90. Absolute [N, pr(t)] cross sections measured at the parton level in the full phase space
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systematic) uncertainties, respectively. For each distribution, the number of degrees of freedom (dof)
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estimated uncertainties in the POWHEGHPYTHIA 8 (‘POW-PYT’) simulation are represented by
vertical bars on the corresponding points. For each MC model, a value of X2 is reported that takes
into account the measurement uncertainties. The lower panel in each plot shows the ratios of the
predictions to the data.
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Figure 97. Absolute []\fj%tl’H, m(tt), [y(tt)|] cross sections are shown for data (filled circles) and
various MC predictions (other points). Further details can be found in the caption of figure 90.
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW+HER
pr(t) 7 21 (13) 43 5
pr(t) 7 19 (12) 43 6
y(t) 10 28 (24) 34 21
y(t) 10 33 (28) 40 25
pr(tt) 7 24 (8) 39 35
y(tt) 12 13 (9) 19 8
m(tt) 7 6 (4) 9 4
|AG(t,T)| 4 4 (2) 7 11
()] = ly(®)] 8 18 (10) 19 14
pr(t)/m(tt) 5 39 (21) 104 13
pr(tt)/m(tt) 9 20 (7) 32 39
log(&;) 9 16 (12) 18 12
log(&5) 9 14 (9) 24 7

Table 13. The X2 values and dof of the measured absolute single-differential cross sections for tt and
top quark kinematic observables at the parton level are shown with respect to the predictions of various
MC generators. The X2 values are calculated taking only measurement uncertainties into account
and excluding theory uncertainties. For POW+PYT, the X2 values including theory uncertainties are
indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW-+HER
pr(t) 7 22 (13) 44 7
pr(t) 7 20 (12) 44 5
y(t) 10 24 (18) 32 19
y(®) 10 28 (23) 32 26
pr(tt) 7 23 (8) 34 41
y(tt) 12 13 (8) 23 9
m(tT) 7 7 (4) 5 7
IAG(t,7)] 4 4 (1) 4 7
()] = ly(®)] 8 17 (11) 15 18
pr(t)/m(tt) 5 33 (23) 71 14
pr(tt)/m(tt) 9 21 (7) 46 61
log(&;) 9 16 (10) 17 19
log (&) 9 12 (7) 19 10

Table 14. The X2 values and dof of the measured absolute single-differential cross sections for tt
and top quark kinematic observables at the particle level are shown with respect to the predictions
of various MC generators. The x? values are calculated taking only measurement uncertainties
into account and excluding theory uncertainties. For POW+PY'T, the X2 values including theory
uncertainties are indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(®)], pr(t)] 16 48 (36) 75 30
[m(tE), pr(t)] 9 93 (36) 156 42
[pr(t), pr(tE)] 16 50 (25) 72 87
[m(tt), |y(tt)]] 16 72 (46) 67 65
[ly(tt)|, pr(tt)] 16 32 (17) 37 71
[m(tt), pr(tt)] 16 68 (47) 7 115
[pr(tt), m(tt), |y(tt)|] 48 102 (71) 119 140
[m(tt), ly(t)]] 16 67 (39) 84 49
[m(tt), |[An(t,t)]] 12 182 (34) 236 125
[m(tt), |[Agp(t,t)]] 12 82 (51) 50 93

Table 15. The x” values and dof of the measured absolute multi-differential cross sections for tt and
top quark kinematic observables at the parton level are shown with respect to the predictions of various
MC generators. The X2 values are calculated taking only measurement uncertainties into account
and excluding theory uncertainties. For POW+PYT, the X2 values including theory uncertainties are
indicated with the brackets (w. unc.).
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Cross section

2

X
variables ot POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(®)], pr(t)] 16 44 (28) 68 21
[m(tE), pr(t)] 9 103 (37) 151 46
[pr(t), pr(tt)] 16 44 (21) 68 64
[m(tt), |y(tt)]] 16 86 (41) 7 81
[ly(tt)|, pr(tt)] 16 32 (19) 41 66
[m(tt), pr(tt)] 16 69 (37) 57 112
[pr(tt), m(tt), |y(tt)|] 48 133 (69) 130 170
[m(tt), ly(t)]] 16 64 (27) 75 37
[m(tt), |[An(t,t)]] 12 174 (32) 220 114
[m(tt), |[Agp(t,t)]] 12 80 (44) 41 98

Table 16. The x* values and dof of the measured absolute multi-differential cross sections for tt
and top quark kinematic observables at the particle level are shown with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties
into account and excluding theory uncertainties. For POW+PYT, the X2 values including theory
uncertainties are indicated with the brackets (w. unc.).

— 141 —



Cross section X2

variables ot POW4+PYT (w. unc.) FxFx+PYT POW-+HER
pr(0) 12 32 (19) 62 21
r(¢) trailing/pr(€) leading 10 16 (11) 27 7
pr(€)/pr(t) 5 20 (17) 28 14
pr(b) leading 10 6 (5) 31 8
pr(b) trailing 7 7 (5) 26 7
(pr(b) +pr(b))/(pr(t) +pr(t)) 4 24 (19) 30 21
m(4f) 12 31 (25) 29 23
m(bb) 7 21 (16) 17 15
m(£bb) 19 36 (19) 30 27
pr(£0) 9 4 (3) 17 10
e 14 16 (10) 29 12
[[n(€2)], m(£7)] 24 55 (29) 76 35
(7)), pr(eD) 20 30 (15) 84 24
[pr(£0), m(£0)) 30 50 (39) 88 52

Table 17. The X2 values and dof of the measured absolute single-differential cross sections for lepton
and b-jet kinematic observables at the particle level are shown with respect to the predictions of various
MC generators. The x? values are calculated taking only measurement uncertainties into account
and excluding theory uncertainties. For POW+PYT, the X2 values including theory uncertainties are
indicated with the brackets (w. unc.).

— 142 —



Cross section X2
dof

variables POW+PYT (w. unc.) FxFx+PYT POW+HER
Nig(pp > 40 GeV) 6 7 (5) 288 258
Nig(pp > 100 GeV) 5 41 (11) 46 77
[Niet, pr(t)] 9 31 (17) 163 137
[Niet, [y(t)]] 12 42 (32) 131 85
[Niet, pr(tt)] 12 58 (43) 192 93
[Niet, m(t)] 12 62 (48) 177 154
[Niet» [y(t)]] 12 14 (7) 122 61
[Niet» [An(t, )] 9 94 (40) 194 144
[N, m(sE), [y(tT)]] 24 54 (39) 75 93
[NDOHE m(tt), [y(tE)] 36 93 (63) 223 215
[NE23 m(tt), [y(tt)]] 48 135 (92) 445 471

Table 18. The X2 values and dof of the measured absolute differential cross sections as a function of
the additional-jet multiplicity in the events, at the parton level of the top quark and antiquark, are
shown with respect to the predictions of various MC generators. The X2 values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PYT,
the x* values including theory uncertainties are indicated with the brackets (w. unc.).
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Cross section X2

dof
variables POW+PYT (w. unc.) FxFx+PYT POW+HER
Niet(pr > 40 GeV) 6 7 (4) 355 8
Niet(pr > 100 GeV) 5 45 (11) 40 7
[Niet, pr(t)] 9 37 (15) 249 25
[Nieg, [y(t)]] 12 44 (26) 182 27
[Nieg, pr(tt)] 12 67 (41) 341 86
[Nieg, m(tt)] 12 60 (40) 302 50
[Njet» 1y(tt)]] 12 17 (6) 188 8
[Nieg, [An(t, T)]] 9 138 (43) 306 103
[N, m(tt), [y ()] 24 85 (46) 101 87
[N m(eh), [ytt)] 36 144 (71) 401 137
INOEPSE (), y(th)]] 48 176 (97) 736 161

Table 19. The X2 values and dof of the measured absolute differential cross sections as a function of
the additional-jet multiplicity in the events, at the particle level of the top quark and antiquark, are
shown with respect to the predictions of various MC generators. The X2 values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PYT,
the x* values including theory uncertainties are indicated with the brackets (w. unc.).
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B.2 Comparisons to higher-order theoretical predictions

The absolute differential cross sections comparing data to theoretical predictions of beyond-
NLO precision are shown in figures 99-121, and the corresponding X2 values are given in
tables 20-24. The p-values of the X2 tests are presented in tables 44—48. The theoretical
calculations are those discussed in section 9.4: aN°LO, STRIPPER (NNLO), MATRIX (NNLO),
and MINNLOPS (NNLOPS). Comparing the absolute cross sections to the normalized ones in
section 9.4, one can see a similar level of agreement between data and predictions. We conclude
that the calculations provide overall reasonable predictions of the total normalization of
the data.
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Figure 99. Absolute differential t{ production cross sections as functions of pp(t) (upper) and
pr(t) (lower), measured at the parton level in the full phase space (left) and at the particle level
in a fiducial phase space (right). The data are shown as filled circles with grey and yellow bands
indicating the statistical and total uncertainties (statistical and systematic uncertainties added in
quadrature), respectively. For each distribution, the number of degrees of freedom (dof) is also
provided. The cross sections are compared to predictions from the POWHEG+PYTHIA8 (‘POW-PYT’,
open circles) simulation and various theoretical predictions with beyond-NLO precision (other points).

The estimated uncertainties in the predictions are represented by vertical bars on the corresponding

points. For each model, a value of X2 is reported that takes into account the measurement uncertainties.
The lower panel in each plot shows the ratios of the predictions to the data.
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Figure 100. Absolute differential tt production cross sections as functions of y(t) (upper) and y(t)
(lower) are shown for data (filled circles), POWHEGH+PYTHIA8 (‘POW-PYT’, open circles) simulation,
and various theoretical predictions with beyond-NLO precision (other points). Further details can be

found in the caption of figure 99.
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Figure 101. Absolute differential t{ production cross sections as functions of pp(tt) (upper), m(tt)
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Further details can be found in the caption of figure 99.
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Figure 102. Absolute differential tt production cross sections as functions of |A¢(t,t)| (upper) and
ly(t)] — |y(t)] (lower) are shown for data (filled circles), POWHEG+PYTHIA 8 (‘POW-PYT’, open
circles) simulation, and various theoretical predictions with beyond-NLO precision (other points).
Further details can be found in the caption of figure 99.
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Figure 103. Absolute differential (1 production cross sections as functions of pp(t)/m(tt) (upper)
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Further details can be found in the caption of figure 99.
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Figure 105. Absolute [|y(t)|, pr(t)] cross sections measured at the parton level in the full phase
space (upper) and at the particle level in a fiducial phase space (lower). The data are shown as filled
circles with grey and yellow bands indicating the statistical and total uncertainties (statistical and
systematic uncertainties added in quadrature), respectively. For each distribution, the number of
degrees of freedom (dof) is also provided. The cross sections are compared to predictions from the
POWHEG+PYTHIA8 (‘POW-PYT’, open circles) simulation and various theoretical predictions with
beyond-NLO precision (other points). The estimated uncertainties in the predictions are represented
by vertical bars on the corresponding points. For each model, a value of X2 is reported that takes
into account the measurement uncertainties. The lower panel in each plot shows the ratios of the

predictions to the data.
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Figure 106. Absolute [m(tt), pp(t)] cross sections are shown for data (filled circles),

POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 105.
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Figure 107. Absolute [pr(t), pr(tt)] cross sections are shown for data (filled circles),

POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
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Figure 108.  Absolute [m(tt), |y(tt)|] cross sections are shown for data (filled circles),
POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 105.
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Figure 109.  Absolute [|y(tl)], pp(tt)] cross sections are shown for data (filled circles),
POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 105.
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Figure 111. Absolute [pp(tt), m(tt), |y(tt)|] cross sections are shown for data (filled circles),

POWHEGH+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions with
beyond-NLO precision (other points). Further details can be found in the caption of figure 105.
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Figure 112. Absolute [m(tt), |y(t)|]] cross sections are shown for data (filled circles),
POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 105.
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Figure 113. Absolute [m(tt), |[An(t,t)|] cross sections are shown for data (filled circles),
POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 105.
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Figure 114. Absolute [m(tt), |A¢(t,t)|] cross sections are shown for data (filled circles),
POWHEG+PYTHIA 8 (‘POW-PYT’, open circles) simulation, and various theoretical predictions
with beyond-NLO precision (other points). Further details can be found in the caption of figure 105.
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Figure 115. Absolute differential tt production cross sections as functions of pp of the lepton (upper
left), of the ratio of the trailing and leading lepton pp (upper right), and of the ratio of lepton and
top antiquark pp (lower), measured at the particle level in a fiducial phase space. The data are shown
as filled circles with grey and yellow bands indicating the statistical and total uncertainties (statistical
and systematic uncertainties added in quadrature), respectively. For each distribution, the number of
degrees of freedom (dof) is also provided. The cross sections are compared to predictions from the
POWHECGHPYTHIA 8 (‘POW-PYT’, open circles) simulation and STRIPPER NNLO calculation (stars).
The estimated uncertainties in the predictions are represented by vertical bars on the corresponding
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Figure 118. Absolute differential tt production cross sections as functions of pr(££) (left) and |n(¢¢)|
(right) are shown for data (filled circles), POWHEGH+PYTHIA 8 (‘POW-PYT’, open circles) simulation,
and STRIPPER NNLO calculation (stars). Further details can be found in the caption of figure 115.
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Figure 119.  Absolute [|n(¢f)|, m(£f)] cross sections are shown for data (filled circles),
POWHEGHPYTHIA8 (‘POW-PYT’, open circles) simulation, and STRIPPER NNLO calculation (stars).
Further details can be found in the caption of figure 115.

- 165 —



cMS Dilepton, particle level 138 fb" (13 TeV
£ T T T T T T T T T T T T T T T T T T T T T T T T
%, 0<mM <05 0.5 <l <1 1<l <2 2<ml <5 « Data dof = 20
O 0.06f T T3 T - 2
g_ o« o POW+PYT, x* =30
- * STRIPPER, % = 46
~ °¢ Total unc.
2 004 . 1 ]
\O Stat. unc.
e} T 1 %"ir &

k3
0.02 - T P
ok
L Qo i Qukc
o @ @
. ) fo. et bl Jaialey P IR PP P . I
°
ols 1.2} i 4 i
(ol [@] 1 0,0,0, %% + T 040, G O i 00,004 ) 1Ir <:"o,’<>,r O ? ’IF
0.8t

100200300 100200300 100 200300 100 200 300
p.(I) [GeV]

Figure 120.  Absolute [|n(£f)|, pr(¢€)] cross sections are shown for data (filled circles),
POWHEGHPYTHIA8 (‘POW-PYT’, open circles) simulation, and STRIPPER NNLO calculation (stars).
Further details can be found in the caption of figure 115.
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Cross section X2

variables ot POW+4PYT (w. unc.) aN’LO MATRIX STRIPPER MINNLOPS
pr(t) 7 21 (13) 47 3 15 6
pr(t) 7 19 (12) — 5 10 7
y(t) 10 28 (24) 24 17 17 14
y(t) 10 33 (28) — 15 26 22
pr(tt) 7 24 (8) — 7 10 o1
y(tt) 12 13 (9) — 7 10 9
m(tt) 7 6 (4) — 6 5 2
[Ad(t,1)] 4 4 (2) — 91 78 5
[y (6)] = ly(t)] 8 18 (10 — 2 3 12
pr(t)/m(tt) 5 39 (21) — 1 5 9
pr(tt)/m(tt) 9 20 (7) — 253 235 18
log(&1) 9 16 (12) — — 15 12
log (&) 9 14 (9) — — 13 7

Table 20. The X2 values and dof of the measured absolute single-differential cross sections for tt and top quark kinematic observables at the parton
level are shown with respect to the POWHEG+PYTHIA8 (‘POW-PYT’) simulation and various theoretical predictions with beyond-NLO precision. The
x* values are calculated taking only measurement uncertainties into account and excluding theory uncertainties. For POW+PYT, the x* values
including theory uncertainties are indicated with the brackets (w. unc.).



Cross section o X2

variables POW+PYT (w. unc.) STRIPPER
pr(t) 7 22 (13) 3
pr(t) 7 20 (12) 4
y(t) 10 24 (18) 11
y(t) 10 28 (23) 10
pr(tt) 7 23 (8) 87
y(tt) 12 13 (8) 20
m(tt) 7 7 (4) 4
|Ad(t,t)] 4 4 (1) 1412
()] = [y ()] 8 17 (11) 4
pr(t)/m(tt) 5 33 (23) 9
pr(tt)/m(tt) 9 21 (7) 285
log(&;) 9 16 (10) 10
log(&z) 9 12 (7) 10

Table 21. The X2 values and dof of the measured absolute single-differential cross sections for tt and
top quark kinematic observables at the particle level are shown with respect to the POWHEG+PYTHIA 8
(‘POW-PYT) simulation and the STRIPPER NNLO calculation. The x* values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PYT,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) aN’LO  MATRIX STRIPPER MINNLOPS
[ly(t)|, pr(t)] 16 48 (36) 35 24 25 21
[m(tt), pp(t)] 9 93 (36) — 19 17 17
[pr(t), pr(tt)] 16 50 (25) — 42 57 61
[m(tt), |y(tt)]] 16 72 (46) — 56 49 51
[ly(tt)], pr(tt)] 16 32 (17) — 39 43 61
[m(tt), pr(tt)] 16 68 (47) — 97 112 135
[pr(tt), m(tt), |y(tt)]] 48 102 (71) — — 74 103
[m(tt), Jy(t)]] 16 67 (39) — 36 31 49
[m(tt), |[An(t,t)]] 12 182 (34) — 31 31 53
[m(tt), |[Ad(t,t)]] 12 82 (51) — — 42 89

Table 22. The X2 values and dof of the measured absolute multi-differential cross sections for tt and top quark kinematic observables at the parton
level are shown with respect to the POWHEG+PYTHIA8 (‘POW-PYT’) simulation and various theoretical predictions with beyond-NLO precision. The
X2 values are calculated taking only measurement uncertainties into account and excluding theory uncertainties. For POW+PY'T, the X2 values
including theory uncertainties are indicated with the brackets (w. unc.).



Cross section X2

variables ot POW+PYT (w. unc.) STRIPPER
[ly(®)], pr(t)] 16 44 (28) 17
[m(tt), pr(t)] 9 103 (37) 26
[pr(t), pr(tt)] 16 44 (21) 169
[m(tt), |y(tt)]] 16 86 (41) 44
[ly(tt)], pr(tt)] 16 32 (19) 81
[m(tt), pp(tt)] 16 69 (37) 388
[pr(tt), m(tt), |y(tt)|] 48 133 (69) 149
[m(tt), [y(t)]] 16 64 (27) 21
[m(tt), |[An(t,t)]] 12 174 (32) 39
[m(tt), |[Agp(t,t)]] 12 80 (44) 426

Table 23. The x” values and dof of the measured absolute multi-differential cross sections for tt and
top quark kinematic observables at the particle level are shown with respect to the POWHEG+PYTHIA 8
(‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x> values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PY'T,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).
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Cross section X2

variables ot POW+PYT (w. unc.) STRIPPER
pr(f) 12 32 (19) 17
pr(0) trailing/pr(¢) leading 10 16 (11) 5
pr(€)/pr(t) 5 20 (17) 8
pr(b) leading 10 6 (5) 8
pr(b) trailing 7 7 (5) 4
(pr(b) +pr(b))/(pr(t) +pr(t)) 4 24 (19) 9
m({Ll) 12 31 (25) 13
m(bb) 7 21 (16) 80
m(¢fbb) 19 36 (19) 16
pr(0f) 9 4 (3) 6
In(ee)| 14 16 (10) 41
[In(€0)[, m(€0)] 24 55 (29) 80
[In(¢)|, pr(e0)] 20 30 (15) 46
[pr(£0), m(£0)] 30 50 (39) 51

Table 24. The x* values and dof of the measured absolute single-differential cross sections for lepton
and b-jet kinematic observables at the particle level are shown with respect to the POWHEG-+PYTHIA 8
(‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x> values are calculated taking
only measurement uncertainties into account and excluding theory uncertainties. For POW+PY'T,
the X2 values including theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
pr(t) 2 (10) <1 51
pr(t) 5 (16) <1 41
y(t) <1 (2) <1 1
y(t) <1 (<1) <1 <1
pr(tt) <1l (32) <1 <1
y(tt) 51 (74) 7 73
m(tt) 56 (77) 30 70
|Ag(t,t)] 82 (97) 15 7
ly(t)] = ly(t)] 3 (22) <1 6
pr(t)/m(tt) <1l (<1) <1 3
pr(tt)/m(tt) 3 (62) <1 <1
log(&1) 9 (26) 3 15
log(&2) 24 (54) <1 51

Table 25. The p-values are shown for the X2 tests of the measured normalized single-differential cross
sections for tt and top quark kinematic observables at the parton level with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW4PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).

C Tables with p-values of x? tests

Tables 25-48 present the p-values of the performed X2 tests between the measured differential
cross sections for tt production and various predictions. The corresponding X2 values and
number of degrees of freedom can be found in the tables 1-24.
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Cross section p-values of x? (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW+HER
pr(t) <1 (7) <1 47
pr(t) 3 (15) <1 59
y(t) 3 (7) <1 2
y(t) <1 (2) <1 <1
pr(tt) <1 (33) <1 <1
y(tt) 51 (81) 3 64
m(tt) 59 (81) 60 28
[Ag(t, )] 82 (97) 36 10
()] = ly(®)] 4 (20) 4 1
pr(t)/m(tt) <1 (<1) <1 2
pr(tt)/m(tt) 2 (57) <1 <1
log (&) 8 (34) 3 2
log (&) 32 (67) 3 29

Table 26. The p-values are shown for the X2 tests of the measured normalized single-differential cross
sections for tt and top quark kinematic observables at the particle level with respect to the predictions
of various MC generators. The x> values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(t)], pr(t)] <1 (<1) <1 1
[m(tt), pr(t)] <1 (<1) <1 <1
[pr(t), pr(tt)] <l (14) <1 <1
[m(tt), [y(tt)]] <1l (<1) <1 <1
[ly(tt)], pr(tt)] 2 (44) <1 <1
[m(tt), pp(tt)] <1l (<1) <1 <1
[pr(tt), m(tt), [y(tt)]] <1 (5 <1 <1
[m(tt), [y(t)]] <1l (<1) <1 <1
[m(tt), |An(t, t)]] <1 (<1) <1 <1
[m(tt), [Ag(t, t)]] <1 (<1) <1 <1

Table 27. The p-values are shown for the X2 tests of the measured normalized multi-differential cross
sections for tt and top quark kinematic observables at the parton level with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(t)], pr(t)] <1 (5) <1 2
[m(tt), pr(t)] <1 (<1) <1 <1
[pr(t), pr(tt)] <1l (21) <1 <1
[m(tt), [y(tt)]] <1l (<1) <1 <1
[ly(tt)], pr(tt)] 3 (28) <1 <1
[m(tt), pp(tt)] <1l (<1) <1 <1
[pr(tt), m(tt), [y(tt)]] <1 (3 <1 <1
[m(tt), [y(t)]] <1 (4) <1 <1
[m(tt), |An(t, t)]] <1 (<1) <1 <1
[m(tt), [Ag(t, t)]] <1 (<1) <1 <1

Table 28. The p-values are shown for the X2 tests of the measured normalized multi-differential cross
sections for tt and top quark kinematic observables at the particle level with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
pr(f) <1 (8) <1 9
pr(€) trailing/pr(¢) leading 10 (30) <1 66
pr(0)/pr(t) 4 (6) <1 2
pr(b) leading 86 (92) <1 55
pr(b) trailing 48 (70) <1 35
(pr(b) +pr(b))/(pr(t) + pr(t)) <l (<1) <1 <1
m(e0) 2 (5) <1 2
m(bb) 2 (7) 2 3
m(£fbb) 2 (45) 6 6
pr(0f) 86 (96) 9 31
n(ee)| 40 (77) 7 58
[In(€e)], m(€0)] <1 (23) <1 4
[In(£e)], pp(€0)] 10 (78) <1 19
[pr(£2), m(e0)] 3 (15) <1 <1

Table 29. The p-values are shown for the X2 tests of the measured normalized single-differential cross
sections for lepton and b-jet kinematic observables at the particle level with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW4PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
Niet(pp > 40GeV) 34 (64) <1 <1
Niet(pr > 100 GeV) <1 (11) <1 <1
[Njet, pr(t)] <1 (14) <1 <1
[Niet [y(t)]] <1 (<1) <1 <1
[Niets pr(tt)] <1 (<1) <1 <1
[Njet, m(tt)] <l (<1) <1 <1
[Niets [y(t8)]] 46 (94) <1 <1
[Niet» [An(t, t)]] <1 (<1) <1 <1
[Njee ©, m(t), [y(eF)]] <1 (5) <1 <1
[Njee *F, m(tD), [y(tt)]] <1 (1) <1 <1
[N 23 m(tt), Jy(t8)] <1 (<1) <1 <1

Table 30. The p-values are shown for the X2 tests of the measured normalized differential cross
sections as a function of the additional-jet multiplicity in the events, at the parton level of the top
quark and antiquark, with respect to the predictions of various MC generators. The X2 values are
calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
Niet (pp > 40 GeV) 30 (63) <1 12
Njet (pr > 100 GeV) <1 (8) <1 19
[Njet, pr(t)] <1 (12) <1 <1
[Niet [y(t)]] <1 (1) <1 <1
[Niet» pr(tt)] <1 (<1) <1 <1
[Njet, m(tt)] <l (<1) <1 <1
[Niets [y(t8)]] 22 (94) <1 65
[Niet» [An(t, t)]] <1 (<1) <1 <1
[Njee ©, m(t), [y(eF)]] <1 (<1) <1 <1
[Njee *F, m(tD), y(tt)] <1 (<1) <1 <1
[N 23 m(tt), Jy(t%)] <1 (<1) <1 <1

Table 31. The p-values are shown for the X2 tests of the measured normalized differential cross
sections as a function of the additional-jet multiplicity in the events, at the particle level of the top
quark and antiquark, with respect to the predictions of various MC generators. The X2 values are
calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section p-values of x* (in %)

~6L1 ~

variables POW4PYT (w. unc.) aN’LO MATRIX STRIPPER MINNLOPS
pr(t) 2 (10) <1 78 22 62
pr(t) 5 (16) — 69 14 49
y(t) <1 (2) <1 6 6 8
y(t) <1 (<1) — 10 <1 <1
pr(tt) <1 (32) — 33 15 <1
y(tt) 51 (74) — 84 61 61
m(tt) 56 (77) - 49 59 90
|Ap(t,1)] 82 (97) — <1 <1 14
ly(t)] = [y ()] 3 (22) — 94 86 10
pr(t)/m(tt) <1l (<1) — 58 41 28
pr(tt)/m(tt) 3 (62) — <1 <1 1
log(&1) 9 (26) — — 6 16
log(&2) 24 (54) — — 17 52

Table 32. The p-values are shown for the X2 tests of the measured normalized single-differential cross sections for tt and top quark kinematic
observables at the parton level with respect to various fixed-order predictions. The X2 values are calculated taking only measurement uncertainties
into account and excluding theory uncertainties. For POW+PYT, the p-values of the x2 tests including theory uncertainties are indicated with the
brackets (w. unc.).



Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) STRIPPER
pr(t) <t (7) 83
pr(t) 3 (15) 82
y(t) 3 (7) 29
y(t) <1l (2) 37
pr(tt) <1 (33) <1
y(t7) 51 (81) 6
m(tt) 59 (81) 73
|Ap(t,t)] 82 (97) <1
ly(6)] = [y(t)] 4 (20) 81
pr(t)/m(tt) <t (<1) 9
pr(tt)/m(tt) 2 (57) <1
log (&) 8 (34) 28
log(&5) 32 (67) 33

Table 33. The p-values are shown for the x” tests of the measured normalized single-differential
cross sections for tt and top quark kinematic observables at the particle level with respect to the
POWHEG+PYTHIA8 (‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x° values
are calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section

p-values of x° (in %)

variables POW+PYT (w. unc.) aN’LO MATRIX STRIPPER MINNLOPS
[ly(t)], pr(t)] <t (<1) <1 7 6 9
[m(tt), pr(t)] <t (<1) — 7 4 6
[pr(t), pr(tt)] <1 (14) — <1 <1 <1
[m(t%), |y(tt)] <t (<1) — <1 <1
[y (&), pr(tt)] 2 (44) — <1 <1 <1
[m(tt), pp(tt)] <1l (<1) — <1 <1 <1
[pr(tt), m(t%), |y(tt)[] <L (5) — — 2 <1
[m(tt), |y(t)]] <t (<1) — <1 1

[m(tt), |[An(t,t)]] <1l (<1) — <1 <1 <1
[m(tt), |[Ad(t,t)]] <1l (<1) — — <1 <1

Table 34. The p-values are shown for the x2 tests of the measured normalized multi-differential cross sections for tt and top quark kinematic
observables at the parton level with respect to various fixed-order predictions. The X2 values are calculated taking only measurement uncertainties
into account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the

brackets (w. unc.).



Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) STRIPPER
[ly(©)], pr(t)] <t (5) 38
[m(tt), pr(t)] <l (<1) 2
[pr(t), pr(tt)] <1t (21) <1
[m(tt), [y(tt)]] <t (<1) <1
[ly(tt)], pr(tt)] 3 (28) <1
[m(tt), pr(tt)] <1l (<1) <1
[pr(tt), m(tt), [y(tt)[] <t (3) <1
[m(tt), [y(t)]] <l (4) 18
[m(tt), |An(t,t)|] <1l (<1) <1
[m(tt), |[Agp(t,t)]] <1l (<1) <1

Table 35. The p-values are shown for the X2 tests of the measured normalized multi-differential
cross sections for tt and top quark kinematic observables at the particle level with respect to the
POWHEG-+PYTHIAS (‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x> values
are calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) STRIPPER
pr(€) <1 (8) 12
pr(¢) trailing/pr(¢) leading 10 (30) 81
pr(£)/pr(t) 4 (6) 33
pr(b) leading 86 (92) 64
pr(b) trailing 48 (70) 81
(pr(b) +pr(b))/(pr(t) + pr(t)) <l (<) 4
m(40) 2 (5) 32
m(bb) 2 (1) <1
m(£Zbb) 2 (45) 68
pr(£0) 86 (96) 73
In(e0)] 40 (77) <1
[In(€0)], m(£2)] <1 (23) <1
[In(€0)], pr(£0))] 10 (78) <1
[pr(£2), m(€0)] 3 (15) 2

Table 36. The p-values are shown for the X2 tests of the measured normalized single-differential
cross sections for lepton and b-jet kinematic observables at the particle level with respect to the
POWHEGHPYTHIA8 (‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x* values
are calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section p-values of x? (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
pr(t) <1 (7 <1 61
pr(t) <1 (9) <1 50
y(t) <1 (<1 <1 2
y(t) <1 (<1) <1 <1
pr(tt) <1 (35) <1 <1
y(tt) 38 (67) 9 78
m(tF) 55 (78) 28 76
[Ag(t, )] 40 (81) 14 3
()] = ly(®)] 2 (23) 2 9
pr(t)/m(tt) <1l (<1) <1 3
pr(tt)/m(tt) 2 (66) <1 <1
log(&1) 7 (23) 4 20
log(&5) 14 (47) <1 60

Table 37. The p-values are shown for the X2 tests of the measured absolute single-differential cross
sections for tt and top quark kinematic observables at the parton level with respect to the predictions
of various MC generators. The x> values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).

- 184 -



Cross section p-values of x? (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW+HER
pr(t) <1 (7 <1 46
pr(t) <1 (11) <1 68
y(t) <1 (5) <1 4
y(t) <1 (1) <1 <1
pr(tt) <1 (37) <1 <1
y(tt) 35 (78) 3 74
m(tt) 46 (80) 67 39
|A(t,1)] 40 (85) 43 13
()] = ly(®)] 3 (23) 5 2
pr(t)/m(tt) <1 (<1) <1 1
pr(tt)/m(tt) 1 (59) <1 <1
log (&) 7 (35) 4 3
log(&,) 22 (67) 3 36

Table 38. The p-values are shown for the X2 tests of the measured absolute single-differential cross
sections for tt and top quark kinematic observables at the particle level with respect to the predictions
of various MC generators. The x> values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(t)], pr(t)] <1 (<1) <1 2
[m(tt), pr(t)] <1l (<1) <1 <1
[pr(t), pr(tt)] <1 (6) <1 <1
[m(tt), |y(tt)]] <1l (<1) <1 <1
[ly(tt)], pr(tt)] <1l (37) <1 <1
[m(tt), pr(tt)] <1l (<1) <1 <1
[pr(tt), m(tt), [y(tt)]] <1 (2) <1 <1
[m(tt), [y(t)l] <1 (<1) <1 <1
[m(tt), [An(t,t)]] <1 (<1) <1 <1
[m(tt), [Ag(t, t)]] <1 (<1) <1 <1

Table 39. The p-values are shown for the X2 tests of the measured absolute multi-differential cross
sections for tt and top quark kinematic observables at the parton level with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
[ly(t)], pr(t)] <1l (3) <1 4
[m(tt), pr(t)] <1 (<1) <1 <1
[pr(t), pr(tt)] <1l (17) <1 <1
[m(tt), [y(tt)]] <1l (<1) <1 <1
[ly(tt)], pr(tt)] 1 (27) <1 <1
[m(tt), pp(tt)] <1l (<1) <1 <1
[pr(tt), m(tt), [y(tt)]] <1 (3 <1 <1
[m(tt), [y(t)]] <1 (5) <1 <1
[m(tt), |An(t, t)]] <1 (<1) <1 <1
[m(tt), [Ag(t, t)]] <1 (<1) <1 <1

Table 40. The p-values are shown for the X2 tests of the measured absolute multi-differential cross
sections for tt and top quark kinematic observables at the particle level with respect to the predictions
of various MC generators. The X2 values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including
theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
pr(f) <1 (9) <1 6
pr(€) trailing/pr(¢) leading 9 (34) <1 70
pr(€)/pr(t) <1 (<1) <1 2
pr(b) leading 85 (91) <1 64
pr(b) trailing 46 (64) <1 41
(pr(b) +pr(b))/(pr(t) + pr(t)) <l (<1) <1 <1
m(¢l) <1 (2) <1 3
m(bb) <1 (2) P 4
m(£fbb) <1 (48) 6 10
pr(0f) 88 (97) 6 34
n(ee)| 32 (77) 7 63
[In(€e)], m(€0)] <1 (22) <1 7
[In(£e)], pp(€0)] 7 (80) <1 24
[pr(£€), m(e0)] 1 (12) <1 <1

Table 41. The p-values are shown for the X2 tests of the measured absolute single-differential cross

sections for lepton and b-jet kinematic observables at the particle level with respect to the predictions

of various MC generators. The X2 values are calculated taking only measurement uncertainties into
account and excluding theory uncertainties. For POW4PYT, the p-values of the X2 tests including

theory uncertainties are indicated with the brackets (w. unc.).
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Cross section p-values of x* (in $)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
Niet (pp > 40 GeV) 30 (56) <1 <1
Niet(pr > 100 GeV) <1 (5) <1 <1
[Niet, pr(t)] <1 (5) <1 <1
[Niet [y(t)]] <1 (<1) <1 <1
[Niets pr(tt)] <1 (<1) <1 <1
[Njet, m(tt)] <l (<1) <1 <1
[Niets [y(t8)]] 32 (87) <1 <1
[Niet» [An(t, t)]] <1 (<1) <1 <1
[Njee ©, m(t), [y(eF)]] <1 (3) <1 <1
[Njee *F, m(tD), [y(tt)]] <1 (<1) <1 <1
[N 23 m(tt), Jy(t%)] <1 (<1) <1 <1

Table 42. The p-values are shown for the X2 tests of the measured absolute differential cross
sections as a function of the additional-jet multiplicity in the events, at the parton level of the top
quark and antiquark, with respect to the predictions of various MC generators. The X2 values are
calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) FxFx+PYT POW-+HER
Niet(pr > 40 GeV) 29 (66) <1 22
Niet (pr > 100 GeV) <1 (5) <1 25
[Niet, pr(t)] <1 (9) <1 <1
[Niet [y(t)]] <1 (1) <1 <1
[Niet» pr(tt)] <1 (<1) <1 <1
[Njet, m(tt)] <1l (<1) <1 <1
[Niets [y(t8)]] 13 (91) <1 75
[Niet» [An(t, t)]] <1 (<1) <1 <1
[Njee ©, m(t), [y(eF)]] <1 (<1) <1 <1
[Njee *F, m(tD), y(tt)] <1 (<1) <1 <1
[N 23 m(tt), Jy(t%)] <1 (<1) <1 <1

Table 43. The p-values are shown for the X2 tests of the measured absolute differential cross
sections as a function of the additional-jet multiplicity in the events, at the particle level of the top
quark and antiquark, with respect to the predictions of various MC generators. The X2 values are
calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section

variables

p-values of x° (in %)

POW+PYT (w. unc.) aN°LO MATRIX STRIPPER MINNLOPS

<1 (7) <1 84 4 55
<1 (9) — 71 17 47
<1l (<1) <1 8 7 17
<1l (<1) — 13 <1 2
<1 (35) — 42 21 <1
38 (67) — 86 65 72
55 (78) — 51 61 94
40 (81) — <1 <1 25
2 (23) — 97 90 15
<1 (<1) — 60 38 9
2 (66) — <1 <1 3
7 (23) — — 8 23
14 (47) — — 18 66

Table 44. The p-values are shown for the x2 tests of the measured absolute single-differential cross sections for tt and top quark kinematic observables
at the parton level with respect to various fixed-order predictions. The X2 values are calculated taking only measurement uncertainties into account and
excluding theory uncertainties. For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the brackets (w. unc.).



Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) STRIPPER
pr(t) <t (7) 88
pr (D) <1 (11) 82
y(t) <1 (5) 33
y(t) <1 (1) 43
pr(tt) <1 (37) <1
y(tt) 35 (78) 6
m(tt) 46 (80) 80
|Ap(t,t)] 40 (85) <1
ly(6)] = [y(t)] 3 (23) 87
pr(t)/m(tt) <t (<1) 11
pr(tt)/m(tt) 1 (59) <1
log (&) 7 (35) 34
log(&s) 22 (67) 37

Table 45. The p-values are shown for the y* tests of the measured absolute single-differential
cross sections for tt and top quark kinematic observables at the particle level with respect to the
POWHEG+PYTHIA8 (‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x° values
are calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section p-values of x* (in %)

variables POW+PYT (w. unc.) aN’LO MATRIX STRIPPER MINNLOPS
[ly(t)], pr(t)] <l (<) <1 8 6 19
[m(tt), pr(t)] <l (<1) — 2 5 4
[pr(t), pr(tt)] <1l (6) — <1 <1 <1
[m(tt), |y(tt)[] <l (<) — <1 <1 <1
(ly(tD)], pr(tt)] <1 (37) — <1 <1 <1
[m(tt), pr(tt)] <l (<1) — <1 <1 <1
[pr(tt), m(tt), |y(tt)]] <t (2) — — <1 <1
[m(tt), [y(t)]] <t (<1) — <1 1 <1
[m(tt), [An(t, t)[] <l (<1) — <1 <1 <1
[m(tt), |[Ad(t,t)]] <1l (<1) — — <1 <1

Table 46. The p-values are shown for the X2 tests of the measured absolute multi-differential cross sections for tt and top quark kinematic observables
at the parton level with respect to various fixed-order predictions. The X2 values are calculated taking only measurement uncertainties into account and
excluding theory uncertainties. For POW+PYT, the p-values of the x2 tests including theory uncertainties are indicated with the brackets (w. unc.).



Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) STRIPPER
[ly(©)], pr(t)] <t (3) 39
[m(t%), pr(t)] <l (<1) <1
[pr(t), pr(tt)] <t (17) <1
[m(tt), [y(tt)]] <t (<1) <1
[ly(tt)], pr(tt)] 1 (27) <1
[m(tt), pr(tt)] <1l (<1) <1
[pr(tt), m(tt), [y(tt)[] <t (3) <1
[m(tt), [y(t)]] <t (5) 20
[m(tt), |An(t,t)|] <1l (<1) <1
[m(tt), |[Agp(t,t)]] <1l (<1) <1

Table 47. The p-values are shown for the x2 tests of the measured absolute multi-differential
cross sections for tt and top quark kinematic observables at the particle level with respect to the
POWHEG-+PYTHIAS (‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x> values
are calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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Cross section p-values of x> (in %)

variables POW+PYT (w. unc.) STRIPPER
pr(f) <1 (9) 14
pr(€) trailing/pr(¢) leading 9 (34) 86
pr(6)/pr(®) <1 (<1) 14
pr(b) leading 85 (91) 61
pr(b) trailing 46 (64) 78
(pr(b) +pr(0))/(pr(t) + pr(t)) <1 (<1) 7
m(€0) <1l (2) 36
m(bb) <1l (2) <1
m(¢fbb) <1 (48) 66
pr(0) 88 (97) 78
In(€0)] 32 (77) <1
[In(€E)], m(€2)] <l (22) <1
[In(€E)], pr(£2)] 7 (80) <1
[pr(€0), m(€0)] 1 (12) <l

Table 48. The p-values are shown for the X2 tests of the measured absolute single-differential
cross sections for lepton and b-jet kinematic observables at the particle level with respect to the
POWHEG+PYTHIA8 (‘POW-PYT’) simulation and the STRIPPER NNLO calculation. The x° values
are calculated taking only measurement uncertainties into account and excluding theory uncertainties.
For POW+PYT, the p-values of the X2 tests including theory uncertainties are indicated with the
brackets (w. unc.).
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