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Abstract A measurement of the dijet production cross sec-
tion is reported based on proton—proton collision data col-
lected in 2016 at /s = 13 TeV by the CMS experiment at
the CERN LHC, corresponding to an integrated luminosity
of up to 36.3 fb~". Jets are reconstructed with the anti-kp
algorithm for distance parameters of R = 0.4 and 0.8. Cross
sections are measured double-differentially (2D) as a func-
tion of the largest absolute rapidity |y| .« Of the two jets with
the highest transverse momenta p and their invariant mass
m ,, and triple-differentially (3D) as a function of the rapid-
ity separation y”, the total boost y,, and either mj , or the
average pr of the two jets. The cross sections are unfolded
to correct for detector effects and are compared with fixed-
order calculations derived at next-to-next-to-leading order in
perturbative quantum chromodynamics. The impact of the
measurements on the parton distribution functions and the
strong coupling constant at the mass of the Z boson is inves-
tigated, yielding a value of ag(my) = 0.1179 £ 0.0019.

1 Introduction

The production of jets in high-energy proton—proton (pp)
collisions provides an important experimental input for the
determination of the proton structure in terms of parton dis-
tribution functions (PDFs), and for the study of the strong
force described by quantum chromodynamics (QCD). In con-
junction with deep-inelastic e™ p scattering (DIS) measure-
ments [1,2], which strongly constrain the quark PDFs, jet
data from pp collisions at the LHC provide sensitivity to
the gluon content and allow the running of the strong cou-
pling constant ag to be probed over a wide range of momen-
tum scales. Recent progress made in calculating predictions
for these processes at next-to-next-to-leading order (NNLO)
accuracy [3,4] in perturbative QCD (pQCD) underscores the
need for precise experimental data up to the highest accessi-
ble energies.
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Dijet observables are particularly well-suited for this pur-
pose owing to the abundant production of jets in hadron-
induced processes across a large phase space, which makes
it possible to perform high-precision multi-differential mea-
surements. Such measurements performed at the LHC
include a triple-differential (3D) dijet measurement at a
center-of-mass energy /s = 8TeV [5] using jets recon-
structed with the anti-kt clustering algorithm [6,7] with a
distance parameter R = 0.7, and several double-differential
(2D) measurements at 7 and 13 TeV [8-12] for anti-k1 jets
with R = 0.4, 0.6, or 0.7.

In this article, measurements of the dijet production cross
section in pp collisions at /s = 13 TeV from the CMS Col-
laboration are presented, using anti-kt jets for two values
of the distance parameter, R = 0.4 and 0.8. Both 2D and
3D measurements are performed as a function of the kine-
matic properties of the two jets with the highest transverse
momenta (pr) in the event.

In the 2D case, the cross section is measured as a function
of the largest absolute rapidity |y|,,., of the two jets and the
invariant mass m , of the dijet system, as done for the CMS
measurements at /s = 7 TeV [9,10]. For the 3D measure-
ments, the same two angular observables are considered as
for the previous CMS measurement at /s = 8 TeV [5]: the
dijet rapidity separation y* = |y, — y,|/2 and the total boost
of the dijet system y, = |y, +y,|/2, where y; and y, indicate
the rapidities of the jets. The measurements are performed as
a function of y*, y,, and m 1.2> and alternatively as a function
of y*, y,, and the average pr of the two jets, (P12

The 2D and 3D measurements cover a largely overlap-
ping phase space. However, each of the two presents differ-
ent experimental advantages stemming from the difference
in the information content of the respective observables. The
2D measurement features a more inclusive rapidity binning,
leading to an increased statistical precision and a larger acces-
sible range in m | 5. The use of two angular observables for
the 3D measurement provides additional information on the
dijet topology, at the expense of a reduced reach in m .
Moreover, the variables y* and ¥, encode the dependence on
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the partonic scattering angle in the laboratory frame and the
imbalance in the initial-state parton momenta, respectively.
This is advantageous for comparisons to fixed-order pQCD
predictions, which are obtained by convolving the partonic
scattering cross sections and the PDFs. Specifically, the rela-
tion between the dijet invariant mass and the proton momen-
tum fractions x_ carried by the incoming partons is given at
leading order (LO) by x = m 5 exp(Fyy)/ /5. Using the
average dijet pr instead renders the y* dependence explicit
and gives x = 2(pr); 5 cosh(y") exp(£yp)/ /5.

This article is organized as follows. A brief description of
the CMS detector is given in Sect.2. Section 3 presents the
samples of recorded and simulated events used for the mea-
surement. In Sect. 4, the reconstruction of the event content is
described, and the selection criteria applied to events entering
this analysis are given. Sections 5 and 6 detail the measure-
ment of the 2D and 3D dijet cross sections using the recon-
structed jets, and the unfolding of the resulting spectra to cor-
rect for detector effects, respectively. The different sources
of experimental uncertainty in the measurement are outlined
in Sect.7. The measurements are compared to fixed-order
predictions obtained at NNLO accuracy in pQCD, which are
discussedin Sect. 8. A comparison of the measurements to the
predictions obtained for several global PDF sets is presented
in Sect. 9. In Sect. 10, the impact of including the present mea-
surements in determinations of PDFs and the strong coupling
constant at the scale of the Z boson mass, ag(my), is inves-
tigated. Finally, a summary of the main findings is given in
Sect. 11.

Tabulated results are provided in the HEPData record for
this analysis [13].

2 The CMS detector

The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromag-
netic calorimeter (ECAL), and a brass and scintillator hadron
calorimeter (HCAL), each composed of a barrel and two end-
cap sections. Forward calorimeters extend the pseudorapid-
ity () coverage provided by the barrel and endcap detectors.
Muons are detected in gas-ionization chambers embedded in
the steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger
system [14]. The first level, composed of custom hardware
processors, uses information from the calorimeters and muon
detectors to select events at a rate of around 100 kHz within
a fixed latency of about 4s [15]. The second level, known
as the high-level trigger (HLT), consists of a processor farm
running a compact version of the full event reconstruction
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Table 1 Overview of the single-jet (dijet) triggers deployed for the dif-
ferent pr ({pr)) thresholds at the HLT, and the corresponding integrated
luminosities

Trigger threshold (GeV)

40 60 80 140 200

Trigger set Int. luminosity (pb_l)

Single-jet R = 0.4 0.3 0.7 2.8 242 103.6
Single-jet R = 0.8 0.05 0.3 1.0 10.1 85.8
Dijet R =0.4 0.1 1.7 4.2 27.9 140.2

Trigger threshold (GeV)

260 320 400 450 500

Trigger set Int. luminosity (fb_l)
Single-jet R = 0.4 0.6 1.8 52 36.3 36.3
Single-jet R = 0.8 0.5 1.5 4.6 335 335

Dijet R =0.4 0.5 3.0 9.1 - 29.6

software, optimized for fast processing, and reduces the event
rate to around 1 kHz before data storage.

A more detailed description of the CMS detector, together
with a definition of the coordinate system used and the rele-
vant kinematic variables, can be found in Ref. [16].

3 Data and simulated samples

The measurements presented in this article are based on
pp collision data recorded by the CMS detector in 2016 at
/s = 13 TeV, corresponding to an integrated luminosity of
up to 36.3 fb~'. Collision events containing jets are identified
during data taking by dedicated trigger algorithms. Owing to
the stringent timing constraints, jets at the HLT are clustered
from particle candidates reconstructed using a simplified pro-
cedure, as compared to the full offline reconstruction.

The integrated luminosity recorded by the available jet-
related triggers is given in Table 1. Several sets of triggers are
deployed, which require the presence of at least one jet (two
jets) with a pr (average pr) above certain predefined thresh-
olds. While distinct sets of single-jet triggers are deployed
for anti-kt jets with distance parameters of R = 0.4 and 0.8,
only the former are used for the dijet triggers. The integrated
luminosity delivered by each of these triggers depends on
the total time period during which it was deployed. In addi-
tion, low-threshold triggers are prescaled by a factor that is
continually adjusted during data taking to optimize the data
acquisition rate, resulting in lower effective integrated lumi-
nosities.

To study the impact of the detector response on the mea-
surement, samples of simulated events produced using Monte
Carlo (MC) event generators are used. Events are generated
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at LO in pQCD using PYTHIA 8 [17] (version 8.212) with
the CUETP8M1 tune [18]. The matrix element calculation is
matched to the parton shower and takes multi-parton interac-
tions and hadronization effects into account. An alternative
LO sample, generated using the MADGRAPHS_aMC @NLO
program [19] (version 2.2.2) and interfaced with PYTHIA
for the simulation of parton showering and hadronization,
is used to estimate the dependence of results on the simula-
tion model.

To simulate contributions from additional pp collisions
(pileup), the particles emerging from the high-energy scat-
tering are overlaid with simulated minimum-bias events and
propagated through a full simulation of the CMS detector
modeled using the GEANT4 package [20]. The resulting sig-
nals are then processed using the same reconstruction tech-
niques used for collision data. Differences between the sim-
ulated and measured pileup activity are accounted for using
a global reweighting of simulated events based on the mean
number of pileup interactions determined in data based on
an estimated inelastic pp collision cross section of 69.2 mb.
This number is obtained using the pileup counting method
described in the inelastic cross section measurement [21].
About 23 pileup interactions occurred for each proton bunch
collision during the 2016 data taking [22].

4 Event reconstruction and selection

A global description of collision events is achieved following
the particle-flow approach [23], which aims to identify and
measure the kinematic properties of each individual particle
emerging from the collision using an optimized combina-
tion of information from the various elements of the CMS
detector.

The trajectories of charged particles, as well as their orig-
inating pp interaction vertices are reconstructed from hits in
the inner tracking detectors. The primary vertex is taken to be
the vertex corresponding to the hardest scattering in the event,
evaluated using tracking information alone, as described in
Section 9.4.1 of Ref. [24].

Muons are identified as particle tracks in the inner detec-
tor layers that are compatible with either a track or several
hits in the muon system, and are associated with calorime-
ter deposits consistent with the muon hypothesis. The muon
four-momentum is determined by fitting the muon trajectory
using information from both the inner tracker and the muon
system.

Photons are identified as ECAL energy clusters not linked
to the extrapolation of any charged-particle track to the
ECAL. Electrons are identified by linking a primary charged-
particle track to potential energy deposits in the ECAL. The
resulting energy clusters are required to be spatially compat-
ible with the extrapolated track to the ECAL, or consistent

with bremsstrahlung photons emitted in the tracker material.
While for photons the energy is obtained directly from the
ECAL measurement, the electron energy is determined from
a combination of the track momentum at the primary inter-
action vertex and the associated ECAL clusters.

Charged hadrons are identified as particle tracks not iden-
tified as electrons or muons, and neutral hadrons are identified
as HCAL energy clusters not linked to any charged-hadron
trajectory, or as a combined ECAL and HCAL energy excess
with respect to the expected charged hadron energy deposit.
The energy of charged hadrons is determined by combin-
ing the track momentum and the corresponding ECAL and
HCAL energies, corrected for the response function of the
calorimeters to hadronic showers. The energy of neutral
hadrons is obtained from the corresponding corrected ECAL
and HCAL energies.

For each event, jets are clustered from the reconstructed
particle candidates using the infrared- and collinear-safe anti-
kt algorithm [6,7] with distance parameters of R = 0.4 and
0.8. The jet momentum is determined as the vector sum of all
particle momenta in the jet, and is found from simulation to
be, on average, within 5—10% of the true momentum over the
entire p range and detector acceptance used in the analysis.
To mitigate the effect of pileup, which can contribute addi-
tional tracks and calorimetric energy depositions to the jet
momentum, charged particles identified as originating from
pileup vertices are discarded and an offset correction [25] is
applied to account for the remaining contributions.

Jet energy corrections [26] are derived from simulation
studies so that the average energy of reconstructed jets
becomes identical to that of particle-level jets. The latter are
defined as jets clustered from all stable particles produced in
the collision, excluding neutrinos. In situ measurements of
the momentum balance in dijet, photon+jet, Z+jet, and mul-
tijet events are used to account for any residual differences in
the jet energy scale (JES) between data and simulation. The
jet energy resolution (JER) typically amounts to 15-20% at
30GeV, 10% at 100 GeV, and 5% at 1 TeV [26]. It is mea-
sured in data using similar jet balancing approaches as for the
JES, and residual differences between data and simulation are
corrected by smearing the pr of simulated jets accordingly.
Additional selection criteria [27] are applied to each jet to
remove jets potentially dominated by spurious contributions
from various subdetector components or reconstruction fail-
ures. Similarly, anomalous events caused by reconstruction
failures, detector malfunctions, or noncollision backgrounds
are identified and rejected by dedicated event filters. These
are designed to identify more than 85-90% of anomalous
events with a misidentification rate of less than 0.1%. Fur-
ther details can be found in Ref. [28].

Events entering the 2D cross section measurements for
both R = 0.4 and 0.8 are required to have been accepted by
at least one single-jet trigger path operating on jets with the
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same distance parameter. For the 3D measurements, the dijet
triggers are used on account of their lower overall prescale
values.

To guarantee a high reconstruction efficiency at the trig-
ger level, trigger paths with different thresholds are assigned
to mutually exclusive phase space regions. These are deter-
mined for single-jet (dijet) triggers based on measurements
of the trigger efficiency as a function of the leading jet pr
(average pr of the two leading jets), requiring the trigger
efficiency to remain above 99.5% in each region.

During the 2016 data taking, a gradual shift in the timing
of the inputs of the ECAL first-level trigger in the region
defined by |n| > 2.0 caused the trigger signal to be incor-
rectly associated to the previous bunch crossing (“prefiring”),
leading to a specific trigger inefficiency. For events contain-
ing a jet with a pr larger than ~100 GeV, the efficiency loss
in the region 2.5 < |n| < 3.0 is #10-20%, depending on
P, 1, and time. Correction factors were computed from data
and applied to the acceptance evaluated from simulation.

Further selection criteria are applied to events passing the
trigger selection, based on the kinematic properties of two
jets with the highest pt, denoted in the following by the
subscripts 1 and 2 for the py-leading and prp-subleading
jets, respectively. For the former, a requirement of pp; >
100 GeV and |y;| < 3 is imposed, while the latter is required
to satisfy pr, > 50GeV and |y,| < 3.

5 Cross section measurement

The dijet production cross section is measured both double-
and triple-differentially for anti-kt jets with distance param-
eters of R = 0.4 and 0.8 in terms of the properties of the
system formed by the two pr-leading jets. The 2D spectra
are reconstructed as a function of m , in five rapidity regions
defined in terms of the variable | Y| ax = [Vmax !> Where yax
corresponds to the rapidity of the jet closer to the beam line
(outermost jet), and is given by

Ymax = sign(|max(y;, yp)| — [min(y;, y2)I)
xmax(|y;], [y2]). (1)

In the 3D case, the cross section is measured as a function
of m; 5 and (pr); , in 15 rapidity regions, defined in terms
of the dijet rapidity separation y* and the total boost y, of
the dijet system, as given by

. 1
_ - v = =1y 4 ol 2
Yi=g =yl e =5+l @)
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The variables m; , and {pr), , are obtained as

my, = \/(El + E2)2 —(p1 + 132)2,
| 3)
(Pthi2 = 3 (P11 + P12) -
where the subscripts 1 and 2 refer to the pr-leading and pp-
subleading jets, respectively.

The differential dijet spectra are reconstructed from the
effective event yield N in bins of the chosen observables,
normalized to the integrated luminosity £;,,. The effective
event yield is calculated from the raw event yield, taking into
account the selection efficiency and subtracting background
contributions. In addition, events that enter the measurement
are weighted according to the prescale factor of the trigger
path assigned to the corresponding phase space region.

The 2D cross section is obtained as a function of y,,,, and
m 1,2 as

d20' . 1 Neff (4)
dymaxdml,Z ‘Cint (2A|y|max)Aml,2.

Here, Aly|nax and Am , denote the width of the bins in the
respective quantities. The measurement is performed in five
rapidity bins of equal size within 0 < |y|.x < 2.5 and cov-
ers an invariant mass range of 249 < m; , < 10,050 GeV.
The measurement boundaries are chosen starting from a pre-
liminary binning determined using simulated samples based
on the expected experimental resolution in m, ,, and dis-
carding bins at low m , that do not meet the minimal trigger
efficiency requirement of 99.5%, and bins at high m , for
which the statistical uncertainty exceeds 50%.

For the 3D measurement, the cross section is obtained as

d30 . 1 Neff
dy*dy,dx  Lin Ay Ay, Ax’

(&)

Asin Eq. (4), the event yield is normalized to the observable
bin widths Ay™, Ay, and Ax, where x stands for either mi o
or (pr); ,. Fifteen rapidity regions are investigated, cover-
ing the range from O to 2.5 in each observable, as illustrated
in Fig. 1. Different invariant mass and average transverse
momentum regions are measured depending on the rapidity
region, covering a range of 306 < m;, < 6094 GeV and
147 < (p1)12 < 2702 GeV, respectively. These ranges are
obtained using an analogous procedure as for the 2D mea-
surements.

6 Unfolding

Because of the finite detector resolution and other experimen-
tal effects, such as the reconstruction efficiency, the proper-
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Fig. 1 TIllustration of the dijet rapidity phase space, highlighting the
relationship between the variables used for the 2D and 3D measure-
ments. The colored triangles are suggestive of the orientation of the
two jets in the different phase space regions in the laboratory frame,
assuming that the beam line runs horizontally

ties of reconstructed jets differ from those of jets defined at
the particle level. This leads to a migration of dijet events
within the phase space spanned by the observables used for
the cross section measurement. To enable a direct compari-
son of the measured cross sections to theoretical particle-lev-
el calculations or to other measurements, the effect of these
migrations is accounted for as part of a multi-dimensional
unfolding procedure.

Using simulated event samples, the dijet observables of
interest are computed event by event based on both the
two pr-leading reconstructed jets and the jets clustered
directly from generated particles. Response matrices are con-
structed to reflect the probability of bin-to-bin event migra-
tions between the particle and reconstruction levels, taking all
the observables used for a measurement into account simul-
taneously.

The measured event distributions are unfolded using
the TUNFOLD package [29], based on the simulation-
derived response matrices. While no explicit regularization
of the unfolded distributions is performed, large fluctuations
between neighboring bins stemming from an ill-conditioned
response matrix are avoided through an appropriate choice
of bins. These are chosen in such a way as to ensure that the
bin sizes remain at least twice as large as the resolution in
these variables, and that the purity is at the level of 50% or
above. The latter is defined as the fraction of reconstructed
events in each bin that originate from genuine dijet events in
the same bin at the particle level.

To ensure that the unfolding problem is well-posed, a
larger number of bins is chosen for the reconstructed dis-
tributions than for the particle-level distributions. Moreover,
because of the larger resolution and the decrease in purity at
outer rapidities, a coarser particle-level binning is chosen for

the two outermost |y|,.x regions for the 2D measurements,
and the corresponding nine outermost (y®, yy) regions for
the 3D measurements. All response matrices obtained in this
way exhibit condition numbers of &3 and are thus suitable
for unfolding without regularization. The condition number
is defined as the absolute value of the ratio between the largest
and smallest matrix eigenvalue. Figure 2 shows the responses
obtained for a representative choice of jet distance parame-
ters and dijet observables.

Aside from event migrations within the measurement
phase space, contributions to each bin from spurious jet
reconstructions, pileup, changes in the py ordering of jets,
or migrations into the phase space, are evaluated in the simu-
lation and proportionally subtracted from the measured dis-
tributions prior to unfolding. Similarly, to correct for event
losses due to the finite reconstruction efficiency, changes in
the pr ordering of jets, or migrations outside the phase space,
bin-by-bin correction factors are derived from simulation and
applied to the unfolded distributions.

7 Experimental uncertainties

Statistical fluctuations in the observed event counts and vari-
ous systematic effects give rise to experimental uncertainties
in the measured cross sections. The statistical uncertainties
are calculated from the event counts in each bin assuming a
Poisson distribution and the corresponding covariance matrix
is propagated through the unfolding procedure to yield a
full set of statistical uncertainties and correlations for the
unfolded cross sections. For both the 2D and 3D measure-
ments, the statistical uncertainties remain below 2% in most
phase space regions, generally increasing to 2-5% at outer
rapidities and reaching values of 20—40% at large m, , or
(P1)1.2-

The impact of systematic effects on the cross section
is generally estimated by varying experimental parameters
within a 1 standard deviation interval around the nomi-
nal value. The relative differences to the nominal result are
used to construct an asymmetric confidence interval for the
unfolded cross sections in each observable bin.

Figures 3 and 4 show an overview of the main contribu-
tions to the experimental uncertainty in the dijet cross section
for the 2D measurement for both values of R, and the 3D mea-
surement as a function of (pr); , for R = 0.4, respectively.
The main contributions to the systematic uncertainty are due
to the determination of the JES and JER, and the luminosity.
A further uncertainty results from the correction of the trig-
ger prefiring inefficiency, and is only significant in the outer
rapidity regions with contributions from jets with |y| > 2.
Other contributions, which have an overall smaller impact
on the cross section, arise as a consequence of experimental
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methods such as unfolding. The following sections describe
the individual uncertainty contributions in more detail.

7.1 Jet energy scale uncertainty

The dominant contribution to the systematic uncertainty
arises from the determination of the JES. Jets are calibrated
in a multi-stage procedure to correct for experimental effects,
such as contributions from pileup collisions or shifts in the
jet energy due to detector or reconstruction effects. The cor-
rections depend on the pr and 7 of the jet, and lead to a
total uncertainty in the energy scale of individual jets of 1—
2% in the phase space considered here [30]. Since the dijet
spectrum decreases exponentially as a function of m; , and
(Pr)1.2, the resulting uncertainty in the measured differen-
tial dijet cross section is amplified by this exponent. For the
2D cross sections, the JES uncertainty starts at 2—5%, reach-
ing 30% at higher values of m ,. For the 3D cross section
the total JES uncertainty increases with m; 5 ({p1); ) from
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Q QQ Q MQ Q

m?eé‘ (GeV)

the x axis to be reconstructed in the phase space region (ml S 1V )

indicated on the y axis. Response matrices for all other jet sizes and
observables can be found in Appendix A

about 3% up to values between 8 and 60% (40%), depending
on the rapidity region.

The total JES uncertainty is composed of 22 individual
contributions describing different systematic effects. These
include, in roughly descending order of their impact on the
cross section: the change in experimental conditions over
time, the calibration of the relative and absolute JES as a
function of  and pr, the change in response for jets initiated
by gluons and different quark flavors, and pileup collisions.
Each contribution represents a fully correlated uncertainty
across all data points and is considered to be independent of
the other contributions.

7.2 Luminosity uncertainty

The uncertainty due to the integrated luminosity measure-
ment is evaluated to be 1.2% [31] in all phase space regions
and is considered to be fully correlated across all bins.
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7.3 Jet energy resolution uncertainty

The effect of the finite JER on the cross section is modeled
using response matrices obtained from the simulation, where
the effective JER is increased by factors derived from control
samples in data to account for residual differences between
the detector simulation and the actual data-taking conditions.
The correction of the JER is applied as part of the unfold-
ing procedure. The JER uncertainty in the cross section is
estimated by performing the unfolding with response matri-
ces derived from alternative samples, where the jet energy
was smeared by factors representing a 1 standard devia-
tion shift in the JER compared to the nominal value. The
resulting uncertainty values range from below 1% at central
rapidities to at most 10% in the outer rapidity regions, and
are considered to be correlated across all data points.

7.4 Unfolding uncertainties

A further uncertainty arises as a consequence of the limited
size of the simulated samples used for deriving the response
matrices as part of the unfolding procedure. These are thus
subject to an intrinsic statistical uncertainty, which is prop-
agated analytically to the unfolded cross sections. In most
phase space regions, this uncertainty remains below 0.5%,
reaching values of 5-10% only in a small number of bins
at the highest m 5 or {pr); . As an estimate of the model
dependence introduced by unfolding, the difference in the
cross sections unfolded with response matrices obtained from
PYTHIA 8 and MADGRAPHS5_aMC@NLO is taken as an addi-
tional uncertainty, which is considered to be correlated across
all data points. This uncertainty is typically at the level of 1%,
rising up to at most 10% at outer rapidities and high m 5.

7.5 Other uncertainties

The correction applied to compensate for the trigger ineffi-
ciency due to prefiring gives rise to an additional correlated
uncertainty in the cross section. In general, this uncertainty
is at the level of 1% or below, except in the outermost |y
region and the five outermost (y*, y,) regions, where it rises
to about 10% (20%) at the upper end of the m; , ({p1);2)
spectrum.

The uncertainty contribution from pileup interactions is
determined by varying the total inelastic pp cross section
used for reweighting the simulated samples within its associ-
ated uncertainty of 4.6%, as obtained using the pileup count-
ing method described in Ref. [21]. The unfolding is then
performed with the resulting response matrices, taking the
differences between the variations and the nominal value as
a fully correlated uncertainty in the unfolded cross section,
which is below 1% in all phase space regions.

The normalization uncertainty in the background contri-
bution from spurious jet reconstructions or event migrations
at the phase space boundaries is estimated to be 5% and prop-
agated through the unfolding procedure. A further contribu-
tion to the uncertainty in the unfolded cross section is due
to the correction of reconstruction inefficiencies and migra-
tions outside the measurement phase space and is estimated
to be 5% of the corresponding correction factors. Each of
the above contributions is considered to be fully correlated
across all data points.

8 Theoretical predictions

Fixed-order theoretical predictions for the 2D and 3D dijet
cross sections are obtained up to NNLO accuracy in pQCD
with the NNLOJET program (revision 5918) [32]. The NNLOJET
program is interfaced to FASTNLO (version 2.3) [33,34] via
the APPLFAST interface (version 0.0.46) [35,36] to provide
interpolation grids that allow theoretical predictions to be
obtained for arbitrary PDFs and for different values of the
renormalization scale jtp, the factorization scale up, and the
strong coupling constant g (1), without the need to repeat
the full calculation.

Following recommendations outlined in Ref. [3], m ,
is chosen as the central reference value for both pui and
. To estimate the theoretical uncertainty due to missing
higher-order terms in perturbation theory, the conventional
recipe [37-39] of varying the ur and up scales is applied.
More precisely, the so-called scale uncertainty is derived
from the envelope of the theoretical predictions obtained for
the six scale variations corresponding to (ug /m | o, p/mj )
= (172, 1/2), (172, 1), (1, 1/2), (2, 1), (1, 2), and (2, 2). As
an example, Fig. 5 shows the resulting uncertainty for the-
oretical predictions of the 2D and 3D dijet cross sections
obtained at LO, next-to-leading order (NLO), and NNLO.
In most phase space regions, the NLO and NNLO scale
uncertainty bands overlap, indicating good perturbative con-
vergence. However, towards small values of m , and large
rapidity separations y”*, a steep rise in the ratio of the higher-
order predictions with respect to LO, referred to here as the
K factors, is observed, leading to a reduced overlap and an
increased scale uncertainty. For an ideal dijet event with two
jets of equal pr produced in a back-to-back configuration, the
dijet invariant mass is given by m; , = 2py cosh(y™). The
rise in the K factors then is understood to be caused by the
minimum p requirements imposed on the two leading jets,
which at small dijet mass restrict the phase space accessible
to LO processes in favor of higher-order contributions.

The NNLO contribution is based on the leading-color
and leading-flavor-number approximation [3,4]. Subleading-
color contributions have been shown to be at the percent level
at NLO and are expected to be even smaller in comparison
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Fig. 3 Breakdown of the experimental uncertainty for the 2D mea-
surements as a function of m, , using jets with R = 0.4 (left) and 0.8
(right). The individual components and abbreviations are explained in

to the leading-color result at NNLO [40]. It is worth not-
ing, however, that in a recent investigation [41] a significant
impact of subleading-color contributions was found for the
NNLO prediction of the (pr); ,-dependent 3D CMS dijet
measurement at /s = 8 TeV with a jet distance parameter
R = 0.7 [5]. The reported effect can lead to a decrease in the
cross section of up to 5% for small (pr); , and an increase
of up to 3% for large (pr); », which is beyond the size of the
scale uncertainty at NNLO. For the CMS inclusive jet mea-
surement at /s = 13 TeV [42] with jet distance parameters
of R = 0.4 and 0.7, the effect was determined to be much
smaller and to be covered by scale uncertainty estimates,
except towards small jet py for the smaller jet size. Predic-
tions for the 2D dijet measurement performed as a function
of m , and y* at /s = 7TeV by the ATLAS Collabora-
tion [11] were also less affected even with R = 0.4. The
effect on the dijet observables under examination here is not
yet known. The 2D and 3D measurements presented here for
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systematic uncertainty components

two jet distance parameters, R = 0.4 and 0.8, and for the
two dijet observables m , and (pr) ,, provide an ideal set
of measurements to further study the impact of subleading-
color corrections in comparison to data.

To compare with CMS data unfolded to the particle level,
the fixed-order predictions are complemented by nonpertur-
bative (NP) correction factors cyp, which are defined as the
ratio between the nominal cross sections with and without
multiple parton interactions (MPI) and hadronization (HAD)
effects, as given by a chosen MC event generator,

PS+MPI+HAD
o

6)

NP = PS ’
o

where the parton shower (PS) is considered to be a perturba-
tive component.

The model dependence of the NP corrections is evalu-
ated by comparing results from several MC event generators.
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Fig. 5 Theoretical predictions for the 2D (left) and 3D (right) cross
sections, as a function of m ,, illustrated here in the rapidity regions
1.0 < |Y|max < 1.5 and y, < 0.5, y* < 0.5, together with the cor-
responding six-point scale uncertainty for g = g = m, , using the

Leading-order particle-level predictions are obtained from
PYTHIA (version 8.240), using the tunes CUETP8M1 [18]
and CUETP8M2T4 [43], and HERWIG++ [44] (version 2.7.1)
using the EESC tune [45]. These generators are interfaced to
POWHEG [46—-49] (version 2] V2_Mar2016) to provide NLO
predictions. An additional set of predictions is obtained from
HERWIG 7 [50] (version 7.2.2) with the CH3 tune [51] at both
LO and NLO.

To mitigate statistical fluctuations, the corrections are
parametrized by a smooth function f(x) = a /xb
+ ¢, where x is either m; 5 or (pr); ;. The parameters a,
b, and c are obtained in a least-squares fit to the binwise
correction factors cyp obtained from Eq. (6) in each rapidity
region. The fits provide a good description of the correc-
tion factors in most phase space regions. For a number of
low-m , bins, where the phase space is constrained by the
minimum pr requirements on the two leading jets, the value
of cnp is taken directly as the correction factor. The final cor-
rection factor in each bin is obtained as the midpoint between
the largest and smallest value of cyp obtained across all MC
configurations, and half the difference between the largest
and smallest value is assigned as an uncertainty.

The resulting NP corrections are illustrated in Fig. 6. For
jets with R = 0.4, the contributions from hadronization and
MPI largely cancel, leading to NP corrections compatible
with unity within their uncertainty. In contrast, the MPI con-
tribution dominates for jets with R = 0.8, resulting in signif-
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CT18 NNLO PDF set. In the left panels, the curves and symbols are
slightly shifted for better visibility. The right panels show the ratio to the
respective prediction at LO. The fluctuations in the NNLO predictions
are due to the limited statistical precision of the calculation

icantly larger NP corrections of ~20% at low values of m ,.
The size of the uncertainty is similar for both jet sizes.

It is also observed that the NP corrections obtained with
PYTHIA 8 are in general larger than those from HERWIG++ or
HERWIG 7, such that this difference is the dominant contri-
bution to the NP correction uncertainty. While some depen-
dence on the tune is observed when comparing the predic-
tions from CUETP8M1 and CUETP8M2T4, the impact is
typically small. In most cases, the values obtained at NLO
are seen to be comparable to those obtained at LO from the
same generator, with the notable exception of HERWIG++,
where the NLO result obtained using POWHEG is consistently
higher than the LO result.

For jet transverse momenta in the TeV range, electroweak
contributions to the differential dijet cross section become
important and must be considered in addition to the NNLO
pQCD calculation [52]. These effects, which arise from the
virtual exchange of soft or collinear W or Z bosons, are
accounted for by applying a multiplicative correction fac-
tor to the pQCD prediction. As shown in Fig. 7, these factors
exhibit a strong dependence on the rapidity and p of the jets.
Particularly at small |y|,,,., or y*, the electroweak correction
reaches 10-20% for dijet masses beyond 5 TeV, where exper-
imental uncertainties become large as well. The uncertainty
on this correction is therefore considered to be negligible
with respect to other large uncertainties.
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The largest and smallest value obtained in each observable bin is then
used to define the final correction factor and its associated uncertainty.
The correction values are larger for jets with R = 0.8, increasing to
over 20% in the lowest m; 5 bin
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Fig. 7 Electroweak correction factors obtained for jets with R = 0.4 (left) and 0.8 (right) as a function of m ; in the five different |y],, regions.
The corrections depend strongly on the kinematic properties of the jets and are observed to be largest at central rapidities for m; , > 1 TeV

9 Comparison to theory

An overview of the unfolded cross sections obtained for the
2D and 3D measurements and the corresponding fixed-order
theoretical predictions at NNLO, complemented by NP and
electroweak corrections, is presented in Fig. 8. For a more
detailed comparison, ratios of the measured cross sections to
the theoretical predictions are shown in Figs. 9 and 10.

The theoretical predictions are obtained using recent
NNLO PDF sets available via the LHAPDF [53] library (ver-
sion 6.3.0), namely ABMP16 [54], CT18[55], MSHT20[56],
and NNPDF3.1 [57]. All PDF sets are derived in global fits
to data from multiple experiments while fixing the value of
the strong coupling constant ag(my) to 0.118, except for
ABMP16, where ag(my) = 0.1147 is determined in the fit
together with all other parameters. The uncertainties in the
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The markers and lines indicate the measured unfolded cross sections

cross section predictions due to the PDFs are calculated as
68% confidence intervals following the prescriptions given in
the respective references. The PDF uncertainty bands shown
in Fig. 10 are obtained using the CT18 PDF set and do not
account for the finite precision of ag(my).

The predictions for different PDFs are generally in agree-
ment with each other within the PDF uncertainties, except for
the AMBP16 PDF, for which the predicted cross sections are
generally smaller than those for other PDFs. At large m
or {pr) 2. the predictions obtained for the different PDF
sets show a diverging trend, while still remaining compatible
within the PDF uncertainties.

The level of agreement between the theoretical predictions
and the data is observed to be good in most phase space
regions, with some deviations at the lower ends of the spectra
and in the outer rapidity regions. In general, the theoretical
predictions for R = 0.8 are observed to provide a better
description of the data than for R = 0.4, which is consistent
with past observations [42,58-61].

10 The QCD analysis

To evaluate the impact of the present measurements on deter-
minations of the proton PDFs and the strong coupling con-
stant, a QCD analysis is performed following the approach
taken by earlier HERAPDF analyses [1,2,62]. The data
used in the QCD analysis comprise DIS measurements [1,2]
obtained in eip collisions at the HERA collider experiments
H1 and ZEUS as a function of the momentum transfer Q2,
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and the corresponding NNLO predictions, respectively. For better visi-
bility, the values are scaled by a factor depending on the rapidity region,
as indicated in the legend. Analogous plots for all other jet sizes and
observables can be found in Appendix B

supplemented by the present measurements of the dijet cross
section.

The HERA measurements correspond to charged-current
(CC)DIS datacollectedine ™ p and e+p collisions at a proton
beam energy of E, = 920GeV, and neutral-current (NC)

DIS data collected ine p collisions at proton beam energies
of Ep = 460, 575, 820, and 920 GeV. Only data points with

Q2 values above a threshold Qrznin = 10GeV” are included,
to ensure a good description of the measurements by the
theoretical predictions.

It is well known that fixed-order predictions work most
reliably for inclusive observables, i.e., where the phase space
for QCD radiation is not restricted. Such restrictions — as for
example the choice of a small distance parameter R for jet
clustering — introduce disparities in the cancellation of singu-
larities between real emissions and virtual corrections, lead-
ing to large logarithmic terms that have a negative impact on
the perturbative convergence and would require resumma-
tion [63]. Moreover, as discussed in Sect. 8, there are indica-
tions that subleading-color corrections might have a smaller
impact for larger values of R, and for m, , as compared to
(Pr)1.2- Thus, to profit most from the available predictions
at NNLO, only the dijet cross sections as a function of m ,
for the larger value of R = 0.8 are used in the QCD analysis.

Theoretical predictions for the dijet cross sections are
obtained from NNLOJET and FASTNLO as interpolation grids
at NNLO accuracy, taking into account the full dependence
of the NNLO cross sections on the PDFs, the strong coupling
constant, (g, and ug. Following Ref. [3], the dijet invariant
mass m , is chosen as the central value for both ur and
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Fig. 9 Comparison of the 2D dijet cross section as a function of m , to
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- The cross sections are corrected additionally for NP and
electroweak effects as described in Sect. 8.

Simultaneous determinations of PDFs and the strong cou-
pling constant at the scale of the Z boson mass, ag(my), are
performed with the XFITTER program (version 2.0.1) [64,65],
using the HERA data together with either the 2D or 3D dijet
cross sections as inputs. Access to the theoretical predictions
for the dijet cross sections is provided by FASTNLO. The
evolution of PDFs following the DGLAP equations [66—
68] is performed using the QCDNUM package (version 17-
01/15) [69]. Contributions from heavy quarks are treated in
the Thorne—Roberts optimal variable flavor number scheme
(RTOPT) [70-72], with the masses of the charm and bottom
quarks set to m, = 1.43GeV and m;, = 4.5GeV, respec-
tively.

In the HERAPDF approach, the proton structure is
expressed in terms of the gluon distribution g(x), the up
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the total experimental uncertainties of the data, respectively, and the
hatched teal band indicates the sum in quadrature of the PDF, NP, and
scale uncertainties. Alternative theoretical predictions obtained using
other global PDF sets are shown as colored lines. Similar plots for the
individual rapidity regions can be found in Appendix B

and down valence quark distributions u,(x) and d, (x), and
the up- and down-type sea antiquark distributions U(x) and
D(x). For each of these distributions f, the dependence
on the proton momentum fraction x carried by a parton is
parametrized at a starting scale M]Q:’ 0o=19 GeV? as

x [ g o) = Apx™ (=0T (1 + Dyx+ Epx?). ()

The overall normalization of the PDFs is given by the A
parameters, with Auv, Adv, and Ag being constrained by
the quark number and momentum sum rules. The B and
C parameters control the shape of the distribution as x
approaches the edges of its domain at 0 and 1, respectively.
The D and E parameters represent additional degrees of free-
dom related to the functional forms.

The sea quark contributions are given by U) = u(x)
and D(x) = d(x) +5(x), where T(x), d(x), and 5(x) refer to

@ Springer



72 Page 14 of 52

Eur. Phys. J. C (2025) 85:72

14 CMS 29.6 fo' (13 TeV)
4 Data + stat. unc. y'<05
1.3 Total exp. unc. Y<05

NP uncertainty
77/~ PDF uncertainty

—-— Scale uncertainty
------- ABMP16
-=--- MSHT20

1.1 —— NNPDF3.1

—_
N
TTT [T T T T[T T T T [TTTT

—_
o

TTTH

¥
+

Ratio to NNLO (CT18 x NP x EW)

o <
[0¢]
TTT T[T

HR=HF=m1,2 gl
anti-kr (R=0.4) E
07560  "Boo 1000 2000
(p1)1,2 (GeV)
12 CMS 29.6 fo' (13 TeV)
= 2<y*<25
LI; i / Y<0.5 ]
X 1 o
S o gl e LA ]
X = ) T ]
[oe) L A
N el ]
5 e —+— |
g |l 4 Data + stat. unc. 4
o Total exp. unc. + 1
Z 0.6+ NP uncertainty _
zZ L~~~ PDF uncertainty J
e L —-— Scale uncertainty i
'g 04__--- I\A/I%I\Ifﬁ;g ,u.:.g=/1[:=m1,2_-
& Y7L —— NNPDF3.1 anti-kt (R=0.4) |
500 500 1000 2000

(pt)1,2 (GeV)

29.6 fb~! (13 TeV)

=14 1

= <4 Data + stat. unc. |
w Total exp. unc. |
X 40 NP uncertainty -
o 777, PDF uncertainty A
=z —-— Scale uncertainty
X 1.0 o ABMP16. ;
92 : -=-=- MSHT20 i
= —— NNPDF3.1 ]
Sos ]
o~ §
— L ]
Z L i
Z 0.6 7
o i ]
2 L HR=pF=m,2 2<y,<2.5 |
3 0.4 anti-kt (R=0.4) y'<0.57

L L 1 L L L | L
200 500 1000 2000

(pt)1,2 (GeV)

Fig. 10 Comparison of the 3D dijet cross section for jets with R = 0.4
(left) and 0.8 (right) as a function of (pr) , to fixed-order theoretical
calculations at NNLO, shown here for three out of the total of 15 rapid-
ity regions. The data points and predictions for alternative PDFs are

@ Springer

CMS 29.6 fb~' (13 TeV)

4 Data + stat. unc. y*<0.5 3

Total exp. unc. Yb<0.5 7

NP uncertainty ]

7777 PDF uncertainty ]

—-— Scale uncertainty —
------- ABMP16
---- MSHT20

—— NNPDF3.1

—_ —_ —
now N
TT T[T T T T[T TTT[TTTT

—
—

—_
o

©
©

Ratio to NNLO (CT18 x NP x EW)

0.8 HR=HF=m12 ]
anti-kr (R=0.8) .
07=—%00 500 1000 2000
(pr)1,2 (GeV)
CMS 29.6 fo' (13 TeV)
1.4F 2<y*<25
E Y<0.5 E
1.2+ ]
1.0 ;._-?ZZ- -,‘,‘,/; /IVW//# 1
| St deade gadaegd - 2

<4 Data + stat. unc—+—
Total exp. unc.
NP uncertainty

Ratio to NNLO (CT18 x NP x EW)
o
o

TN I I N N A

0.6 I 7. PDF uncertainty
| —-— Scale uncertainty
0.4 Nistirzg HR=piE=m,2
I NNPDF3.1 anti-kt (R=0.8)
1 Il Il Il ! Il Il T Il
027360 500 1000 2000
(pt)1,2 (GeV)
CMS 29.6 fo~' (13 TeV)
— T T T T T T
= i <4 Data + stat. unc.
w 1-4j Total exp. unc. |
X i NP uncertainty |
o i 77, PDF uncertainty |
=z 1oL —-— Scale uncertainty _|
X TS B . ABMP16 u
93 L -=-=- MSHT20 4
=k —— NNPDF3.1 1
o ]
2| i ]
=Z 0.8 —— 7
e’ i ]
2 - HR=HF=m,2 2<y,<2.5
& 0.6 anti-kr (R=0.8) y'<057]
L L L L 1 L 1 L
200 500 1000 2000

(pt)1,2 (GeV)

analogous to those in Fig. 9. In addition, the separate contributions to
the theory uncertainty due to the CT18 PDFs, NP corrections, and six-
point scale variations are shown explicitly. Similar plots for all rapidity
regions and observables can be found in Appendix B
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the distribution of up, down, and strange antiquarks, respec-
tively. A fixed overall normalization ratio is imposed by the
requirement A = Ag(1 — f;), where the strangeness frac-
tion is given by f, = §/(5 + d) and set to 0.4 following
Ref. [2]. To enforce a similar behavior of the quark sea as
x — 0, the requirement B = Bp is imposed. The total sea
quark distribution is defined as X (x) = 2 (U(x) + D(x)).

The above constraints result in a total of ten A, B, and C
parameters whose values are determined during the fit pro-
cedure. Additional D and E parameters are included where
it is found that these lead to an improved fit quality in terms
of the total Xz value, following the procedure outlined in
Ref. [2]. Starting from the initial parametrization with no
additional parameters, the change in X2 resulting from the
inclusion of any of the remaining D and E parameters in
the fit is evaluated. The parameter resulting in the largest
decrease in X2 is added to the parametrization, and the pro-
cedure is repeated until no further significant improvement
is observed. The final parametrization obtained in this way
for the fits including the CMS dijet measurements is given
by:

X g, puh o) = Agx"E (1 — x) %,
xuy(x, ,LL]Z:’O) = Ay, xB”v(l - x)C“v(l + Dy x + Euvxz),
xdy(x, i o) = Ag, 2P (1= 0,
xU(x, up o) = Agx"7(1 =)0 (1 + Dy x),
x D(x, ,1142:70) = AﬁxBB(l - x)CE.

®)

Uncertainties in the fitted PDFs are determined using a
similar procedure as the one described in Ref. [62]. Sepa-
rate contributions for fit, model, scale, and parametrization
uncertainties are obtained as described in the following.

The fit uncertainty represents the propagation to the PDFs
of the uncertainties in the input measurements, theoretical
predictions, and theory correction factors. It is estimated fol-
lowing the MC method outlined in Refs. [73,74], whereby a
large number of alternative fits (MC replicas) are performed
with random variations of the input data according to their
statistical and systematic uncertainties, taking the standard
deviation of the resulting PDFs as an estimate of the fit uncer-
tainty.

An alternative estimate for the fit uncertainty is obtained
via the Hessian method [75] and found to be comparable
to the MC fit uncertainty in most cases, apart from the u,
distribution, where it is found that the fit uncertainty is sig-
nificantly underestimated by the Hessian method at x < 0.1.
This is understood to be a consequence of the more flexi-
ble parametrization of u,, resulting from the parametrization

Table2 Nominal values and variations of parameters used to determine
the PDF model uncertainty. Variations marked with an asterisk are in
conflict with the requirement ug o < m. and thus cannot be used
directly for the uncertainty estimation. Following Ref. [62], the results
obtained for the opposite variation are symmetrized in these cases

Parameter Nominal value Variations

down up

2 2

Ommin (GeV7) 10 7.5 12.5
fs 0.4 0.3 0.5
m¢ (GeV) 1.43 1.37* 1.49
my, (GeV) 4.5 4.25 4.75
1. o (GeV?) 1.9 1.6 2.2%

scan, which is driven by the high-x region where the input
data are constraining.

The model uncertainty arises from the choices made for
the values of certain non-PDF parameters: the minimum Q2
value used for restricting the HERA data, the strangeness
fraction f;, the charm and bottom quark masses m. and my,,
and the value of the starting scale up (. It is estimated by
varying the values of these parameters up and down from
their nominal values as indicated in Table 2, and adding the
differences to the nominal fit result in quadrature separately
for each variation direction.

A further uncertainty arises because of the choice of PDF
parametrization. It is estimated by performing alternative fits
that include one additional D or E parameter compared to the
nominal parametrization. The maximum deviation between
the nominal PDF and those obtained from the alternative
parametrizations is taken as an additional parametrization
uncertainty.

Finally, a scale uncertainty is estimated to account for
missing higher orders in perturbation theory by varying ur
and up as described in Sect.8. The envelope of the PDFs
obtained with these alternative scale choices is defined as the
scale uncertainty.

As discussed in Sect.9, the level of agreement between
the data and the theoretical predictions obtained with var-
ious global PDF sets varies according to the phase space
region and is generally worse at outer rapidities. For the PDF
determinations performed using the present data, a poor fit
quality is observed in a small number of rapidity regions
at high |y];ax, ¥* OF ¥}, with the partial X2 divided by the
number of data points reaching values of ~3.

The effect of including these regions in the PDF determi-
nations is investigated by comparing to fits performed with
only a subset of rapidity regions, in which the data are well
described by the theoretical predictions. While this results
in an increased fit uncertainty, a sizable reduction in the
parametrization uncertainty — and to a lesser extent the scale
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Table 3 Goodness-of-fit values for the fits to the HERA DIS data
alone, and together with the CMS dijet measurements, using the PDF

divided by the number of data points for the HERA DIS datasets and

each of the dijet rapidity regions. The total xz value, divided by the

parametrization given in Eq. 8. The table shows the partial X2 values number of degrees of freedom, is given at the bottom of the table

Partial X2 / Ngata

HERA DIS HERA DIS + CMS 13 TeV dijets

Data set 2D 3D

CMS dijet 2D

[¥max < 0.5 18/22

0.5 < |¥|max < 1 15/22

1< |Ylpax < 1.5 16/23

1.5 < |¥lmax < 2 15/12

CMS dijet 3D

¥, < 0.5, y* <05 22 /21
Y < 0.5, 05<y <1 24/19
05 <y, <1, y" <05 49/19
05 <y, <1, 05<y <1 13717
05 <y, <1, l<y" <15 8/7
1<y <15, 05<y <1 10/7
05 <y, <1, 15<y* <2 9/6
1<y, <15, 1<y <15 4/6

1.5 <y, <2, 05<y <1 875
HERA+2

CCe p. E, =920GeV 51/42 51/42 50/ 42
CCep, E, = 920GeV 37139 37139 38739
NCe p, E, = 920 GeV 221/159 222 /159 221/159
NCe™p, E, = 460 GeV 198 /177 197 /177 198 /177
NCe'p, E, = 575GeV 186 /221 186 /221 186 /221
NCe'p, E, = 820GeV 55761 55/61 55/61
NCep, E, =920GeV 359 /317 364 /317 362 /317
Total x°/nge 1161 /1003 1232 /1081 1339/1109

uncertainty — is achieved for the restricted fits. Consequently,
the fit results are derived with the chosen subset of rapidity
regions, which are indicated in Table 3 along with the total
and partial X2 values, which are close to unity in most rapid-
ity regions, except for the bin 0.5 < y, < 1, y* < 0.5. The
results of fits including all rapidity regions are provided for
reference in Appendix A.

The PDFs resulting from the fits including the CMS dijet
measurements are shown in Fig. 11, along with the different
uncertainty contributions. The PDFs obtained with the inclu-
sion of the 2D data are compatible with those obtained from
the 3D data within the total uncertainty, which is obtained by
adding together the parametrization uncertainty and the sum
in quadrature of the fit, model, and scale uncertainty con-
tributions. For most of the distributions, a smaller fit uncer-
tainty is obtained in the 3D fit compared to the 2D one, while
the model uncertainty is of a similar size, and the scale and

@ Springer

parametrization uncertainties are slightly larger for the 3D fit
in certain x regions.

To evaluate the impact of the present measurements on
the PDF determination, fits are performed using the HERA
DIS data alone, using the same PDF parametrization as for
the fits including the dijet measurements. Figure 12 shows a
comparison between the PDFs obtained using only the HERA
DIS data, and those obtained when fitting the CMS dijet data
in addition, along with the respective fit uncertainties. The
distributions obtained with and without the inclusion of the
dijet measurements are observed to be compatible with each
other, and a general reduction in the fit uncertainty is observed
when the CMS data is included in the fit. In particular, the
precision of the gluon PDF is improved for parton momentum
fractions x > 0.1, where the uncertainty is reduced by up to a
factor of ~2 by the inclusion of the dijet measurements. The



Fig. 11 Parton distributions obtained in a fit to HERA DIS data
together with the CMS 2D or 3D dijet measurements. The top pan-
els show the PDFs of the up and down valence quarks (upper row),
of the gluon (lower left), and of the total sea quarks (lower right) as a
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function of the fractional parton momentum x at a factorization scale
equal to the top quark mass. The middle (lower) panels show the rel-
ative uncertainty contributions obtained for the 2D (3D) fit, as well as
the ratios of the fitted central values
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Fig. 12 Parton distributions obtained in a fit to HERA DIS data
together with the CMS dijet data, compared to a fit to HERA DIS data
alone. Shown are the PDFs of the up and down valence quarks (upper
row), of the gluon (lower left), and of the total sea quarks (lower right)
as a function of the fractional parton momentum x at a factorization

3D data are observed to constrain the gluon PDF to higher
values of x compared to the 2D data.

For the PDF determinations presented above, the value
of ag(my) is extracted from the data by including it in the
fits as a free parameter, thus ensuring a consistent treatment
of correlations between «g(my) and the PDF parameters,
in particular those of the gluon distribution. The value of
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ag(my) obtained in the fit to the 2D dijet cross sections is

ag(mz) =0.1179  £0.0015 (fit)
4 0.0008 (scale)
=+ 0.0008 (model) )
4 0.0001 (param.)
=0.1179 £ 0.0019 (total),
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where the central value (fit uncertainty) is obtained as the
average (standard deviation) over the ensemble of MC repli-
cas. The remaining uncertainties are determined analogously
to the PDFs, and in particular the parametrization uncertainty
contributes linearly to the total uncertainty while the remain-
ing contributions are added in quadrature. For the 3D dijet
measurement, the result obtained is

ag(mz) =0.1181 4 0.0013 (fit)
4 0.0009 (scale)
=+ 0.0006 (model) (10)
4 0.0002 (param.)
=0.1181 £ 0.0022 (total),

which is in good agreement with the 2D result.

The values of «g(m) determined from the dijet measure-
ments are in agreement with the value of 0.1166 £ 0.0017
obtained in Ref. [61], and with the world average value of
0.1179 £ 0.0009 [76].

Parton distributions obtained in previous analyses at
A/s = 8 or 13TeV of the inclusive jet [60,61,77] or the
3D dijet cross section [5] are not easily comparable directly
because of significant differences in the fit setup, the PDF
parametrizations, the model parameters, and particularly in
the theoretical calculations at 8 TeV, which were only avail-
able at NLO. Taking the fit uncertainty in g (my) obtained
in a simultaneous fit with the PDFs as a figure of merit, the
13 TeV results are more precise, which is consistent with the
increase in integrated luminosity.

11 Summary

The dijet production cross section is measured based on pp
collision data recorded by the CMS detector in 2016 at /s =
13 TeV, corresponding to an integrated luminosity of up to
36.3fb .

The measurements are performed double-differentially
(2D) as a function of the dijet invariant mass m , in five
regions of the maximal absolute rapidity | y|,. Of the two jets
with the largest transverse momenta, and triple-differentially
(3D) as a function of either m; , or the average transverse
momentum (pt); , in 15 bins of the rapidity variables y*
and y,. The latter two variables correspond to the rapidity
separation of the two jets, and the total boost of the dijet sys-
tem, respectively. All measurements are performed for jets
clustered using the anti-kt jet algorithm with distance param-
eters R = 0.4 and 0.8, and the cross sections are unfolded
in all measurement dimensions simultaneously to correct for
detector effects.

This is the first time that such a large set of multidiffer-
ential dijet measurements for two observables, (pr); , and

mj 5, and two jet distance parameters, R = 0.4 and 0.8, is
made available for comparison to theory and use in fits of the
parton distribution functions (PDFs) of the proton. Predic-
tions at next-to-next-to-leading order (NNLO) in perturbative
quantum chromodynamics, supplemented with electroweak
and nonperturbative corrections are observed to describe the
data better for R = 0.8.

Using the measurement of m , for R = 0.8, the PDFs
of the proton are determined simultaneously in fits to the
dijet measurements together with deep-inelastic scattering
data from the HERA experiments following the approach
described in earlier HERAPDF analyses [1,2,62]. The results
obtained from the double- and triple-differential measure-
ments are compatible within the estimated uncertainties. The
inclusion of either of the dijet measurements leads to an
improved determination of the PDFs compared to fits to
HERA data alone. In particular, the uncertainty in the gluon
distribution at fractional proton momentax > 0.1 is reduced,
with the 3D dijet data providing tighter constraints at higher
values of x compared to the 2D data. The strong coupling
constant at the Z boson mass is determined simultaneously
with the PDFs, yielding consistent results between the 2D
and 3D dijet measurements, with the former resulting in the
slightly more precise value of ag(my) = 0.1179 £ 0.0019
at NNLO.

The impact of subleading-color contributions to the
leading-color NNLO calculation used here is not yet known
[41]. Apart from being useful as inputs to PDF fits or studies
of jet size dependence, the present 2D and 3D measurements
for two jet size parameters, R = 0.4 and 0.8, and for the two
dijet observables m , and (pt)| 5, provide an ideal testing
ground for further investigations.
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Appendix A: Full-rapidity fit results

This section documents the results obtained for the fits
described in Sect.10 when all dijet rapidity regions are
included. The partial X2 values indicating the goodness-of-
fit in each rapidity region are given in Table 4, and Egs. (11)
and (12) show the values of «g(m) obtained in fits including
the 2D and 3D dijet cross sections, respectively:

=+ 0.0008 (scale)
+ 0.0008 (model)
+ 0.0005 (param.),

(11)

ag(myz)sp = 0.1201 £ 0.0010 (fit)
+ 0.0005 (scale)
+ 0.0008 (model)

4 0.0006 (param.).

12)
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Table4 Goodness-of-fit values for the fits to the HERA DIS data alone, of data points for the HERA DIS datasets and each of the dijet rapid-

and together with the CMS dijet measurements, including all rapidity ity regions. The total x* value, divided by the number of degrees of
regions. The table shows the partial X2 values divided by the number freedom, is given at the bottom of the table

Partial x° / gy,
HERA DIS + CMS 13 TeV dijets

Data set 2D 3D
CMS dijet 2D

[¥max < 0.5 24722

0.5 < |¥]max < 1 14/22

1< |Ylpax < 1.5 22723

1.5 < [¥lmax < 2 15/12

2 < |¥lnax < 2.5 30/ 12

CMS dijet 3D

Yy < 0.5, y' <05 32/21
Yy < 0.5, 05<y <1 23/19
05 <y, <1, y' <05 40/ 19
W < 0.5, l<y" <15 45/17
05 <y, <1, 05<y <1 18/17

1 <y, <15, y <05 44 /17
Yy < 0.5, 15<y* <2 15/7
05 <y, <1, 1<y <15 7117

l <y, <15, 05 <y <1 97117

15 <y, <2, y' <05 20/6
Y, < 0.5, 2<y <25 19/6
05 <y, <1, 15<y" <2 16/6
1<y, <15, 1<y <15 6/6

1.5 <y, <2, 05<y" <1 1/5

2 <y, <25, y <05 1574
HERAI+2

CCe p. E, =920GeV 50/ 42 48142
CCe™p, E, = 920 GeV 37739 41739
NCe p, E, = 920 GeV 222/159 227 /159
NCe™p, E, = 460 GeV 197/ 177 201/177
NCe™p, E, = 575GeV 186 /221 187 /221
NCe'p, E, = 820GeV 55761 55761
NCep, E, =920GeV 368 /317 365 /317
Total x?/nge 1283 /1094 1557/ 1167

Appendix B: Additional figures

See Figs. 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25,
26, 27 and 28.
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Fig. 13 Response matrix for
the 2D measurements as a
function of m, 2 for jets with

R = 0.4. The details correspond
to those of Fig. 2
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Fig. 14 Partial response
matrices for the 3D
measurements as a function of
m  using jets with R = 0.4
(upper) and 0.8 (lower), shown
here for the five rapidity regions
with y, < 0.5. The details
correspond to those of Fig. 2
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Fig. 15 Partial response
matrices for the 3D
measurements as a function of
(P1)1 2 using jets with R = 0.4
(upper) and 0.8 (lower), shown
here for the five rapidity regions
with y, < 0.5. The details
correspond to those of Fig. 2
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Fig. 16 Overview of the 2D o 36.3 b7 (13 TeV)
dijet cross section as a function s 107F T 3
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Fig. 18 Overview of the 3D
dijet cross section as a function
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of Fig. 8
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