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One sentence summary: Coulomb explosion imaging enhanced by a new data-science ap-

proach captures high-dim. molecular ground-state fluctuations.

Due to the Heisenberg uncertainty principle, the structure of a molecule fluc-

tuates about its mean geometry, even in the ground state. Observing this funda-

mental quantum effect experimentally, particularly revealing the collective nature

of the structural quantum fluctuations, remains an unmet challenge for complex

molecules. In this work, we achieved this for an 11-atom molecule by inducing its

Coulomb explosion with an x-ray free-electron laser. We show that the structural

fluctuations manifest themselves in correlated variations of ion momenta obtained

via coincident detection of the atomic fragments from individual molecules. Our

analysis scheme allows extracting these variations, despite our measurements

covering only a fraction of the full 33-dimensional momentum space, thereby

establishing a general approach for extracting information on high-dimensional

structural dynamics using Coulomb explosion.

Near absolute zero temperature, matter exhibits structural fluctuations that are fully absent in a

classical description and that can significantly affect its properties. These quantum fluctuations,
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termed ground-state structural fluctuations (GSFs) (or zero-point fluctuations), arise from the vi-

brational wave function of the system and play a key role in many phenomena: at high pressure,

causing various types of quantum phase transitions (1, 2), for example, to a symmetric phase of

ice (3), or to an antiferroelectric phase of anhydrous sodium hydroxide (4); inhibiting or promoting

glass transitions (5); imposing structural changes that lead to superconductivity at high temper-

atures (6); suppressing the formation of charge-density-wave phases in layered transition-metal

dichalcogenides (7); strengthening or weakening hydrogen bonds (8); or influencing cross sections

of chemical reactions (9).

GSFs are complex, as the atoms of bound systems fluctuate in a concerted manner following

specific collective patterns. This intricate behavior emerges already in individual molecules: Their

structural properties are determined by their respective ground-state potential energy surfaces,

which are many-body potentials that are challenging to visualize and characterize. Although the

equilibrium structure of a molecule corresponds to the global minimum on its potential energy

surface, its structure is in reality fuzzy, as the aforementioned quantum fluctuations explore the

potential energy landscape. Matching the high dimensionality of the potential energy surface, these

fluctuations involve many different degrees of freedom, which results in their strongly collective

nature. In this work, we demonstrate that this collective nature of structural quantum fluctuations

in complex molecules can be directly observed.

Indirect evidence for this quantum phenomenon was found already one hundred years ago,

when Robert S. Mulliken compared energy levels of different isotopologues (10). By now, the

measurement of discrete molecular energy levels and the identification of zero-point energies are

routine (11). However, typically one only measures the consequences of the ground-state quantum

fluctuations on molecular energy levels, but cannot observe the underlying structural manifestation

of these fluctuations, and the relevance of GSFs is usually inferred from theoretical modeling (3–7).

To experimentally image the GSFs themselves and obtain critical insight into collective quantum

phenomena such as the ones mentioned above, it is necessary to target individual molecules in order

to access their entire high-dimensional phase space and thus the structural dependencies among

the atoms constituting the molecules. This is out of reach for traditional imaging techniques such

as crystallography, because those sample ensembles of molecules and thus inherently only provide

information about the average structure.
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In contrast, Coulomb explosion imaging (CEI) is a method that is distinctly suited to performing

the required single-molecule measurements. In CEI, a molecule fragments violently due to the

Coulomb repulsion following from a rapid charge-up. In the ideal case, the molecule is fully

fragmented into atomic ions on a short timescale, and the information on its initial geometry

is retrieved by analyzing the momenta of the fragment ions. The charge required to trigger an

effective fragmentation was first generated by passing molecular ions through a thin foil (stripping

off electrons) (12), and later by using femtosecond laser pulses (13–20), synchrotron light (21–24),

or intense (x-ray) free-electron laser pulses (25–30). Previous experiments were able to highlight

structural fluctuations of small, symmetric molecules using CEI, including the correlations between

atoms necessary to probe the GSFs. For example, CO2 molecules, whose nominal ground-state

geometry is linear, were found to deviate from linearity most of the time (22), and deuterated

methane (CD4) – highly symmetric in its equilibrium state – is in fact asymmetric and even chiral

due to its structural fluctuations (31). These previous works relied on obtaining the full n-body

distribution of ions by the measurement of all (or all but one) ions in coincidence. Such full

measurement is impossible for complex molecules due to the finite detection efficiency of the ion

detectors, limiting previous results to small molecules. Here, we overcome this barrier, opening

the possibility to apply the method to a much larger class of complex and extended molecules. In

this work, we show that, by using intense, femtosecond x-ray pulses and an elaborate analysis of

only a subset of the fragment ions detected in coincidence, the full dimensionality of the structural

fluctuations and of their intramolecular correlations can be probed, which goes far beyond the

visualization of independent fragments in the molecular frame presented in our previous work (30).

In particular, it allowed us to identify fingerprints of specific ground-state normal modes (NMs) in

our data through correlated fluctuations involving more than five atoms. This result constitutes an

important advance towards measuring the collective fluctuations of atoms in molecules.

Results and Discussion

Coulomb explosion of individual 2-iodopyridine molecules (C5H4NI, see equilibrium geometry

in Fig. 1) was induced by intense, femtosecond soft x-ray pulses from the European X-ray Free-

Electron Laser (EuXFEL). A COLTRIMS reaction microscope (32, 33) available at the Small
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Quantum Systems (SQS) instrument was used to image the three-dimensional momenta of the

emitted fragment ions in coincidence. More details on the experiment are given in the supplementary

materials (SM) section S1 and in our earlier paper (30). The x-ray fluence at SQS is sufficiently high

to trigger a full Coulomb explosion of the molecule, dissociating it into atomic fragments, and the

repetition rate is high enough to detect many atomic fragments in coincidence. This setup provides

a wealth of in-depth information, as will become evident in the following. Due to the finite ion

detection efficiency in the experiment, the recorded multidimensional data is typically incomplete,

which poses a fundamental analysis challenge (34, 35). We have overcome this problem for an

𝑁-atom molecule (here 𝑁 = 11) by reconstructing the full 𝑁-fold coincidence information from

sets of coincident measurements of 𝑛 ions (𝑛 < 𝑁), with a sophisticated data analysis technique

fitting a multivariate distribution to the measured data.

Figure 1 shows the experimental results of Coulomb explosion imaging of the iodopyridine

molecule. Here and in the following, we focus on a specific coincidence channel where an I4+

ion, an N2+ ion, and at least one C2+ ion and one H+ ion were measured in coincidence. Panels A

to D depict the carbon and hydrogen ions’ three-dimensional momentum distributions projected

onto two different planes in the molecular recoil frame. The emission direction of the iodine ion

defines the 𝑧 axis and spans the 𝑥𝑧 plane together with the emission direction of the nitrogen ion.

All ion momenta have been normalized such that, for each coincident measurement, the magnitude

of the iodine momentum equals one. The projections on the 𝑥𝑧 plane (Figs. 1A and 1C) clearly

resemble the molecular structure, as reported earlier (30). The projections on the 𝑦𝑧 plane (Figs. 1B

and 1D) reveal that, remarkably, many ions were emitted with substantial out-of-plane momentum,

despite the planar equilibrium geometry of the molecule. To further study this feature, we switched

to spherical coordinates, sketched in Fig. 1E, resulting in the angular emission distribution of the

carbon ions (Fig. 1F). The four pronounced peaks correspond to the C3, C4, C5, and C6 carbon

ions (see Fig. S6 in the supplemental materials for a sketch of the molecule with full labeling). The

C2 ion has comparably low momentum (see panel A) and lies close to the origin of the spherical

coordinate system; thus it appears as a broad feature in Fig. 1F overlapping partially with the

peaks for the C4 and C5 carbon ions. This angular representation of the coincidence data allows

visualizing the dependence between the carbon and hydrogen out-of-plane momenta: The panels

in Fig. 1G depict carbon-ion angular emission distributions corresponding to specific emission
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directions of the H3 hydrogen ion (marked with boxes in Fig. 1D). If the H3 ion was emitted

within the molecular plane (middle box), the carbon ions were on average also emitted in plane.

If the H3 ion was either emitted upwards (upper box) or downwards (lower box) with respect to

the molecular plane, the carbon angular distribution became tilted, with C3 and C4 being emitted

in the same direction as H3, and C6 in the opposite direction. C5 remained centered in plane. The

full dependence between the H3 emission direction and the out-of-plane emission angle of C3 to

C6 is summarized in Fig. 1H where we depict the mean emission angle Θ of these carbon ions

in dependence of the out-of-plane momentum of the H3 proton. Similar correlations also exist

for other hydrogen atoms, (SM section S2, where we extracted the full correlated behavior for all

hydrogen and carbon ion pairs).
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Figure 1: Correlated out-of-plane fluctuations probed by Coulomb explosion. The sketches

on the left depict the ground-state equilibrium geometry of iodopyridine and the recoil frame, for

reference. A. to D. Newton diagrams of ion momenta, depicting the C2+ ions (A,B) and protons

(C,D) in the molecular frame. All momenta are normalized relative to the momentum of the I4+

ion. E. Definition of the spherical coordinates used. F. Angular emission distributions of the carbon

ions, in the coordinates defined in panel E. G. Angular emission distributions of the carbon ions

when restricted to different emission directions of the H3 proton. H. Angular emission dependence

between H3 and C3 to C6. The error bars are smaller than the symbols. The plotted data contain

four-fold ion coincidence events including I4+, N2+, C2+, and H+.
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Origin of out-of-plane fluctuations

The experimental results presented in Fig. 1 show the rich information content available in such

multidimensional data sets. In the following, we will demonstrate that the observed momentum

fluctuations directly reflect quantum fluctuations present in the molecule in its vibrational ground

state. Because the equilibrium geometry of iodopyridine is planar, the contributions of the quantum

fluctuations can be expected to be particularly clear in the out-of-plane momenta, and we found

that, indeed, initial out-of-plane GSFs are reflected in the final momenta after Coulomb explosion.

In-plane momenta, in contrast, are more strongly impacted by additional variations in the mutual

ion interaction during the explosion dynamics caused by variations in the timing of individual

ionization events.

In order to elucidate how GSFs relate to the observed fluctuations in the measured ion momenta,

we performed a simulation of the x-ray-induced ionization and the subsequent Coulomb explosion

of the molecule. To this end, we utilized the XMDYN package (36) in combination with the

reactive force field method (37,38) implemented in PuReMD (39). We used an ensemble of initial

atomic positions and velocities that samples the corresponding vibrational ground-state Wigner

distribution (see SM section S3 for further details on the simulation). In Fig. 2, we examine the

out-of-plane behavior as predicted by our simulation and compare the simulation results to the

momenta observed in the experiment, as well as to the magnitude of the quantum fluctuations.

Figures 2A, 2B, 2C, and 2D show the out-of-plane Newton diagrams for protons and carbon ions,

respectively. The simulations took into consideration GSFs. The predicted momentum distributions

after the Coulomb explosion are in good agreement with the measured data. The impact of the

GSFs becomes evident by comparison with Figs. 2E and 2F, which depict simulation results where

GSFs have been neglected (see supplementary material section S3.4 for a quantitative comparison).

In this case, out-of-plane momenta can only be caused by the recoil from the electrons emitted

during the charge-up, which has a comparatively minor effect. The GSFs themselves are depicted

in Figs. 2G-J showing the out-of-plane momentum and position distribution in the initial, neutral

equilibrium state. As can be seen, the initial-state momentum fluctuations (Figs. 2G and 2H) are

much smaller than the variations in the final momenta after Coulomb explosion (Figs. 2A and 2B).

The position fluctuations are depicted in Fig. 2I (hydrogen atoms) and Fig. 2J (carbon atoms).
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Figure 2: Out-of-plane momenta of the hydrogen and carbon ions, from experiment and sim-

ulation. A, B. Experiment. C, D. Simulation with initial conditions from the ground-state Wigner

distribution. E, F. Simulation with the initial geometry restricted to the equilibrium geometry. G–

J. Initial-state momentum and position fluctuations as sampled from the Wigner distribution. The

(0, 0) position is the center of mass of the molecule. (’a.u.’ stands for ’atomic units’, the asymptotic

momenta belong to the I4+, N2+, C2+, H+ coincidence channel.)
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Figure 3: Dominant out-of-plane principal components of the distribution of asymptotic

momenta. A-D. Reconstructed from the experimental data using the fitting algorithm described in

the text. E-H. Reconstructed from the XMDYN simulation data. 𝜎2 is the variance associated with

each PC (explained variance). For a better comparison, we changed the order of the simulation PCs

in panels E-H. The blue boxes show the mutual overlap 𝑆 between the two linked PCs, computed

as their scalar product (maximum 1 for identical PCs).

Momentum-space reconstruction and correlation analysis

To access the correlations among the momenta in the final state, we have to determine the full

33-dimensional momentum distribution of all eleven ionic fragments of the Coulomb-exploded

molecule. In order to do so, we need to overcome three challenges. (𝑖) Although the mass-to-charge

ratio of each detected ion is measured in the experiment, its initial position within the molecule

is unknown (for those cases where multiple atoms of the same element are present, carbon and

hydrogen atoms for iodopyridine). (𝑖𝑖) The orientation of each molecule in the laboratory frame is

random and unknown. Therefore, the molecular frame has to be determined based on the recorded

ion momenta. In Fig. 1, for example, we used the recoil frame defined by the iodine and nitrogen
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ions (see SM section S5). (𝑖𝑖𝑖) Only a subset of all ions created by the x-ray pulse is detected. In

the present experiment, relevant statistics could be achieved for up to 7 ions in coincidence (SM

section S1.7), due to the typical detection efficiency of approximately 60% per ion. We overcame

these problems and recovered the momentum distribution in its full dimensionality, by fitting a

33-dimensional Gaussian distribution to the measured data that involved 4 or more ions detected

in coincidence. To make the fit independent of the initial (laboratory-frame) orientation of the

molecule, we used scalar products between the measured momenta as internal coordinates. In this

way, we avoided any bias from choosing specific ion momenta to define the molecular frame. The

Gaussian distribution was then fitted by matching the statistical moments of the distribution of the

scalar products, a procedure that is not biased by undetected ions and was performed in a manner

that does not rely on the (unknown) identity of each ion. More details on the fitting procedure can

be found in the supplementary materials (section S7).

We performed dimensional reduction of the resulting momentum distribution by principal

component analysis (PCA) (40, 41), based on the fitted Gaussian model (see SM section S8.3).

Heavy atoms stay longer in the repulsive Coulomb potential and acquire, in general, both a larger

momentum and a larger variance in their momentum. Therefore, to compare light and heavy atoms

on a more equal footing, we performed the fit on the momenta weighted by the inverse square root

of the ion mass, as commonly done in normal-mode analysis. The resulting principal components

(PCs) of the weighted momenta are collective, 33-dimensional vectors that describe the dominant

variations in the final ion momenta.

The four dominant out-of-plane PCs extracted from the experimental data are shown in Figs. 3A-

D together with their explained variance 𝜎2. The corresponding PCs obtained from the simulation,

using the same procedure, are depicted in Figs. 3E-H. The order of the simulation components has

been altered in order to facilitate the comparison.

The similarity of the PCs may be further characterized by their mutual overlaps (defined as

the absolute value of their scalar product)given inbetween the respective pairs of PCs. Apart from

the somewhat different values in the explained variances, the PCs extracted from the simulation

data show strong similarity (overlap between 0.66 and 0.97) with the respective experimental PCs,

indicating that the collective momentum fluctuations found in the experiment are in agreement with

those obtained from the simulation.
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Fingerprints of collective ground-state fluctuations

The good agreement with the simulation results allowed us to directly relate the observed correlated

behavior of the ions in the momentum-space data (Fig. 3) to the collective nature of quantum

fluctuations in the molecular ground state. To that end, we inspected the GSF along individual

normal-mode coordinates before the molecule interacts with the x-ray pulse and determined the

contribution of the GSF along each NM to the variance in the final momenta along a given PC (SM

section S9).

For the three dominant out-of-plane PCs displayed in Figs. 4A, 4E, and 4I, the mode contribu-

tions are shown in Figs. 4B, 4F, and 4J. The analysis for the other dominant modes is given in the

supplementary materials (section S9). The Figures 4C, 4D, 4G, 4H, 4K, 4L, show the two NMs

with the highest contribution to the respective PC. Each of the three PCs can be associated with

few NMs. PC 1 is dominated by the variance of the C2 ion, resulting from a near collision between

this carbon ion and the iodine atom, as described in our previous works (30,40). Accordingly, PC 1

is promoted by NMs where the C2 atom strongly shifts out-of-plane, such as the NMs at 16.5 THz

(Fig. 4C) and 27.1 THz (Fig. 4D). In the other cases, the connection between the NMs and the PCs

is directly visually evident. For example, the displacement of atoms along the NMs at 26.1 THz

(Fig. 4G) and 36.3 THz (Fig. 4H) corresponds to a similar pattern of correlated variations in the

atomic CEI momenta along PC 2 (Fig. 4E). In the explosion, some of the collective out-of-plane

patterns inherent in the GSFs were amplified, and, thus, transferred into similar momentum patterns.

This visual similarity is, however, lower when looking at the hydrogen atoms, as the contribution

from the NMs are opposite and can cancel out. Similar observations can be made for PC 3 (Fig. 4I):

there is a low-frequency mode (14.4 THz) and a high-frequency mode (34.9 THz), both having a

matching carbon pattern with PC 3, but different contributions for the hydrogen atoms.

Figure 4 establishes that the correlated fluctuations occurring in the measured momenta can

indeed be traced back to the effect of collective quantum fluctuations along individual NMs. The

measured ion momenta thus provide access to the collective structural fluctuations present in the

ground state of the molecule. Further analysis provided in the supplementary materials (section S11)

also demonstrates that the patterns highlighted in Fig. 1 are associated primarily with the GSFs along

the NMs with frequency 16.5 THz and 36.3 THz, respectively. Furthermore, our simulation results
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indicate that such a clear mapping between initial-state quantum fluctuations and final-state CEI

momentum distributions is only possible for the out-of plane momenta, when several dominating

modes are considered. Variations of in-plane momenta, in contrast, can only partially be associated

with GSFs, illustrating that they are much more influenced by the additional contributions imprinted

on the explosion dynamics due to variations in the ionization dynamics and the strong nonlinear

interaction among the ions during the charge-up and the explosion. These effects could in the future

be partially overcome by reducing the fluctuations in the ionization dynamics through shorter x-ray

pulses and by targeting even higher ion charge states. Along the same line it should be noted that a

clear correspondence of the experimental data with the simulated explosion dynamics could only

be reached when utilizing coincidence events with sufficiently high charge. Coincidence data sets

consisting of singly charged ions are considerably impacted by the influence of chemical bonding

during the explosion, such that discrepancies to the Coulomb explosion simulation appear (SM

section S10). Only the high x-ray fluence available at the SQS instrument of the EuXFEL produced

such a high charge in the molecule that a direct connection between the CEI data and GSFs could

be demonstrated in this experiment.

Conclusion

We measured fingerprints of the ground-state fluctuations in a complex molecule, originating from

the Heisenberg uncertainty principle. The fingerprints emerge as collective features in the momenta

of the ions generated in an x-ray-free-electron-laser-induced Coulomb explosion. This achievement

was made possible via an advanced analysis technique that turns Coulomb explosion imaging

into a powerful tool for measuring highly collective structural fluctuations that are inaccessible to

any ensemble-averaging imaging method. Our analysis demonstrated that the variances present in

incomplete coincidence sets are sufficient to construct a Gaussian model for the full-dimensional

data, thereby also capturing collective features. Thanks to refined simulations of the Coulomb

explosion, the measured momentum variances could be linked to ground-state fluctuations along

individual normal modes exhibiting correlations among multiple atoms. Our work thereby shows

that it is possible to probe high-dimensional potential energy surfaces by observing the spontaneous

structural fluctuations that molecules undergo due to quantum effects. Thanks to its ability to address
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Figure 4: Mapping of the principal components to the NMs. A, E, I. Out-of-plane-momentum

principal components computed from the simulation. B, F, J. Mode contributions 𝑟2
𝑖 𝑗

to the respective

momentum principal components from each NM. The two leading contributions are highlighted

and the corresponding NMs are shown in the next panels. C-D, G-H, K-L. NMs with the dominant

contribution. In order to improve the visibility of the collective motion of hydrogen and heavier

atoms, the NMs are shown via position variations that are weighted by the inverse square root of

the atom mass. For the absolute scale of the GSFs see Table S1 and Fig. S6 in the SM.
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highly collective effects and delocalized systems, our work also opens up new avenues to explore

chemical dynamics, where the nuclear wave packet tends to spread and split over different reaction

pathways. The visualization of the collective motion of the atoms rather than only the centroid of

their distribution, as is the case for many other experimental methods, offers incomparably more

detailed insight into the time evolution of molecular systems. In the future, one might be even able

to simultaneously track electronic degrees of freedom by measuring, in addition, emitted electrons

in coincidence with the fragment ions. Recent advances in the generation of more intense, few-

femtosecond to sub-femtosecond x-ray pulses (42–44) further facilitate rapid and complete charge-

up and fragmentation of larger systems, and thus put the long-awaited goal to image evolving wave

packets in complex polyatomic systems within reach of the method presented in this work.
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S1 Experiment

The Coulomb explosion imaging was performed at the Small Quantum Systems (SQS) scien-

tific instrument of the European XFEL. The momenta of the ionic fragments of the exploded

molecules were recorded in coincidence employing the COLTRIMS (cold target recoil ion momen-

tum spectroscopy) reaction microscope (32,33) user end-station (SQS-REMI) available at SQS. In

the following, we provide details on the properties of the x-rays, the SQS-REMI, and the offline

analysis of the measured data.

S1.1 Properties of the x-ray pulses

The pulse pattern available at the EuXFEL consists of pulse trains generated at a repetition rate of

10 Hz with a burst length of several 100 𝜇s. Within a single train, electron pulses are provided at

up to 4.5 MHz repetition rate. In the operation mode employed during this experiment, the electron

pulses had a repetition rate of 1.1 MHz. In order to comply with the requirements imposed by the

flight times of the fragment ions, we used every 6th electron pulse to generate x-rays, yielding a

spacing of 5.5 𝜇s between adjacent light pulses. The exact burst length available to the user depends

on several operating constraints of the machine. We obtained between 250-570 x-ray pulses per

second in our experiment. We employed a photon energy of ℎ𝜈 = 2 keV for triggering the Coulomb

explosion. The single-shot pulse energy was 0.8 mJ on target. The focus size at the target was in the

range of 1.4 𝜇m (vertical and horizontal) as estimated from calculations considering the beamline’s

focusing scheme. Based on the electron bunch charge in the accelerator of 250 pC, the x-ray pulse

duration was estimated to be shorter than 25 fs.

S1.2 Experimental setup

The target molecules were prepared as a supersonic gas jet consisting of iodopyridine vapor,

which was generated by heating a reservoir containing the liquid substance to a temperature of

60 ◦C and expanding a mixture of the vapor and helium carrier gas (at a stagnation pressure of

500 mbar) through a nozzle with a diameter of 200 𝜇m. The gas jet was collimated by a set of three

skimmers and adjustable slits. The adjustable slits were employed to cut down the gas jet such that

coincidence-detection conditions were retained. When operating the gas jet, the pressure inside the

2



main chamber was retained at 1×10−11 mbar. The gas jet was crossed with the x-rays at right angle

in the focus of the beamline, yielding a well-defined interaction region. Ions that were generated by

the x-rays and subsequent Auger-Meitner decay(s) were guided by a strong electric field towards a

position- and time-sensitive microchannel plate detector with an active area of 120 mm diameter

and hexagonal delay-line position readout (47). From the measured flight times and the positions

of impact of the ions, we reconstructed the momentum vector of each detected ion in an offline

analysis. The flight time also provides information on the ions’ mass-over-charge ratios. In more

detail, the spectrometer consisted of an acceleration region with a length of 86 mm and an electric-

field strength of 𝐸 = 423 V/cm at the interaction spot of the x-rays and the gas jet. A second region

with a length of 164 mm connecting the extraction region with the microchannel plate detector was

used as a drift region. The spectrometer was designed such that it provided a compromise between

achievable momentum resolution and mass-over-charge separation of different ion species.

S1.3 Momentum resolution of the employed spectrometer

To determine an upper limit of the momentum resolution, we did a calibration measurement using K-

shell ionization of N2 molecules under the same experimental conditions as the main measurement.

After the absorption of a single photon with ℎ𝜈 = 2000 eV, the molecule undergoes a subsequent

Auger decay and fragments in most cases into two singly charged nitrogen ions. We measured these

two ions in coincidence and inspected the sum momentum of the two. The measured distributions

are shown in Figs. S1A and S1B after correcting for the mean offset velocity of the supersonic

gas jet and the linear momentum of the absorbed photon (which basically centers the measured

distribution at zero). After these corrections, the sum momentum is dominated by the recoil of the

two emitted electrons, namely the photoelectron imposing a recoil of 𝑝𝑒 = 10.8 a.u. and the Auger

electron providing a kick of approximately 𝑝𝐴 = 5 a.u. While the Auger electron is emitted in a

good approximation isotropically in the laboratory frame, the photoelectron has a distinct angular

distribution corresponding to an anisotropy factor of 𝛽 = 2 (48). The latter yields the double-peak

structure visible in Figs. S1B, S1D, and S1F, as the polarization vector of the linearly polarized

photons pointed along the 𝑦 direction in our measurement.

We performed a simple modeling of the sum momentum by including the recoil of the two

electrons and considering their angular emission distributions. Furthermore, we added a Gaussian-
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shaped finite momentum resolution to this simulation. By using the width of that Gaussian function

as a fitting parameter, we reproduced the measured sum-momentum distribution by our simulation

as depicted in Figs. S1C and S1D. For a quantitative comparison, we provide the distribution of the

𝑥 and the 𝑦 components of the measured and simulated sum momenta (both normalized) in Figs.

S1E and S1F.

From this procedure, we obtained a momentum resolution of 3.2 a.u. for a measured N+

ion. The momentum resolution in a COLTRIMS measurement is independent of the energy of a

measured particle of a given species. However, it depends in a non-trivial way on the particle’s

mass 𝑚 and charge 𝑞. For the given spectrometer, the following relations apply: The resolution

of the momentum component 𝑝𝑧 pointing along the symmetry axis of the spectrometer (i.e., the

component that is determined by the time-of-flight measurement) is independent of the mass of the

detected particle but scales linearly with 𝑞. The resolution of the other two momentum components

𝑝𝑥,𝑦 (being determined by the measurement of the position of impact) scales with √
𝑚𝑞. The overall

momentum resolution therefore depends on the emission direction of the measured particle in the

laboratory frame. An estimation of an upper limit of the resolution, i.e., the worst-case scenario,

may be obtained by considering only the component yielding the highest error. In this case, the

resolution for protons is 3 a.u., while the momentum resolution for a C2+ ion is 6.4 a.u. and an

I4+ is close to 20 a.u. To put these worst-case values in relation, Fig. S12 shows the unnormalized

momenta. The out-of-plane component observed for hydrogens reaches up to almost 100 a.u., and

for doubly charged carbon up to 300 a.u., and I4+ momenta up to 1000 a.u. are considered in this

paper (see subsection S1.6).

S1.4 Estimation of the degree of vibrational excitation

The frequency of the lowest vibrational mode in the molecule is 𝜈 = 5.3 THz. This frequency

corresponds to a temperature of ℎ𝜈/𝑘𝐵 = 256 K which implies that, at room temperature, there is

to some degree thermal excitation in this vibrational mode. The temperature of the molecules in

the gas jet is, however, considerably lower than before the expansion. The temperature of the gas

can be estimated from (49)
𝑇

𝑇0
=

(
1 + 𝛾 − 1

2
𝑀2

)−1
, (S1)
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Figure S1: Measured and simulated sum momenta to determine the experimental momentum

resolution. A, B. Measured sum momentum of the breakup of N2 into N+/N+ ions after K-

shell ionization and subsequent Auger decay. C, D. Corresponding results from simple modeling

incorporating a momentum resolution of 3.2 a.u. E, F. 𝑥 and 𝑦 components of the sum momentum

for quantitative comparison of the measured (blue line) and modeled results (orange line). The

polarization vector of the linearly polarized photons is aligned along the 𝑦 axis.
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where 𝑇/𝑇0 is the ratio of temperature after and before the nozzle, 𝑀 is the Mach number after the

nozzle, and 𝛾 = 𝑐𝑝/𝑐𝑉 is the ratio of heat capacities (also known as adiabatic index). Assuming

𝑀 = 1, which is reached at the nozzle exit, 𝑐𝑝/𝑐𝑉 = 5/3 (ideal gas), and 𝑇0 = 333 K, an

upper estimate for the gas-jet temperature is 𝑇 = 250 K. At this temperature, we estimate the

relative occupation of the first excited vibrational state to be 𝑛1 = 𝑒−ℎ𝜈/𝑘𝐵𝑇/(1 + 𝑒−ℎ𝜈/𝑘𝐵𝑇 ) ≃ 0.32

(assuming a canonical ensemble of two-level entities). Accordingly, we expect that even for this

lowest-frequency mode, the fluctuations are dominated by quantum effects. For all the other modes,

frequencies are considerably higher and, thus, excited-state populations are below 0.05, showing

that any structural variations in the ensemble of molecules are predominantly caused by GSFs and

not by thermal fluctuations.

Our estimate is deliberately chosen very conservative in order to show that even under these

conditions the target can be expected to be to the largest extent in the vibrational ground state. We

would like to note that typical helium-seeded molecular beams of this kind are actually expected

to have much smaller internal temperatures (50). If we assume a very low (i.e., bad) speed ratio

𝑆 of, e.g., only 𝑆 = 5, the molecular-beam temperature after the expansion equals approximately

𝑇 = 40 K.

S1.5 Estimating the amount of contamination with dimers

In an experiment employing a supersonic molecular beam, contamination with molecular dimers

(or even larger clusters) can occur. In the following, we provide several indications that such a

contamination with dimers is (if present at all) negligible given the contrast of the features observed

in the experiment and presented in Fig. 1.

As a first evidence, we identified in Fig. S2 a faint peak originating from the intact singly

charged parent ion, C5H4NI+, but no traces of a corresponding dimer peak [C5H4NI]+2 or any larger

clusters. While dimers are expected to break up under XFEL irradiation, the fact that we observe

singly charged parent ions would suggest that dimer cations could also be created, if dimers are

present in the gas jet.

Second, Fig. S2 shows the unfiltered raw data with the measured ion flight time on the 𝑥 axis

and the 𝑦 component of its position of impact on the detector on the 𝑦 axis. The confined sharp

peak at a flight time of 310 ns belongs to the aforementioned singly charged parent ion; the large

6



Time-of-flight [ns]
300 320 340 360 380 400

Im
pa

ct
 p

os
iti

on
 y

 [m
m

]

40−

30−

20−

10−

0

10

20

30

40

0

10

20

30

40

50

60

m
/q

=1

Figure S2: Raw data showing the region of singly charged parent ions.

circular feature on the right (centered at at flight time of 383 ns) shows the measured protons. The

parent ion appears at these very short flight times due to the pulse train pattern of the EuXFEL.

In principle its flight time is approximately 5600 ns, but due to the chosen repetition rate (see

section S1.1) this flight time is beyond the recording window such that the parent ion generated

in a previous shot appears at short flight times (i.e., the flight times are “wrapping around”). The

parent ion is displaced slightly in the 𝑦 direction. This is caused by the mean velocity of the

supersonic jet (it propagates along the 𝑦 direction) and provides further evidence that the feature

found at this expected flight time corresponds to the singly charged parent ion. The parent ion peak

is very narrow, which indicates that the ion has a very small momentum spread. A fragmentation

of dimers would lead to parent ions with a significantly wider momentum distribution, which we

do not observe. In addition, we provide a coincidence map (PIPICO) of the raw data in Fig. S3

covering the same flight-time region as in Fig. S2. The strongest feature can be again attributed to

measured protons. The more faint ”vertical” stripe belongs to the singly charged parent ion. Cases

of coincidences of two singly charged parent ions appear as the very confined spot at the bottom

of the vertical feature (located at 310 ns/310 ns), the rest of the stripe corresponds to a coincidence

between the parent ion and a proton. Given the narrow width of this stripe, this indicates, as well,

that there is almost no breakup energy present. This suggests that we mainly see false coincidences

between an intact parent ion and some random proton. In addition, please note the logarithmic color

scale indicating how small this contribution is after all.

Third, we investigated coincident detection of two iodine ions, as a Coulomb exploding dimer
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Figure S3: Coincidence map of the measured flight times. The histogram depicts the same region

of flight times as shown in Fig. S2.

would probably generate these. We extracted a ratio of approximately 3% of I+/I+ coincidence

pairs as compared to single I+ ions. In combination with our above findings, we assume that this

contribution basically reflects our amount of false coincidences. Either way, it provides a hint for

an upper limit of a possible contamination with dimers or larger clusters.

S1.6 Data analysis

In a COLTRIMS measurement, the initial momentum vectors of the detected particles are obtained

in an offline analysis from the measured flight times and positions of impact of the particles. If

all particles of a molecular fragmentation are detected in coincidence, possible background or

false coincidence events can be detected in the data set by inspecting the sum of the momenta of

the fragments (33). In the present case, this method is not applicable, as only a subset of the up

to 11 generated fragment ions were measured. However, even in this case, a certain amount of

background events can be filtered out by restricting the plotted data to cases where all measured

ions have a momentum within a sensible range. Thus we considered only events for which the

individual ion momenta were in the range of ∥pH∥ < 130 a.u., ∥pC∥ < 500 a.u., ∥pN∥ < 650 a.u.,

and ∥pI∥ < 1000 a.u. In addition, a rather relaxed restriction on the sum of the momenta of the

measured fragments of ∥psum∥ < 1500 a.u. was applied in order to further suppress background
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Figure S4: Ion coincidences. Histogram of the number of ions measured in coincidence in the

experiment for cases where an I4+, an N2+, at least one C2+, and at least one proton were detected.

and false coincidences. Ions with a very similar mass-over-charge-ratio may partially overlap in

their time-of-flight distributions. We therefore needed to discard a part of the N2+ ion momentum

distribution with plab,z > 100 a.u., which corresponds to a subset of nitrogen ions being emitted in

the laboratory frame towards the ion detector with high kinetic energy.

S1.7 Coincident ion detection

In the experiment, several ions are detected in coincidence. Figure S4 shows a histogram of the

number of in-coincidence detected ions where at least an I4+, an N2+, one C2+, and one proton

were measured. In this histogram, only those coincidence events are considered that fulfilled the

momentum filtering conditions described in subsection S1.6. In total our data set consists of 34336

events. In most cases, 5 or 6 ions were detected in coincidence. For the selected charge states, we

only obtained ∼ 10 full coincident measurements in which all 11 ions were detected.

S2 Correlation between proton and carbon ion momenta

In Figs. 1G and 1H, we demonstrated the correlated behavior of the H3 proton and the carbon

ion momenta by selecting different ranges of the H3 out-of-plane momentum. Similar momentum

correlations are also present between other atoms in the measured data. Figure S2 shows an overview

of the extracted correlations employing the iodine-nitrogen recoil frame. In each panel, we plotted

9



the mean value of the emission angle Θ of a specific carbon ion against the normalized out-of-plane

momentum of a specific proton as indicated in the panel titles. We obtained the mean value of Θ

by fitting a sum of five two-dimensional Gaussian distributions (one for each carbon ion) to the

angular emission distribution histogram (similar to the one shown in Fig. 1F) after filtering the

data set to the given range of the normalized out-of-plane momentum of the corresponding proton.

There are clear trends, such as cases where the out-of-plane emission of the protons and carbon

ions occurs in the same direction (e.g., for H6/C6) and other cases where the emission occurs into

opposite directions (e.g., H3/C6). The correlated behavior of the carbon ions and the H3 proton

indicated in Fig. 1E is depicted in the bottom row of Fig. S2 by the four panels. We omitted the C2

ion from this presentation due to the large spread of its angular emission distribution.

S3 Simulation

S3.1 XMDYN model

In order to simulate the Coulomb explosion, we employ the XMDYN simulation toolkit (revision

0.0-62-g4f4f5c8) (36). In XMDYN, the multiphoton multiple-ionization dynamics in the molecule

are modelled through a quantum-classical hybrid approach. Neutral atoms, atomic ions, and free

electrons are considered classical point particles; bound electrons are assigned to atomic orbitals

that are determined via electronic structure calculations for each atom individually via the XATOM

toolkit (36). When an electron is emitted, via either direct photoionization or Auger-Meitner decay,

it is removed from the corresponding orbital, and a new classical free electron is created in the

vicinity of the emitting atomic ion. The kinetic energy is computed from the binding energy supplied

by XATOM and the classical potential energy relations in the system. The conservation of the total

momentum is enforced by imprinting a recoil on the emitting atomic ion. This recoil is the only

effect that breaks the planar symmetry of the molecule beyond the GSFs, and causes the out-of-plane

momenta shown in Figs. 2E and 2F, where the GSFs are disabled. Atomic cross sections and decay

rates enter the ionization dynamics that are modelled by running multiple trajectories in a kinetic

Monte-Carlo scheme. Electron transfer processes between different atoms are incorporated via an

effective over-the-barrier model (30). Along each trajectories, particle positions are propagated

using Newton’s equations of motion according to the computed forces between the particles.
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Figure S5: Correlation among all protons H3 to H6 and carbon ions C3 to C6. Each panel

depicts (similar to Fig. 1H) the dependence between the out-of-plane momentum of a proton

normalized relative to the corresponding I4+ momentum (𝑥 axis) and the emission angle Θ of a

carbon ion, as defined in Fig. 1E (𝑦 axis). Each row corresponds to one of the protons, from top

to bottom H6, H5, H4, and H3. Each column corresponds to one of the carbon ions, from left to

right C3, C4, C5, and C6. The small icons indicate, which combination of carbon ion and proton

is covered in the corresponding panel. The error of the quantities displayed, as estimated from the

fitting, is smaller than the dot size of the data points.
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In our earlier modelling of the explosion dynamics for the same system, only Coulomb interac-

tions among the particles were considered (30). For the current work, the XMDYN toolkit has been

extended to also consider forces due to chemical bonds in the molecule. To that end, the chemical

bond potentials are approximated by using the reactive force field (ReaxFF) method (37,38). Specif-

ically, we interface the PuReMD (39) implementation of ReaxFF with XMDYN, by integrating the

forces provided by the force field into the dynamics computed by XMDYN. During the explosion,

the force field is linearly damped proportionally to the charges in the system, reaching zero once

4 electrons have been ionized from the molecule. This simulates the weakening of the chemical

bonds as the charging up of the molecule progresses. The choice of this cutoff charge has a minor

impact on the results, as discussed in section S3.3.

In order to apply ReaxFF, force-field parameters were determined for the iodopyridine molecule

starting from existing parameter tables (51–53). With the help of the JAX-ReaxFF framework (54),

force-field parameters were fitted to existing spectroscopic data (55) and to reference data computed

with XMOLECULE (56), employing the Hartree-Fock method and the 3-21G basis set (57,58). A

full table containing the fitted parameters is available in the data repository (46).

During the explosion, certain atoms come particularly close to each other. Specifically, this is the

case for the iodine atom and the carbon atom C2, as a consequence of the collision dynamics (40)

(see also the supplementary movie in Ref. (30)). To have a more realistic description of the

repulsion between these atoms when they come very close to each other, we also incorporated

exchange repulsion between carbon and iodine ions using the potential

𝑉exchange(𝑟) = 𝐴𝑒−𝑏𝑟 , (S2)

where 𝑟 is the distance between the two atoms, 𝐴 = 6647.6 eV and 𝑏 = 4.46 Å−1. The values for

𝐴 and 𝑏 have been determined by fitting the potential energy curve for an isolated I+ and C+ ion

computed via XMOLECULE (56) employing the Hartree-Fock-Slater approximation.

For the initial states of the trajectories, we draw 61652 samples of positions and momenta

from the ground-state Wigner distribution constructed from the ReaxFF force field in the harmonic

approximation. To give an impression on the magnitude of the ground-state fluctuations, the real-

space distribution of the initial state is visualized in Fig. S6 and the width of the distribution for

each atom is reported in Table S1.
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Element Position space Momentum space

Iodine 0.9 pm 4.4 a.u.

Nitrogen 4.3 pm 6.4 a.u.

Carbon 4.1 pm 6.5 a.u

Hydrogen 10.9 pm 2.8 a.u

Table S1: Average width (standard deviation) of the Wigner distribution for each element.

The parameters for the simulations are listed in Table S2.

The number of trajectories, the time step increment, and the number of time steps are numerical

parameters that have been chosen such that the simulations converge and behave consistently.

In contrast, the choice of the physical parameters was motivated by various considerations. The

photon energy is chosen equal to the experimental value of 2 keV. The pulse is linearly polarized

with a random orientation with respect to the molecule, in accordance with the random orientation

of the gas-phase molecules in the laboratory frame. The pulse duration is set to 10 fs (full-width at

half-maximum) with a Gaussian temporal profile, in agreement with earlier estimations (30). We

tuned the fluence to 1.5 × 1011 photons/𝜇m2 to optimize the number of trajectories falling in the

I4+/N2+ coincidence channel, based on XATOM calculations of single iodine atoms. We note that

simulations performed with different pulse durations (1 fs to 30 fs) and different fluences (0.5×1011

to 1.5×1011 photons/𝜇𝑚2) show that these two parameters have only a limited impact on the results.

For Figs. 2E and 2F, we generated another set of trajectories without GSFs. To remove the

GSFs, all the atoms are initially in the equilibrium ground-state position with zero initial velocity.

S3.2 Charging up of the molecule

Figure S7 shows the simulated average charge as a function of time during the exposure of the

molecule to the x-ray pulse, for the I4+/N2+ coincidence channel used in the main text. We see that

a total charge of more than 11 (on average one charge per atom) is reached about 10 fs after the first

ionization. This enormous ionization rate is instrumental for our ability to probe the GSFs and for

the validity of our model, as described in Section S3.3.
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Figure S6: Visualization of the position-space distribution of the molecule’s ground state. A)

View of the molecular plane, B) perpendicular view.
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Figure S7: Average total charge of the molecule for trajectories ending up in the I4+/N2+ coincidence

channel. The yellow area represents the shape of the x-ray pulse.
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Simulation software XMDYN (revision 0.0-62-g4f4f5c8)

Number of trajectories 61 652

Initial state Geometry and momenta sampled from

the ground-state Wigner distribution

Ground-state potential Harmonic approximation based on the Hessian

matrix computed with the reactive force field

Time step 1 as

Simulation duration 1 ps (106 time steps)

Photon energy 2 keV

Pulse temporal shape Gaussian

Photon polarization Linear, randomly oriented with respect to the molecule

Pulse length 10 fs (FWHM)

Polarization Random

Fluence 1.5 × 1011 photons/𝜇m2

Chemical bonds model ReaxFF (full parameter table in Ref. (46))

Force field scaling max
(
0, 1 − 𝑄tot

4𝑒

)
Pauli exchange potential 6647.6 exp

(
−4.46𝑟/Å

)
eV

Table S2: Parameters of the simulations.
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S3.3 Approximations of the model

The good agreement between the simulation and the experiment demonstrated in Figs. 2 and 3

indicates that all relevant processes are adequately included in our modeling, the most crucial

one being the Coulomb repulsion, which amplifies initial molecular out-of-plane deformations and

transfers them to the measured asymptotic momenta. In this Section, we discuss why we are able

to achieve this high level of agreement, despite employing an approximate model for the chemical

bonds of the molecule.

First, we model the disappearance of the bonds by progressively deactivating the force field,

completely removing it when a total charge of +4 is reached in the molecule. It turned out that for

charge values of 4 and higher, the exact value employed for this cutoff has only a very limited effect

on the outcome of our modeling. In order to demonstrate this, we performed simulations in which

the force field is turned off for different total charges. Figure S8 shows Newton plots of the C2+

and H+ ions for different cutoff charges between +3 and +17. The exact cutoff value has barely any

effect.

The low impact of the cutoff charge extends to the PCs of the distribution. To demonstrate this

fact, we show the PCs for different cutoff charges in Fig. S9. The PCs do not change qualitatively

when the cutoff charge is changed. However, the contribution of each PC is slightly different when

the cutoff is modified, as quantified by the explained variance (𝜎2) of each of them.

These simulations confirm that the choice of the cutoff charge does not have a significant impact

on the results and that the choice of a cutoff at a total charge of +4 is justified.

Our second approximation is that the force field that we are using corresponds to the molecule

being in its ground state. Therefore, we are neglecting the effect of distinct intermediate cationic or

vibrational states and the evolution of the dynamics on the corresponding potential energy surfaces

(PESs). While this may seem a drastic approximation, one has to consider that the ultrafast ionization

that we consider leaves only little time for any intermediate process to have an effect. To add a

more quantitative view, we can estimate on which time scale typical vibrational motion takes place

by looking at the period of the normal modes. The highest-frequency out-of-plane normal mode

has a period of 27.5 fs, whereas the time at which the molecule is ionized is of the order of 10 fs

(see Section S3.3 and Fig. S7). During this short time, several ionizations occur, so there is hardly
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Figure S8: Newton plots of the simulated momenta for different total charge cutoff for the deacti-

vation of the force field during the explosion. A-D. Carbon C2+ ions. E-H. Protons.

17



F
o

rc
e-

fi
el

d
 c

u
to

ff
 +

3
F

o
rc

e-
fi

el
d

 c
u

to
ff

 +
4

F
o

rc
e-

fi
el

d
 c

u
to

ff
 +

8
F

o
rc

e-
fi

el
d

 c
u

to
ff

 +
17

F
o

rc
e-

fi
el

d
 c

u
to

ff
 +

3

PC 1 - σ² = 5344 (a.u.) PC 2 - σ² = 2112 (a.u.) PC 3 - σ² = 896 (a.u.) PC 4 - σ² = 543 (a.u.)

F
o

rc
e-

fi
el

d
 c

u
to

ff
 +

4

PC 1 - σ² = 4837 (a.u.) PC 2 - σ² = 2026 (a.u.) PC 3 - σ² = 838 (a.u.) PC 4 - σ² = 558 (a.u.)

F
o

rc
e-

fi
el

d
 c

u
to

ff
 +

8

PC 1 - σ² = 4286 (a.u.) PC 2 - σ² = 1714 (a.u.) PC 3 - σ² = 777 (a.u.) PC 4 - σ² = 531 (a.u.)

F
o

rc
e-

fi
el

d
 c

u
to

ff
 +

17

PC 1 - σ² = 3050 (a.u.) PC 2 - σ² = 1324 (a.u.) PC 3 - σ² = 560 (a.u.) PC 4 - σ² = 354 (a.u.)

A

B

C

D

Figure S9: Dominant out-of-plane principal components of the distribution of momenta simulated

with different cutoff charges at which the force field is disabled. Under each principal component,

the associated explained variance (𝜎2) is stated.
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any time for the molecule to evolve on specific intermediate cationic-state PESs. The ionization

is fast enough for the Coulomb forces to become dominant practically immediately. In fact, as we

point out in Section S10, these conditions are only met when we consider coincidence-sets with

sufficiently highly charged ions, which in turn correspond to the extreme ionization rate show in

Fig. S7.

S3.4 Significance of the effect of the GSFs

We quantify the width of the out-of-plane momentum distributions shown in Figs. 2A-F by com-

puting the standard deviation 𝑤 of 𝑝𝑦 for the hydrogen and carbon ions. For the H+ ions, 𝑤 is

4.4± 0.1 a.u. for simulations without GSFs, whereas it is 20.3± 0.2 a.u. for simulations with GSFs.

For the C2+ ions, 𝑤 is 31.5±1.1 a.u. for simulations without GSFs and 127±1.2 a.u. for simulations

with GSFs. The uncertainty is the sampling error 𝐸𝑤 on 𝑤, which is calculated as

𝐸𝑤 =
1√︁

2(𝑁 − 1)

√︄
⟨𝑝4

𝑦⟩
⟨𝑝2

𝑦⟩
− ⟨𝑝2

𝑦⟩, (S3)

where 𝑁 is the number of detected ions of a given species in the I4+/N2+ coincidence channel. The

corresponding values obtained from the experiment are 38.7 ± 0.1 a.u. and 152.0 ± 0.4 a.u. for the

hydrogen and carbon ions, respectively. These values become 22.7 ± 0.1 a.u. and 107.0 ± 0.4 a.u.

after applying the filtering procedure described in section S12.

The difference in width between the simulation with and without GSFs is large (𝑤 is 4 times

larger when the GSFs are considered), while the error 𝐸𝑤 is comparatively small (less than 3% of

the difference). This shows that the inclusion of the GSFs has a statistically significant impact on

the width of the out-of-plane momentum distribution.

S4 Simulations at 250 K

In addition to the simulations presented in the main text, we performed simulations with a temper-

ature of 𝑇 = 250 K, which is a conservative upper bound for the temperature of the molecules in

the jet, as described in section S1.4.

We ran 55124 trajectories initiated from the finite-temperature Wigner distribution at𝑇 = 250 K.

The simulation method is otherwise identical to the one used in the main text and presented in
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section S3.

Figures S10A and S10B show, respectively, the leading in-plane and out-of-plane PCs for

𝑇 = 0 K, while Figs. S10C and S10D show, respectively, the leading in-plane and out-of-plane

PCs for 𝑇 = 250 K. The components are extremely similar regardless of the temperature. This

fact is further quantified by computing their mutual overlap 𝑆 (the absolute value of their scalar

product, 𝑆 = 1 corresponding to identical components), which are reported in Figs. S10E and S10F.

Except for the in-plane PC 4 and PC 5, which exhibit some mixing, the change in temperature

has no noticeable effect. Finally, Figs. S10G and S10H compare the fraction of explained variance

associated with each component. Again, the results are similar regardless of the temperature.

From the simulation, we conclude that a temperature of 𝑇 = 250 K has no significant effect

on the correlations between the momenta of the ions. In the experiment, the temperature of the

molecules in the jet is likely to be lower than𝑇 = 250 K. Therefore, we conclude that thermal effects

only play a negligible role in the explosion, and that the correlations seen in the final momenta are

overwhelmingly caused by the GSFs, confirming that we are imaging ground-state properties of

the molecule.

S5 Iodine-nitrogen recoil frame

The molecular recoil frame determined by the iodine and nitrogen ion emission is a simple and

powerful way to represent the experimental data in a visually accessible way, as demonstrated in

Fig. 1. However, this choice of frame has an impact on the variances of the data, as illustrated

in Fig. S11. Assuming a hypothetical ion emission pattern where only the iodine ion is emitted

out-of-plane (which violates momentum conservation but is useful for illustration purposes), a

pattern as in Fig. S11A emerges. By construction, the variance in this example can be described

by a single PC, illustrated in Fig. S11B. When these data are rotated into the iodine-nitrogen

molecular recoil frame, corresponding to the treatment of our experimental data, it enforces a zero

out-of-plane variance for the iodine and nitrogen momenta. Accordingly, most of the other ions now

have a significant out-of-plane momentum in this frame of reference (Fig. S11C), similar to what

we observe in Fig. 1. The corresponding PC exhibits a collective fluctuation in the out-of-plane

momenta (Fig. S11D).
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Figure S10: Comparison of PCs in the simulation at a temperature of 0 K and 250 K. A-B.

Principal components of the momentum distribution from the simulations in the ground state, at

0 K. C-D. Principal components of the momentum distribution from the simulations at 250 K, a

conservative upper bound for the temperature of the molecule in the experiment. E-F. Similarity

of the principal components obtained at the two temperatures, computed as the scalar product

between the components. G-H. Fraction of variance explained by each principal component for

both temperatures.
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A B

C D

Figure S11: Effect of the choice of molecular frame on PCs. Artificial measurements where

the iodine ion is emitted out-of-plane, while momenta of all other ions are fixed (relative to the

laboratory frame). A. and B. In the laboratory frame. A. Individual measurements in momentum

space. Each measurement is represented as a set of dots. B. Corresponding PC. C and D. In the

iodine-nitrogen recoil frame. C. Individual measurements in momentum space. Each measurement

is represented as a set of dots. D. Corresponding PC.
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This example demonstrates that the use of a recoil frame defined by marker ions can significantly

change the qualitative picture of the correlations between the ion momenta. In contrast, our approach

of fitting a model distribution (see section S6) is based on mutual momentum scalar products as

internal coordinates, and therefore the frame around which the fluctuations are considered is fitted

directly to the multidimensional data without the need to perform a coordinate transformation to

a different frame of reference. Therefore, the fitted model distribution addresses the momentum

fluctuations in a frame that is not biased by a choice of marker ions.

S6 Additional data filtering for fitting and reconstruction

The raw data obtained from the experiment have a wide, featureless, low-density contribution

underneath the localized spots, see Figs. 1A–D and Fig. S12A. It may originate from false coin-

cidences that were not filtered out by the applied momentum gates (see section S1), or belong to

cases where the charge-up induced by the x-rays happens along other fragmentation routes than in

the majority of cases (e.g., where some of the direct ionization did not happen on the iodine atom).

This contribution was found to reduce the quality of the results of our fitting procedure (see section

S6), and we therefore apply an additional filter to remove it. The procedure is described here for

the carbon ions, but the analogous procedure was used for protons.

We filter out subsets of ions measured in coincidence that involve the detection of an iodine

(I4+), nitrogen (N2+), and any number of carbon (C2+) ions. For each of those sets, we built all

possible triplets of the form (pI, pN, pC), where pC is the momentum of any of the measured C

ions. From these momentum triplets, we generate sextets of internal coordinates containing the

three momentum magnitudes and three relative angles,(
∥pI∥, ∥pN∥, ∥pC∥, ∢(pI, pN), ∢(pI, pC), ∢(pN, pC)

)
, (S4)

where ∢(·, ·) specifies the angle between two momenta. Since the norms and angles have different

units, we whiten the data. That is, we center each internal coordinate around its mean value and

divide it by its standard deviation. The whitened internal coordinates are unitless and have a

standard deviation equal to 1. We estimate the density at each point in this internal-coordinate

space by counting the number of neighbors in a 0.5 radius using nearest neighbor searches (59). If

a possible sextet has more than a threshold amount of neighbors, we keep it, otherwise we discard
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it. Based on visual inspection, we chose the threshold to be 5 for carbon atoms, and 15 for hydrogen

atoms, which have a higher density.

We started with a data set with 34336 shots; after filtering the low-density regions, 8060 remain.

The effect of the procedure is illustrated in Figs. S12A-B (carbon ions) and Figs. S12D-E (protons).

Notably, it removes most of the large halo visible in the raw data (Figs. S12A and S12D) under the

carbon ions and protons.

Moreover, when the low-density contribution is removed, the agreement between the simulation

and the experiment is particularly good, as shown in in Figs. S12C and S12D (carbon ions) and

Figs. S12G-H (protons).

S7 Fitting algorithm

To reconstruct the full dimensionality of the momentum distribution from the experimentally

measured data, we fit a 33-dimensional multivariate Gaussian distribution to the recorded momenta.

For this, several challenges of the experimental data need to be overcome:

1. Ions of different elements have different masses, thus their asymptotic momenta have very

different magnitudes potentially biasing the analysis toward either light or heavy atoms.

2. The orientation of the molecules in the laboratory frame is random and thus unknown for a

given shot.

3. Only a subset of all created ionic fragments is measured in coincidence in each x-ray shot,

due to the limited detection efficiency of the detector.

4. Ions of the same element are indistinguishable from each other (i.e., the initial atomic site

from which a given ion originates is unknown).

To perform a successful fit despite these limitations, we parameterize the distribution of mo-

menta as follows: First, we weight each momentum by the inverse square root of the ion’s mass.

Hence, we define the weighted momenta as p𝑎 =
√
𝑚𝑎v𝑎, where v𝑎 is the velocity of the detected

ion 𝑎 and 𝑚𝑎 its mass. This allows a balanced treatment despite the fact that the ions have different

masses. Second, we use scalar products between the weighted momenta, as they are independent
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filtering. B. Experimental data after filtering. C. Simulation data. D-F. Protons. D. Experimental

data before filtering. E. Experimental data after filtering. F. Simulation data.
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of the rotation (i.e., laboratory-frame orientation) of the molecule. We consider all possible scalar

products
(
p𝑎 · p

𝑏

)
, where the ions 𝑎 and 𝑏 are detected in coincidence. Third, we use statistical

moments of the distribution of scalar products including mixed moments involving scalar product

of different pairs of ion momenta up to a given moment order. An example of such a scalar-product

moment of order two is

⟨
(
p𝑎 · p𝑏

) (
p𝑐 · p𝑑

)
⟩. (S5)

Since the moments only involve a limited number of ions (in the given example, the ions 𝑎, 𝑏, 𝑐,

and 𝑑), they are computed based on shots in which all the necessary ions were detected and are

unaffected by the ions that remain undetected. Finally, we compute the moments per element, rather

than per atom. Therefore, the indistinguishability of atoms of the same element in the experiment is

not a problem. We name these moments the per-element moments of the scalar products (PEMSPs).

By construction, they avoid all the limitations of the experimental data and can be used to fit a

Gaussian model. Below we show how the PEMSPs are computed in practice, and we describe how

we compare the PEMSPs computed from the experimental data and from a Gaussian model to

perform the fit.

S7.1 Computing the PEMSPs from experimental data

The PEMSPs are calculated in the following steps. We filter the data as described in section S6.

From the filtered data set, we compute the scalar products between the weighted momenta p𝑎 of

each pair of ions in a single measurement, and label them by the elements forming the pair. As an

example, say we measure three ions in coincidence (I4+, C2+, C2+) in a number of shots. This leads

to six scalar products, namely (
p𝐼 · p𝐼

)
,
(
p𝐼 · p𝐶

)
,
(
p𝐼 · p𝐶′

)
(S6)(

p𝐶 · p𝐶

)
,
(
p𝐶 · p𝐶′

)
(S7)(

p𝐶′ · p𝐶′
)
. (S8)

We then compute statistical moments of the scalar-product distribution. In general, a moment

𝑀i, of order 𝑛, is specified by pairs of measured ions that define the corresponding scalar products,

i = {(𝑎1, 𝑏1), (𝑎2, 𝑏2), . . . , (𝑎𝑛, 𝑏𝑛)}. (S9)
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Note that some scalar products, in the example
(
p
𝐶
· p

𝐶

)
and

(
p
𝐶′ · p

𝐶′

)
, are equivalent. We

can, however, distinguish between the scalar product of one carbon ion momentum with itself

(
(
p
𝐶
· p

𝐶

)
) and the scalar product between the momenta of two different carbon ions (

(
p
𝐶
· p

𝐶′

)
),

since they are detected in coincidence. To account for the equivalence of atoms of the same elements,

we average over all equivalent moments. For the previous example, this means

𝑀{(𝐼,𝐶′),(𝐶,𝐶′)} =
1

𝑁shot

∑︁
𝑘

1
2

( (
p𝐼 · p𝐶′

) (𝑘) (p𝐶 · p𝐶′
) (𝑘) + (

p𝐼 · p𝐶

) (𝑘) (p𝐶′ · p𝐶

) (𝑘))
, (S10)

where the sum over 𝑘 runs over all 𝑁shot measurements and
(
p𝑎 · p

𝑏

) (𝑘) is the momentum scalar

product from the 𝑘th in-coincidence measurement of ions with element types 𝑎 and 𝑏.

In general, a moment is computed as (60)

𝑀i =
1
𝑍i

∑︁
𝑘

∑︁
j in 𝑘
j∼i

∏
{𝑎,𝑏}∈j

(
p𝑎 · p𝑏

) (𝑘)
, (S11)

where the product
∏

{(𝑎,𝑏)}∈j runs over all ion pairs within label j, the sum over j runs over all labels

that are indistinguishable from i in measurement 𝑘 , the sum 𝑘 runs over all measurements, and 𝑍i is

the total number of contributions to the moment, from all measurements (for example, 𝑍i = 2𝑁shot

in Eq. (S10)).

The moments are computed using an implementation of online-statistics algorithms (61). Due to

the high number of shots and the large number of possible ion combinations, it is necessary to limit

the required memory to a manageable amount by using such online approach, which only consider

one measurement at a time, updating a running tally for all the moments. This procedure yields a

set of PEMSPs that characterize the distribution of ion momenta as measured in the experiment.

S7.2 Computing the PEMSPs from a Gaussian model

We consider a 3𝑁 multivariate Gaussian model, defined by the vector of mean values 𝝁 and the

covariance matrix 𝚺. The probability density for this model is (60)

𝑔(p) = 1
𝑍

exp
[
−1

2
(p − 𝝁)𝑇𝚺−1(p − 𝝁)

]
, (S12)
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with the normalization constant 𝑍 =
√︁
(2𝜋)3𝑁 det𝚺. In Eq. (S12) the concatenated weighted-

momentum vector,

p =

©­­­­­­­­­­­­­­­­­­­«

p𝐼

p𝑁

p𝐶2
...

p𝐶6

p𝐻3
...

p𝐻6

ª®®®®®®®®®®®®®®®®®®®¬

, (S13)

is used, where p𝑎 is the three-dimensional weighted momentum of ion 𝑎.

The joint distribution of all scalar products generated from the Gaussian weighted-momentum

distribution in Eq. (S12) is

𝑔SP(s) =
∫

d3𝑁 𝑝
∏

𝑎≤𝑏≤𝑁
𝛿(𝑠𝑎𝑏 − p𝑇

𝑎p𝑏)𝑔(p), (S14)

where the vector s is an 𝑁 (𝑁 + 1)/2-dimensional vector containing scalar-product values 𝑠𝑎𝑏 for

all combinations of ions 𝑎 and 𝑏, 𝛿(·) is the 𝛿 distribution, and the integration is over the full

3𝑁-dimensional momentum space (𝑁 = 11). The characteristic function (60) of this distribution is

𝑔̃SP(s) =
1
𝑍

∫
d3𝑁 𝑝 exp

[
−1

2
(p − 𝝁)𝑇M(k) (p − 𝝁) − 𝑖𝝁𝑇A(k)p

]
, (S15)

where k is an 𝑁 (𝑁 + 1)/2-dimensional vector in Fourier space with element 𝑘𝑎𝑏 (one element for

each pair of ions). Moreover,

M(k) = 𝚺−1 − 𝑖A(k), (S16)

and

A(k) =

©­­­­­­­«

2𝑘111 𝑘121 · · · 𝑘1𝑁1

𝑘121 2𝑘221 · · · 𝑘2𝑁1
...

...
. . .

...

𝑘1𝑁1 𝑘2𝑁1 · · · 2𝑘𝑁𝑁1

ª®®®®®®®¬
, (S17)
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where 1 is the 3×3 identity matrix. The symmetric matrix A(k) is used to represent a sum of scalar

products between 3-dimensional weighted momenta, as

1
2

p𝑇A(k)p =
∑︁

𝑎≤𝑏≤𝑁
𝑘𝑎𝑏p𝑇

𝑎p𝑏 . (S18)

The integral in Eq. (S15) can be performed analytically (62), yielding

𝑔̃𝑆𝑃 (k) = [det𝚺M(k)]−
1
2 exp

[
𝑖

2
𝝁𝑇A(k) 𝝁

]
exp

[
−1

2
𝝁𝑇A(k) M−1(k) A𝑇 (k) 𝝁

]
, (S19)

Using Eq. (S19), any statistical moment of the 𝑁 (𝑁 + 1)/2-dimensional distribution of scalar

products is retrieved as (60)

𝑚{(𝑎1,𝑏1),(𝑎2,𝑏2),... } = ⟨
(
p𝑎1 · p𝑏1

) (
p𝑎2 · p𝑏2

)
. . . ⟩ = (−𝑖) 𝜕

𝜕𝑘𝑎1,𝑏1

(−𝑖) 𝜕
𝜕𝑘𝑎2,𝑏2

. . . 𝑔̃SP(k)
���
k=0

. (S20)

To take into account the fact that in the experiment, each ion cannot be identified with a specific

atom in the molecule, we average the computed moments over all equivalent labels arising from

indistinguishable ions. This yields the PEMSPs,

𝑀i = ⟨𝑚j⟩j∼i, (S21)

where ⟨·⟩j∼i means averaging over equivalent labels. In the following, we consider these PEMSPs as

explicit functions of the parameters of the Gaussian weighted-momentum distribution [Eq. (S12)],

i.e., 𝑀i(𝝁,𝚺).

S7.3 Initial guess

Before performing the fitting, an initial guess has to be made. For the experimental data, we fit

a mixture of a three-dimensional Gaussian distributions (a sum of Gaussian distribution) to the

filtered momenta in the iodine-nitrogen recoil frame (Fig. S12B). We then use the resulting mean

values as a guess for 𝝁 and the resulting variances as a guess for the 3 × 3 block diagonal of

the covariance matrix 𝚺. With this guess, some diagonal elements would be zero, namely the

components corresponding to the variance of the iodine momentum along the 𝑥 and 𝑦 axes and

the variance of the nitrogen momentum along the 𝑦 axis, due to the definition of the frame. For

these diagonal elements, we take 10% of the total variance of the respective ions along the other

directions as initial guess. This prevents the covariance matrix guess 𝚺 from being singular.
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S7.4 Loss function

In order to fit the PEMSPs modelled by the Gaussian distribution, 𝑀i, to the experimental PEMSPs,

𝑀i, we need to define a loss function. This loss function must suitably handle moments of widely

different magnitude and order in a balanced way. In addition, it has to be considered that the

experimentally determined moments can have statistical errors that cover a wide numerical range,

because moments involving many different momentum scalar products depend on in-coincidence

measurements of the corresponding ions, whose statistics become lower the more ions are involved.

We achieve this by employing for each moment the sum of the squared difference of the moments(
𝑀i(𝝁,𝚺) − 𝑀i

)2
and the squared standard error for the experimental moment 𝛿𝑀2

i . We form the

ratio of this sum to the squared standard error and take the 𝑛th root for moments of order 𝑛. For

each moment considered, this results in the individual loss contribution

𝐷i(𝝁,𝚺) =
©­­«
(
𝑀i(𝝁,𝚺) − 𝑀i

)2
+ 𝛿𝑀2

i

𝛿𝑀2
i

ª®®¬
1
𝑛i

− 1, (S22)

where 𝑛i is the order of moment 𝑀i. The shift by −1 enforces the convention that perfect agreement

(𝑀i = 𝑀i) has a loss of exactly zero.

We combine the loss terms for the individual moments in a way that adaptively reduces weights

on moments that are already very well approximated. We consider individual moments computed

from the model to be well approximated when the absolute difference to the experimental moment

is smaller than twice its standard error. Taken together, we employ the total loss function

𝐿 (𝝁,𝚺) =
[

1
𝑁PEMSP

∑︁
i
𝛼

(
𝑀i(𝝁,𝚺), 𝑀i

)
𝐷i(𝝁,𝚺)

] 1
2

(S23)

where 𝑁PEMSP is the number of moments considered, and 𝛼(𝑀i, 𝑀i) is the damping term

𝛼(𝑀i, 𝑀i) =


0.01 if |𝑀i − 𝑀i | < 2𝛿𝑀i,

1 otherwise.
, (S24)

which reduces the effect of terms that already have a low individual loss compared to the statistical

error on the experimental moment.

We minimize this loss function using the limited-memory Broyden–Fletcher–Goldfarb–Shanno

algorithm implemented in the Optim julia package (63). This requires the gradient of the loss
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function with respect to all of the parameters, namely the mean 𝝁 and the covariance matrix 𝚺 of

the Gaussian distribution. Using the 𝚺 matrix directly causes problems, when the matrix becomes

nonsymmetric or not positive definite. Therefore, we employ the Cholesky decomposition of the

covariance matrix, 𝚺 = LL𝑇 and use the lower triangular matrix L as parameter, ensuring that

𝚺 is always symmetric and positive definite. The gradient is computed using the Zygote julia

package (64), and implementing custom differentiation rules for most of the internal functions with

the ChainRules julia package (65).

The number of moments grows extremely rapidly with moment order, making the usage of high

moment order unpractical and computationally very expensive. Therefore, for the results shown in

the main text, we restrict ourselves to a maximal moment order of 3. Because this involves maximally

three mutual scalar products, combined information of up to 6 ions measured in coincidence is

considered in the fit.

A high moment order is expected to be necessary when the molecule being imaged contains

many atoms of the same species. In this case, the number of different PEMSPs depends mostly

on the number of species in the molecules, as the moments are averaged over all indistinguishable

atoms. To get more distinct PEMSPs, and thus more information about the distribution, a possibility

is therefore to increase the maximal moment order considered in the fitting. In turn, this comes

with experimental challenges, as an accurate estimation of higher order moments requires better

statistics.

S7.5 Limitations of the fit

The main assumption of the fit is that the momentum distribution follows a Gaussian distribution.

This approximation holds well for the data used in this work. However, the Coulomb explosion

of some molecules may produce data that has a non-Gaussian distribution. This is expected, for

example, if the system is probed while being in a state where its nuclear wave packet is split: in this

case the resulting distribution would be bimodal, which is not compatible with the assumption of a

Gaussian distribution.

In principle, this limitation can be lifted by considering more general distributions (e.g., a sum

of Gaussian distributions to model bimodal data). Fitting to a more complex distribution may then

in turn require better statistics or higher level of coincidence in the measurements.
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Furthermore, even at the level of a Gaussian model of the data, the fit is uniquely determined

only up to the first few leading PCs. This is a standard limitation due to finite sampling: Higher

statistics are necessary to reliably reconstruct more PCs.

S8 Application of the fitting to the simulated data

In order to test the validity of the method, we first apply it to the simulated data, for which the

input is known, before fitting the experimental data. When applying the algorithm on the simulation

data, to obtain the PCs shown in Fig. 3, we reproduce the detection conditions of the experiment.

Ions only have a 60% probability to be detected, corresponding to the detector efficiency in the

experiment, and we discard all ions that do not have the respective charge (+4 for iodine, +2 for

nitrogen and carbon, and +1 for hydrogen). We discuss the effect of this reduction of the simulation

data in more detail in section S8.3.

S8.1 Initial guess

As an initial guess for the simulation data, we use the computed mean values and variances as

starting points for 𝝁 and the diagonal entries of the covariance matrix 𝚺. All off-diagonal entries

of the covariance matrix were initially set to zero. This starting point thus assumes that all ion-

momentum coordinates are uncorrelated.

S8.2 Convergence

In order to assess the quality of the fitting procedure, we first test it on the simulated data. For the

test we consider the momentum distribution data where one I4+, one N2+, and at least one C2+ or H+

appear; i.e., the charge state of additional carbon and hydrogen ions is ignored (see the discussion in

section S8.3 on how this momentum distribution differs from the one obtained in the measurement).

Figures S13A and S13B show the dominant in-plane and out-of-plane PCs, respectively, computed

from the full simulated data set. We then artificially introduce limitations in the data set, similar to

the ones known to affect the experimental data (see above). Specifically, we sampled the momentum

sets of 106 randomly oriented molecules, considered all possible 6-ion coincidence subsets from it to

mimic the coincidence level obtained in the experiment, and removed the knowledge about the initial
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site of the ions. The dominant PCs reconstructed from these limited data are shown in Figs. S13C

and S13D. The three dominant in-plane and the three dominant out-of-plane components explain

more than 80% of the variance in the data (see Figs. S13E and S13F). Figures S13G and S13H

quantify the overlap 𝑆 of the PCs from both analyses, defined as the absolute value of their scalar

product. A perfect agreement corresponds to 𝑆 = 1.0. The fit reproduces the original distribution

very well for many of the PCs. The in-plane PCs are reproduced with a lower quality, except for

in-plane PC 1. This is expected, as the PCs corresponding to the highest explained variance are the

easiest to reconstruct and out-of-plane PCs explain more variance than the in-plane PCs, as shown

in Figs S13E and S13F. The explained variance of in-plane components 2 and 3 is only less than

0.05. The successful reconstruction of the momentum distribution establishes that it is possible to

extract the main characteristics of the full momentum distribution of 11 ions from data including

only coincidence information on a much smaller number of ions.

To investigate the convergence of the algorithm, Figs. S14A and S14B show how the loss function

varies during the fitting for the experimental and simulated data, respectively. As expected, the value

of the loss function converges to zero after a few thousand iterations.

For the simulation data, we can study the convergence of the algorithm in more detail, since we

can use the full data set as a reference distribution. In s case, we quantify the dissimilarity between

the reference and the reconstructed distribution using the Kullback-Leibler divergence (KLD) 𝐷KL,

which is defined as (60)

𝐷KL(𝑔∥𝑔ref) =
∫

d3𝑁 𝑝 𝑔(p) ln
(
𝑔(p)
𝑔ref (p)

)
(S25)

for a momentum probability distribution 𝑔(p) and a reference distribution 𝑔ref (p). The KLD is 0

when the probability distribution 𝑔(p) matches the reference perfectly; otherwise, it gives a measure

for the information difference between the two distributions.

In Fig. S14B, we show the KLD from the reference together with the loss function for the fit

to the simulation data. We see that, as expected, the dissimilarity between the fitted model and the

reference mostly steadily decreases, similar to the loss function.

We also inspect the KLD to explore the effect of using different restrictions on the maximum

coincidence order and maximum moment orders considered. In Fig. S14C, we show how the

quality of the fitted model changes when we limit the coincidence order. The plot shows that using
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Figure S13: Comparison of the fits using the full and the limited simulated data sets. A-

B. Principal components of the momentum distribution from the simulations, computed directly

from the complete data, where the laboratory-frame rotation and the ion identity are known. C-

D. Principal components of the momentum distribution, reconstructed using our algorithm, with

information similar to that available in the experiment, i.e., only information on 6 ions is covered, the

original ion location inside the molecule is unknown, and the molecule has a random and unknown

rotation. E-F. Fraction of variance explained by each principal component for both procedures. G-

H. Similarity of the principal components obtained with the two methods, computed as the scalar

product between the components.
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a coincidence order of at least 3 significantly improves the reconstruction, while using a higher

coincidence order has a comparatively minor impact. We note that increasing the coincidence

order does not always leads to strictly better KLD, but the changes beyond coincidence order 3

are comparatively small. It is possible that, when a more general distribution (i.e., a non-Gaussian

distribution) is fitted, the fit procedure might benefit from a higher coincidence order.

In Fig. S14D, we show the effect of changing the maximum moment order. As can be seen,

using a higher maximum moment order slightly worsens the reconstruction. This is expected, as

high-order moments are more sensitive to the effect of finite sampling than lower order ones.

Taking them into account leads to overfitting that can counterbalance the benefit of including more

information in the fit procedure. However, the limited effect on the quality of the reconstruction

shows that, with our choice of loss function, this has no significant negative effect. We expect that

when considering experiments with more statistics, a higher moment order leads to an overall better

fit. In conclusion, we are working with a range of parameters for which the reconstruction yields

consistently good and stable results, particularly for the out-of-plane PCs.

S8.3 PCA of the simulation data

In this article, we fit a Gaussian model to the distribution of measured asymptotic momenta of ion

tuples that match the selected coincidence channel (i.e., I4+/N2+ and any number of ions of type

C2+/H+). This procedure can be performed for the experimental data and for the simulation data,

yielding the mean 𝝁 and covariance matrix 𝚺 of the respective distributions. The PCs are then

computed as the eigenvectors of the covariance matrix 𝚺.

In general, each combination of ion charge states may result in a different momentum distribu-

tion. Multiple combinations of ion charge states contribute to the measured distribution of momenta

since only subsets of ions are detected and the charge states of the undetected ions remain unknown.

To explore how the unknown charge states of undetected ions affect the momentum distribution, we

tested an alternative procedure and pick simulation data in which all momenta are taken into account

if I4+, N2+, and at least one C2+ or one H+ ion are formed. This generalizes the data set including

also ions (and neutral atoms) in the data analysis that do not have the charge state imposed by the

given coincidence criterion. This procedure allows us to apply the PCA analysis on the simulation

data without performing a fit based on the simulated measurements.
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Figure S14: Convergence of the algorithm. A. Loss function during the fitting of the experimental
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component. I. Overlap between the computed and reconstructed principal components.

The out-of-plane PCs obtained for the momentum distributions in Figs. S15A-S15D are com-

pared with those PCs obtained from the fit based on the simulated measurements shown in

Fig. S15E-S15H. The first three PCs are in close agreement, both in terms of their shape and

explained variance, whereas the fourth one is different. This is further illustrated by the overlap

matrix shown in Fig. S15I.

The comparison shows that the out-of-plane momentum distribution is only slightly influenced

by the fact that the charge state of undetected ions is unknown. We can thus conclude that the

33-dimensional distribution generated by measuring only the specific subset of ions (covering I4+,

N2+, and at least one C2+ or one H+) is representative of the distribution of ions where the undetected

carbon and hydrogen ions may have any charge state. This result is a consequence of the efficient

charge redistribution in the molecule during the ionization dynamics and the subsequent Coulomb

explosion. For a given charge state, it leads to similar ion momenta regardless of how the charge is

distributed among the undetected ions.

In general, however, the unknown charge states of undetected ions can be a challenge for both the

theory and the data analysis. The charge of undetected ions might have an impact on the resulting
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momentum distributions. Covering such effects would require generalizing the fit procedure to

consider all relevant combinations of ion charge states. This poses further challenges also for the

simulation, since it is hard to gather sufficient statistics for a specific charge state.

S9 Mode contributions

S9.1 Linear mapping

In Fig. 4, we show the mode contributions of the out-of-plane NMs to the out-of-plane PCs in the

simulation. The mode contributions are given by the sum of squared correlation coefficients,

𝑟2
𝑖 𝑗 = cor

[
𝑟𝑖, 𝑃 𝑗

]2 + cor
[
𝑝𝑖, 𝑃 𝑗

]2
=

cov
[
𝑟𝑖, 𝑃 𝑗

]2

var[𝑟𝑖] var
[
𝑃 𝑗

] + cov
[
𝑝𝑖, 𝑃 𝑗

]2

var[𝑝𝑖] var
[
𝑃 𝑗

] , (S26)

where cor[·, ·] is the Pearson correlation coefficient, cov[·, ·] denotes the covariance, and var[·]

denotes the variance. We obtain the mode contributions by considering the linear model

𝑃 𝑗 − ⟨𝑃 𝑗 ⟩ =
∑︁
𝑖

[𝐴 𝑗𝑖 (𝑟𝑖 − ⟨𝑟𝑖⟩) + 𝐵 𝑗𝑖 (𝑝𝑖 − ⟨𝑝𝑖⟩)], (S27)

where ⟨·⟩ specifies mean values. The coefficients 𝐴 𝑗𝑖 and 𝐵 𝑗𝑖 are fit parameters of the linear model.

Using the statistical independence of the NM coordinates 𝑟𝑖 and 𝑝𝑖, they can be expressed through

covariances and variances, leading to

−⟨𝑃 𝑗 ⟩ =
∑︁
𝑖

cor
[
𝑟𝑖, 𝑃 𝑗

] √︄
var

[
𝑃 𝑗

]
var[𝑟𝑖]

(𝑟𝑖 − ⟨𝑟𝑖⟩) + cor
[
𝑝𝑖, 𝑃 𝑗

] √︄
var

[
𝑃 𝑗

]
var[𝑝𝑖]

(𝑝𝑖 − ⟨𝑝𝑖⟩)
 . (S28)

Taking the variance of both sides of Eq. (S28) yields

var
[
𝑃 𝑗

]
=
∑︁
𝑖

{
cor

[
𝑟𝑖, 𝑃 𝑗

]2 var
[
𝑃 𝑗

]
+ cor

[
𝑝𝑖, 𝑃 𝑗

]2 var
[
𝑃 𝑗

]}
, (S29)

which, using Eq. (S26), means that ∑︁
𝑖

𝑟2
𝑖 𝑗 = 1. (S30)

Additional variations in the momenta that are not caused by the GSFs or that are beyond the linear

model of Eq. S28 will cause the right-hand side of Eq. S30 to differ from unity. The individual

terms in this sum, 𝑟2
𝑖 𝑗

, can be read as contributions from fluctuations in NM 𝑖 to the variance along

final-momentum PC 𝑗 .

38



In Fig. S16, we show mode contributions for all combinations of NM and principal components

of the final momentum after the Coulomb explosion. We see that there is no cross-contribution

between in-plane and out-of-plane, as one expects from the consideration that initial out-of plane

structure fluctuations are mainly responsible for out-of-plane momenta. Most of the in-plane PCs

are only weakly correlated with in-plane NM coordinates, with some exceptions, for example, the

NM at 7.2 THz. The main feature of this NM is to shift the iodine atom sideways in plane relative

to the pyridine ring. This effect is amplified via ion collision during the explosion (40), leading to

a strong relationship with the PCs that relate to this collision.

Figure S16 shows the total mode contribution of all NMs to each PC. The total contributions

to all out-of-plane PCs are close to 1, while it is significantly smaller for the in-place PCs. This

indicates that the NMs map linearly to the out-of-plane PCs, however, the in-plane PCs can only

partially be attributed to GSFs using a linear model.

S9.2 Limitations for the identification of NM features

In this work, we rely on the simulations to connect the experimental data to the GSFs, but not all

relevant interactions are perfectly simulated. Chemical forces are computed with the reactive-force-

field method described in section S3, but one cannot expect that they accurately represent non-

Coulombic effects in intermediate cationic states of the molecule. Neglecting such non-Coulombic

effects is valid as long as the explosion is sufficiently violent, such that Coulomb interaction

dominates the dynamics. This is demonstrated in Section S10 where we show that the simulation

for lower total charge on the molecule matches the experimental data to a smaller extent.

In the future, this limitation can be overcome by using even more intense and shorter x-ray

pulses, resulting in more violent explosions that are easier to simulate accurately within the current

framework, or by refinement of the theoretical model itself. Since both of these aspects are currently

under active improvement, we are optimistic in our future ability to map measured correlations in

the momentum distribution and the ground-state of the molecule.

In fact, thanks to the linear relationship between the out-of-plane PCs and out-of-plane NMs

(section S9.1), a quantitative agreement between the simulation and experiment would in principle

enable us to uniquely determine the out-of-plane NMs from the measurement.
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S10 Reconstruction with low-charge states

In the main text, we study the I4+/N2+/C2+/H+ coincidence channel. Here, we perform the same

analysis on the I+/N+/C+/H+ coincidence channel, and show that this leads to significant discrepan-

cies between experiment and simulation. We applied the fit algorithm to the experimental data with

charge states I+/N+/C+/H+, which we analyzed in our previous work (30). The resulting leading

out-of-plane components are shown in Figs. S17A-S17D.

In order to generate corresponding simulation data, we simulate the explosion using the same

parameters as described in Table S2, but with a lower fluence (7.5×1010 photons/𝜇m2), to increase

the probability to generate the charge state of interest. The leading out-of-plane PCs that we obtain

from the fitting algorithm are shown in Figs. S17E-S17H. We see that, despite using the same data

treatment as for the higher charge-state data, the results do not match. This is further demonstrated by

the matrix of overlaps, shown in Fig. S17I, which has little in common with the identity matrix that

would correspond to perfect agreement with experiment. The only matching PCs are experimental

PC 7 and simulation PC 2, stemming from the collision between C2 and I, which was described in

Ref. (40).

We explain this discrepancy by the presence of non-Coulombic effects that are not included

in the simulation, the main one being the impact of the potential energy surfaces of intermediate

cationic states, i.e., the residual chemical bonds during the explosion. These residual bonds are not

perfectly reproduced and are generally hard to model. In the simulation, we employed a reactive

force field that is optimized for a neutral molecule, in combination with Coulomb forces among

the ions. The force field is switched off for total molecular charge states of +4 or higher, assuming

that Coulomb forces govern the dynamics, and residual chemical bonds do not play a significant

role anymore. This approximation is valid if the charge in the molecule is high enough and can be

considered the essence of Coulomb explosion imaging.

A sufficiently high final charge in all the atomic ions implies that the charge-up of the molecule

occurs fast, such that intermediate charge states in which pure interatomic Coulomb forces do not

govern the dynamics are negligible. In this scenario, all electrons relevant to molecular bonding are

removed before chemical bonds have time to significantly affect the dynamics of the explosion. Our

results indicate that this approximation is valid when highly charged ions, such as those considered
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Figure S17: Principal components of the distribution of asymptotic momenta for lower molecu-

lar charge. A-D. Reconstructed from the experimental data of the coincidence channel I+/N+/C+/H+.

E-H. Computed from respective simulated data. 𝜎2 represents the variance explained by the re-
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in the main text, are available; but it starts to become invalid for the charge states considered in

Fig. S17.

S11 Reproducing the correlation depicted in Fig. 1

In Fig. 1, we show that the H3 proton emission direction is correlated with the emission direction

of the carbon ions, when the data is inspected in the iodine-nitrogen recoil frame. We use the model

fitted to the experimental data to gain further insight into the source of the observed correlations.

Figure S18A summarizes the dependencies, as found directly by analysing the experimental

data, while Fig. S18B shows the correlations according to the fit. To get the latter result, we sampled

100’000 momenta from the fitted Gaussian distribution and rotated them into the iodine-nitrogen

frame, before filtering the data based on the emission direction of the H3 proton. The fitted model

does not match the experimental data perfectly, in particular the correlation with the C5 carbon ion

is exaggerated. Such discrepancies are expected, as the fit is not performed in the recoil frame and

cannot be expected to focus on the features that are most visible in this representation of the data.

Furthermore, it turns out, the full dimensionality of the fitted model is not required to reproduce the

core of the feature shown in Fig. S18A. A projection onto a single dimension, namely along PC 5,

already fully describes the overall trends shown in Fig. S18C, meaning that all carbons ions have

the correct qualitative behavior. We also look at the correlations of the fitted distribution projected

onto the complementary subspace (without PC 5). In this case, as shown in Fig. S18D, the trend is

not reproduced, further confirming that the feature observed in Fig. 1H is a consequence of PC 5.

In Figure S18E, we show PC 5 as it is obtained from the fitted model. Note that, since the

reconstruction does not rely on the recoil frame, the out-of-plane momenta of the iodine and

nitrogen ions are not restricted to the molecular plane. In this representation, the relation to the

feature shown in Figs. S18A-C (and Fig. 1H) is not obvious. However, after rotating PC 5 into

the recoil frame, the correspondence with the correlated pattern in Fig. S18A becomes clear, as

shown in Fig. S18F. The C3 and C4 ion momenta now point towards the same direction as the H3

proton momentum, while the C5 and C6 ion momenta point in the opposite direction. Our analysis

reveals that the correlation feature shown in Fig. 1H can be understood from the strong out-of-plane

component of the iodine and nitrogen in combination with rotation into the iodine-nitrogen-recoil

43



Experimental PC 5

Experimental PC 5
(recoil frame)

Simulation PC 6

Simulation PC 6
(recoil frame)

NM at 16.5 THz

NM at 36.3 THz

H3 normalized
momentum py

−0.05 0.00 0.05

Θ
 (

de
g)

40

60

80

100

120

140

Experiment

H3 normalized
momentum py

−0.05 0.00 0.05

Fitted model

H3 normalized
momentum py

−0.05 0.00 0.05

Contribution of PC 5

H3 normalized
momentum py

−0.05 0.00 0.05

Model without PC 5

NMs (THz)

5.
3

14
.4

16
.5

26
.1

27
.1

32
.0

34
.9

36
.3M

od
e 

co
nt

rib
ut

io
n 

r²

0.0

0.1

0.2

0.3

C3

C4

C5

C6

A B C D

E

F

G

H

J

K

I

Figure S18: Explanation of the correlations highlighted in Fig. 1H. A. Correlations between

the emission direction of the H3 ion and the carbon ions from a direct analysis of the experimental

data. (reproduced from Fig. 1H). B. Correlations according to the Gaussian model fitted to the

experimental data. C. Contribution to the correlations from experimental PC 5. D. Correlations

according to the model when PC 5 is removed. E. Experimental PC 5. F. Experimental PC 5 in the

iodine-nitrogen recoil frame. G. Simulation PC 6. H. Simulation PC 6 in the iodine-nitrogen recoil

frame. I. Contributions of all NMs to simulation PC 6. J-K. Most contributing NMs to simulation
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frame (see also section S11).

In order to shed further light onto the NMs underlying the correlations observed after the

Coulomb explosion in momentum space, we revisit our full Coulomb explosion simulations. We

find a single simulation PC with the same strong nitrogen-iodine pattern, namely simulation PC 6,

displayed in Fig. S18G. Indeed, experimental PC 5 and simulation PC 6 look very similar when

expressed in the recoil frame, as seen in Figs. S18F and S18H. Therefore, we use simulation PC 6

to trace back the possible origin of correlations between the emission direction of the H3 proton

and the carbon ions. We compute the contribution of each NM to simulation PC 6, as described in

section S9, and plot them in Fig. S18I. The contributions are dominated by two NMs, at 16.5 THz

and 36.3 THz, that we show in Figs. S18J and S18K, respectively. This indicates that the correlated

features noticed in the experimental data can be rooted back to these two NMs.

We emphasize that arriving at this conclusion relies on the ability to collect multiple ions

from the same molecule in coincidence, the strong and fast ionization of the molecules due to

the extremely intense x-ray pulses provided by EuXFEL, as well as on the simulation that can

satisfactorily reproduce the experiment, and the novel algorithm that we introduce in this work to

treat the data.
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