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1 Introduction

Since the discovery of the Higgs boson (H) with a mass (mH) of 125 GeV by the ATLAS
and CMS Collaborations at the CERN LHC in 2012 [1–3], the focus of the Higgs boson
experimental and phenomenological communities has shifted towards precise measurements
of the properties of this particle and its interactions. The measured properties of this Higgs
boson so far are consistent with the standard model (SM) predictions [4, 5]. The production of
a pair of Higgs bosons (HH) is a rare process that provides unique access to so far unmeasured
Higgs boson couplings. Of particular interest is the trilinear self-interaction coupling λ, that is
embedded in the HH production in the SM, where λSM = m2

H/(2v2) is 0.13 for mH = 125 GeV
and a vacuum expectation value, v, of 246 GeV.

The study of coupling modifications provides a probe of the shape of the scalar Higgs
potential. Variations from their SM values are parametrized as κλ = λ/λSM. The implications
of a beyond-the-SM (BSM) Higgs potential are profound. With a BSM potential, the
electroweak phase transition in the early universe may not be a smooth transition from
unbroken to broken electroweak symmetry as predicted by the SM, but rather, the transition
would be abrupt [6]. In the presence of charge-conjugation and parity violation, the origins
of baryon asymmetry could arise from electroweak baryogenesis [7, 8]. These models often
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Production mode Cross section (fb) Scale uncertainty PDF+αS uncertainty mt uncertainty

ggF 31.05 +2.2%/−5.0% ±3% +4%/−18%

VBF 1.726 +0.03%/−0.04% ±2.1% —

ZHH 0.363 +3.4%/−2.7% ±1.9% —

W+HH 0.329 +0.32%/−0.41% ±2.2% —

W−HH 0.173 +1.2%/−1.3% ±2.8% —

ttHH 0.775 +1.5%/−4.3% ±3.2% —

Table 1. The cross sections and uncertainties of different HH production modes [11–14], where PDF
is the parton distribution function, αS is the strong coupling constant, and mt is the top quark mass.

require deviations from the SM expectation for λ, and measuring κλ can provide valuable
insights into the underlying physics and the existence of new phenomena beyond the SM.

In the SM, there are two other couplings whose modification could enhance some HH

production channels involving vector bosons V (denoting either a W or Z boson) [9, 10]: the
coupling of two vector bosons with a single Higgs boson (cVVH), and two vector bosons with
two Higgs bosons (cVVHH). Their coupling modifiers relative to the SM are κV and κ2V , re-
spectively. In this paper, we investigate the VVHH couplings in two scenarios: the case where
the couplings to W and Z are scaled together and the case where the couplings to W and Z are
scaled independently. In the former case, the coupling modifier κ2V represents both κ2W and
κ2Z . In the latter case, they are uncorrelated. Measurements of single Higgs boson production
by the ATLAS and CMS Collaborations have constrained both κW and κZ independently
with a precision of 6–8%, and measured values are compatible with the SM predictions within
that precision [4, 5]. No process arising from either cVVHH coupling has been observed yet.

The HH production modes at the LHC are, in order of decreasing SM cross section,
gluon-gluon fusion (ggF), vector boson fusion (VBF), vector boson associated production
(VHH), and top quark associated production (ttHH). In the SM with mH = 125 GeV, the
cross section of different HH production modes are shown in the table 1. The HH cross
section is small due to the destructive interference of the contributing Feynman diagrams at
leading order (LO). The total SM cross sections for VHH production is σVHH = 0.865 +5.4%

−5.0% fb,
computed at next-to-next-to-LO (NNLO) in quantum chromodynamics (QCD) [11, 12], and
is approximately half the cross section of VBF HH production.

The CMS Collaboration has searched for the HH production process in the bbγγ [15],
bbbb [16, 17], bbττ [18], bbZZ [19], and multilepton [20] final states. A combination of
these searches is presented in ref. [4], where the HH production cross section is constrained
at 95% confidence level (CL) to 3.4 times the cross section predicted by the SM. In this
combination, κλ and κ2V are constrained from searches that target both ggF and VBF HH

production channels. The allowed values at 95% CL of κλ and κ2V are −1.24 < κλ < 6.49

(assuming κ2V = 1) and 0.67 < κ2V < 1.38 (assuming κλ = 1). Moreover, the κ2V = 0

coupling strength is excluded with a significance of 6.6 standard deviations while assuming
SM values for all other couplings [4].

The ATLAS Collaboration has searched for the HH production process in the bbγγ [21],
bbττ [22], bbbb [23], and bbWW [24] final states. These HH production searches have
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Figure 1. The three leading-order quark-initiated Feynman diagrams above result in a final state
with two Higgs bosons and a W or Z boson. The left diagram requires one κV coupling vertex and
one κλ coupling vertex. The middle diagram requires only one κ2V coupling vertex, and the right
diagram requires two κV coupling vertices.

been combined with the primary single Higgs boson decay channels [5] in a global search
for κλ and κ2V couplings [25]. Various HH analyses have been combined in a global search
for κλ and κ2V couplings [25], the former of which gains sizable contribution from the
combination from single Higgs boson measurements [5]. The 95% CL limit on the inclusive
HH production cross section is 2.4 times the SM expectation, while the 95% CL allowed
range for κλ is −0.4 < κλ < 6.3.

Figure 1 shows representative Feynman diagrams for VHH production illustrating the
dependence on the Higgs boson coupling modifiers. These three types of Feynman diagrams
exhibit constructive interference when all the coupling modifiers are positive, leading to
a significant enhancement in the cross section for VHH production [9, 10]. The VHH

production cross section continues to steadily increase for positive coupling modifiers (κλ > 0

and κ2V > 0), whereas other HH production channels have sizably reduced cross sections
at approximately κλ = 2 because of the destructive interference. As a result, VHH stands
out as an interesting channel for studying deviations from the predictions of the SM, given
its sustained enhancement and absence of a minimum in the region κλ > 0. Notably, in the
range of 4 < κλ < 7 where the matrix element level interference is destructive for leading
production mechanisms, VHH has constructive interference, and the sensitivity of the VHH

search is near other subleading HH searches.

The ATLAS Collaboration recently published a search for VHH production [26] providing
a 95% CL observed (expected) limit on VHH production at 183 (87) times the SM cross section.
Only the leptonic channels were considered and 95% CL limits were set on the coupling
modifiers κλ and κ2V . The observed (expected) allowed ranges from the ATLAS VHH search
are −34.4 < κλ < 33.3 (−24.1 < κλ < 22.9) (assuming κ2V = 1) and −8.6 < κ2V < 10.0

(−5.7 < κ2V < 7.1) (assuming κλ = 1).

This paper reports on a search for VHH production in the final states with both Higgs
bosons decaying into a bottom quark-antiquark pair, with a total branching fraction of
B(HH → bbbb) = 33.9 ± 0.9% [11]. The analysis is based on data from proton-proton
(pp) collisions produced by the CERN LHC at

√
s = 13 TeV. To compensate for the low

cross section of VHH production with SM coupling strengths, this analysis includes all the
leptonic decay modes of the Z and W bosons except for those into tau leptons and is the
first analysis to include a fully hadronic V decay channel in the search for nonresonant VHH
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production. These decay modes encompass Z → νν , W → ℓν , Z → ℓℓ, and Z/W → qq/qq ′,
respectively, where ℓ corresponds to electrons or muons.

Experimentally, the V boson decay modes listed above are identified by their specific
characteristics, including the presence of a large missing transverse momentum (~p miss

T ), the
presence of one charged lepton, the presence of two charged leptons, and the presence of
two hadronic showers (jets). The vector ~p miss

T is defined as the projection onto the plane
perpendicular to the beam axis of the negative vector momenta sum of all reconstructed
particles in an event. Its magnitude is referred to as pmiss

T . These characteristics help in
distinguishing and categorizing the different decay modes.

The Higgs boson decaying to bb can be reconstructed as two small-radius jets. In the
case where the Higgs boson has a large Lorentz boost, a single, large-radius jet provides
better reconstruction efficiency than the small-radius jet reconstruction. All channels in
this paper utilize the four small-radius jets topology to select events with two Higgs boson
candidates, while two of the channels (large pmiss

T and one charged lepton channels) utilize
the two large-radius jets topology as well.

This paper is organized as follows: section 2 provides a description of the CMS detector.
In section 3, the data sets and simulated event samples utilized in the study are presented. The
event reconstruction techniques are discussed in section 4. Section 5 outlines the event selection
criteria used to identify the events of interest. The categorization scheme and overall analysis
strategy are presented in section 6, providing insights into the methodology employed. The
estimation and modeling of background contributions are addressed in section 7. Systematic
uncertainties and their impact on the analysis are discussed in section 8. The final analysis
results are presented in section 9. Finally, section 10 provides a comprehensive summary and
conclusion of the analysis. The tabulated results are provided in a HEPData record [27].

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two
endcap sections. Forward calorimeters extend the pseudorapidity (η) coverage provided by
the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded
in the steel flux-return yoke outside the solenoid. A more detailed description of the CMS
detector, together with a definition of the coordinate system used and the relevant kinematic
variables, can be found in refs. [28, 29].

Events of interest are selected using a two-tiered trigger system. The first level (L1),
composed of custom hardware processors, uses information from the calorimeters and muon
detectors to select events at a rate of around 100 kHz within a fixed latency of about 4 µs [30].
The second level, known as the high-level trigger (HLT), consists of a farm of processors
running a version of the full event reconstruction software optimized for fast processing, and
reduces the event rate to around 1 kHz before data storage [31].
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Channel Year L1 trigger HLT

MET 2016 pmiss
T,L1 > 110 or 120 pmiss

T > 170

2017/2018 pmiss
T,L1 > 120 pmiss

T > 180

1 electron 2016 ET,L1 > 27 pT(e) > 32

2017/2018 ET,L1 > 30 pT(e) > 35

1 muon 2017 pT,L1(µ) > 22 pT(µ) > 24

2016/2018 pT,L1(µ) > 25 pT(µ) > 27

2 electrons 2016–2018 ET,L1(e1) > 22 and ET,L1(e2) > 10 pT(e1) > 22 and pT(e2) > 10

2 muons 2016–2018 pT,L1(µ1) > 15 and pT,L1(µ2) > 8 pT(µ1) > 17 and pT(µ2) > 8

FH 2016 HT > 280 4 jets pT > 45, 3 b tags

HT > 280 4 jets pT > (90, 90, 30, 30), 3 b tags

2017 HT > 280 and 4 ×ET,L1 > (70, 55, 40, 35) HT > 300 and 4 jets pT > (75, 60, 45, 40), 3 b tags

2018 HT > 320 and 4 ×ET,L1 > (70, 55, 40, 40) HT > 330 and 4 jets pT > (75, 60, 45, 40), 3 b tags

Table 2. Kinematic thresholds for L1 triggers and for the HLT are listed for each analysis channel
with variations per year as needed. HLT reconstruction is very similar to that for the offline
reconstruction. The L1 reconstruction does not include any information from tracking in the inner
detector. Transverse energy from ECAL plus HCAL systems is referred to as ET,L1. The scalar sum of
ET,L1 from all energy deposits over a threshold of 30 GeV is denoted by HT. The scalar sum of ET,L1

from all energy deposits over a threshold of 30 GeV is HT. The pT, ET,L1, and HT thresholds are
reported in GeV. The multiplicities of b-tagged jets used in the FH triggers are reported as n b tags.

3 Data and simulated samples

The search for the VHH signature entails exploration through four distinct channels: the
missing transverse energy (MET), 1-lepton (1L), 2-lepton (2L), and fully hadronic (FH)
channels. Each is designed to probe specific decay modes of W and/or Z bosons: Z →
νν , W → ℓν , Z → ℓℓ, and Z/W → qq/qq ′. Therefore, dedicated trigger strategies are
implemented.

The selection requirements at the trigger level are listed in table 2. QCD multijet events,
characterized by the exclusive production of jets through strong interactions, are large cross
section backgrounds for the FH and MET channels at lower transverse momentum (pT) scales.
On the other hand, backgrounds for the 1L and 2L channels are mostly from electroweak
processes with much lower cross sections. Thus, FH and MET channels’ triggers require
more stringent pT requirements than those in the 1L and 2L channels.

Selection criteria for the triggers used in this analysis evolved with data-taking conditions
in the 2016 (36.3 fb−1), 2017 (41.5 fb−1), and 2018 (59.8 fb−1) data sets, where the number
between parentheses refer to integrated luminosities [32–34]. The MET channel requires a
large (>120 GeV; >110 GeV for early 2016) L1 pmiss

T signature from coarsely reconstructed
calorimeter energy deposits. The minimum pmiss

T threshold at the HLT is 170 (180) GeV for
2016 (2017–2018) data. Anomalous high-pmiss

T events can be due to a variety of reconstruction
failures, detector malfunctions, or noncollision backgrounds. Such events are rejected by event
filters that are designed to identify more than 85–90% of the spurious high-pmiss

T events with a
mistagging rate less than 0.1% [35]. In the 1L channel, a single electron or muon is required,
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while the 2L channel requires two electrons or muons. The pT criteria for these leptons vary
from year to year, with muons having less stringent requirements compared to electrons due
to the higher likelihood of jets being misidentified as electrons rather than muons.

The trigger strategy in the FH channel targets directly the decay products of the Higgs
boson. Events are selected at L1 using triggers requiring the presence of at least four jets
in the tracker acceptance (|η| < 2.5) and large HT, defined as the scalar sum of the pT

of the reconstructed jets in the event. During the 2016 data taking, events are required
to have HT > 280 GeV. In the 2017 data set, events are required to have HT > 280 GeV
and the four leading jets are required to pass staggered pT thresholds of 70, 55, 40, and
35 GeV. In the 2018 data set, the HT requirement was raised to 320 GeV and the lowest
jet pT threshold was raised to 40 GeV.

Events in the FH channel are selected in the HLT using a combination of triggers requiring
the presence of jets coming from the hadronization of b quarks (b jets). Events are required
to have at least four jets, at least three of which are identified as arising from a bottom
quark (b tagged). In the 2016 data set, events are required to have either at least four jets
with transverse momentum pT > 45 GeV, or two or more jets with pT > 90 GeV and two or
more jets with pT > 30 GeV. In the 2017 data set, an HT requirement of 300 GeV was added
to match the threshold at L1, and the four highest-pT jets were required to pass staggered
pT thresholds of 75, 60, 45, and 40 GeV. The HT threshold was raised to 330 GeV in 2018.
The b tagging was performed in the HLT using the csv algorithm [36] in 2016–2017, and
with the DeepCSV algorithm [37] in 2018.

In the leptonic channels (MET, 1L, and 2L), the background model is based on shapes
derived from Monte Carlo (MC) simulation. However, in the FH channel, the background
model comprises two components: MC simulation for tt events and a data-driven multi-
jet background. The MC simulated samples of VHH production are generated at LO in a
fixed-order perturbative QCD calculation of up to four noncollinear high-pT partons with Mad-

Graph5_amc@nlo (v2.6.5) [38]. The pp interaction simulation is supplemented with parton
showering and multiparton interactions with pythia (v8.240) [39]. The NNPDF3.1 [40] PDF
is used in the simulation. The underlying event description tuned with CMS data is CP5 [41].

Additionally, samples at next-to-LO (NLO) and NNLO are generated to study the impact
of higher-order corrections on kinematics. While the kinematic distributions at NLO are
found to be similar to LO, the NNLO ggF ZHH process (gg → ZHH) exhibits, on average,
higher pT(Z) compared to ZHH production at NLO. A representative Feynman diagram for
gg → ZHH is illustrated in figure 2 (left panel). The LO simulated signals are first scaled to
NLO in perturbative QCD with a constant. To incorporate the gg → ZHH contributions,
the LO ZHH samples are further corrected. They are reweighted as functions of pT(Z) to
differentially account for the gg → ZHH cross section enhancement. The comparison between
NLO and NLO+gg → ZHH is presented in figure 2 (right panel), and the ratios shown in
the lower panel represent the functions used to reweight the NLO signals.

In order to correctly infer the kinematic properties and the inclusive cross section of a
VHH signal with arbitrary coupling modifiers (i.e., κλ, κ2V , and κV), at least six samples,
which are linearly independent in the three-dimensional coupling space, must be generated
and combined (i.e., weighted and summed). Assuming the matrix elements of the three LO
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Figure 2. Left: representative Feynman diagram for ggF ZHH production, which represents
approximately 14% of the total cross section for ZHH production. Right: distribution of pT(Z) with
and without gg → ZHH process. The ratio is applied to NLO to incorporate the gg → ZHH cross
section enhancement.

Feynman diagrams illustrated in figure 1 are denoted as A, B, and C under the SM, the
cross section follows a relationship defined by:

σ(κλ, κ2V , κV) ∝ |κVκλA + κ2VB + κV
2C|2. (3.1)

Six is the minimum number of samples required, arising from the three LO Feynman diagrams
yielding three squared and three interference terms. In regions of coupling space beyond the
generated values, improved statistical precision is facilitated by generating additional samples
beyond the minimum. This is achieved using the Moore-Penrose inverse method [42, 43],
where this analysis uses eight independent samples that are generated and combined with
appropriate weights.

The tt+jets process simulated in powheg (v2.0) [44–47] is the dominant background in
the MET and 1L channels, and is a significant background in the 2L channel. A dedicated ttbb

MC sample is generated in a four-flavor scheme (4FS) with dedicated powheg-box-res and
OpenLoops programs [48, 49], where the b quark is not considered a sea quark but kinematic
effects due to the b quark mass are included. A complementary sample of simulated tt+jets
events is generated using a five-flavor scheme (5FS) with powheg (v2.0), where the b quark is
included in the sea but considered massless. For both samples, the pp interaction simulation
is supplemented with pythia (v8.230) CP5 tune [39, 41] and NNPDF3.1 PDF. The ttbb

process is defined as events having additional b jets at the particle level that do not originate
from the top quark decays and that fulfill the acceptance requirements of pT > 20 GeV
and |η| < 2.4. The other events that do not fulfill this requirement are included in the tt

process, and thus ttbb and tt are mutually exclusive. The ttbb process in the 4FS sample
is combined with the tt process in the 5FS sample to yield the complete tt+jets process.

While Z+jets events are a negligible background to the FH and 1L channels, the Drell-Yan
and Z+jets processes are substantial background in the 2L and MET channels. Drell-Yan
production is generated with MadGraph5_amc@nlo (v2.6.5) [50] using the MLM [51]
matching prescription at LO with up to 4 jets in the matrix element and is corrected to
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NLO kinematics with pT(Z) reweighting. The samples are normalized to the cross section
at NNLO [52–55].

Other background processes generated by the MadGraph5_amc@nlo (v2.6.5) [50] are
ttV (where V is W or Z and FxFx matching [56] is used for ttW), and single top s-channel.
The single top t-channel is generated with comphep (v4.4) [57]. The powheg (v2.0) [44–47]
generator is used to simulate events for single top quark tW and ttH production. All the
samples are interfaced with pythia (v8.240) [39] CP5 [41] tune and NNPDF3.1 [40] PDF
for parton showering, fragmentation, and hadronization. In the MC that has Higgs boson
production, the mH is set to be 125 GeV. A full detector simulation is performed for all
MC samples with Geant4 [58].

Processes involving a W boson with additional jets, two top quarks with two vector
bosons, two vector bosons, three vector bosons, one top quark with a Z boson, and one Higgs
boson with a vector boson are negligible in all analysis channels based on simulations at NLO.

4 Event reconstruction

Global event reconstruction, utilizing the particle-flow (PF) algorithm [59], is designed to
reconstruct and identify individual particles within an event (PF candidates) by optimizing
information from subdetectors. Particle identification, in this process, plays an important role
in the determination of the particle direction and energy. Photons are identified as ECAL
energy clusters not associated with charged particle trajectories. Electrons are identified as
primary tracks with corresponding ECAL energy clusters, accounting for bremsstrahlung pho-
tons within the tracker material. Muons are recognized as tracks consistent with either muon
system hits or tracks with calorimeter deposits in line with the muon hypothesis. Charged
hadrons are identified as tracks distinct from electrons or muons, while neutral hadrons are
recognized as HCAL energy clusters without associated charged hadron trajectories or as an
aggregate of ECAL and HCAL energy exceeding the expected charged hadron energy deposit.

The primary vertex (PV) is taken to be the vertex corresponding to the hardest scattering
in the event, evaluated using tracking information alone [60]. For each event, hadronic jets
are clustered from the reconstructed PF particles using the infrared and collinear safe anti-kT

algorithm [61, 62] with a distance parameter of 0.4 (denoted small-radius jets). As the Lorentz
boost increases, hadron pairs from single-particle decays become more collimated, rendering
the reconstruction of separate small-radius jets inefficient as the outer perimeters start to
overlap. To enhance efficiency in this high signal-to-background scenario, an alternative
reconstruction of hadronic jets with the anti-kT algorithm with a distance parameter of
0.8 (denoted large-radius jets) is used.

For small-radius jets, jet momentum is determined as the vectorial sum of all particle
momenta in the jet, and is found from simulation to be, on average, within 5–10% of
the true momentum over the whole pT spectrum and detector acceptance. Additional pp

interactions within the same or nearby bunch crossings (pileup) can contribute additional
tracks and calorimetric energy depositions to the jet momentum. To mitigate this effect,
charged particles identified to be originating from pileup vertices are discarded and an offset
correction is applied to correct for remaining contributions. Jet energy corrections are derived
from simulation to bring the measured response of jets to that of particle level jets on
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average. In situ measurements of the momentum balance in dijet, photon + jets, Z + jets,
and multijet events are used to account for any residual differences in the jet energy scale
between data and simulation [63]. The jet energy resolution amounts typically to 15–20%
at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV [63]. Additional selection criteria are applied
to each jet to remove jets potentially dominated by anomalous contributions from various
subdetector components or reconstruction failures. All selected jets in this analysis have
an additional b jet energy regression applied [64]. The regression improves the resolution
of the dijet mass of reconstructed Higgs boson candidates in signal simulation by 10–15%,
as a function of the dijet pT.

Reconstructed jets must have sufficient fractions of energy from various PF candidates
(i.e., neutral hadron, charged hadron, and neutral electromagnetic) required via JetID

thresholds [65] and the medium working point for the PileupJetID [65]. Since ~p miss
T

represents the negative vector sum of momenta from all reconstructed particles in an event,
the jet energy corrections are propagated to ~p miss

T for the energy balance.
For large-radius jets, the pileup-per-particle identification algorithm [65, 66] is used to

mitigate the effect of pileup at the reconstructed-particle level, making use of local shape
information, event pileup properties, and tracking information. A local shape variable is
defined that distinguishes between collinear and soft diffuse distributions of other particles
surrounding the particle under consideration; the former is attributed to particles originating
from the hard scatter and the latter to particles originating from pileup interactions. Charged
particles originating from pileup vertices are discarded. For each neutral particle, a local
shape variable is evaluated using the surrounding charged particles compatible with the PV
within the tracker acceptance (|η| < 2.5), and using both charged and neutral particles in
the region outside of the tracker coverage. The momenta of the neutral particles are then
rescaled according to their probability to originate from the PV deduced from the local shape
variable, obviating the need for jet-based pileup corrections [65].

Small-radius b jets are identified with a deep neural network (DeepJet) trained on all
PF inputs [37, 67], achieving an expected selection efficiency of 80% with misidentification
rate of 1 (15)% of light-flavor (charm-flavor) jets per selected jet for the medium working
point [36]. The number of b-tagged small-radius jets, denoted by Nb , is defined as the number
of jets passing a certain working point of this tagger. For the channels with large-radius jets, a
graph neural network called ParticleNet [68] is used to identify large-radius jets originating
from the hadronization of two b quarks. The ParticleNet algorithm outputs Dbb , which
represents the probability that a given jet originates from the hadronization of a b quark pair.
For the tight, medium, and loose working points, ParticleNet achieves expected selection
efficiencies of 60, 80, and 90%, with misidentification rate of 0.3, 1, and 2%, respectively [17].

5 Event selection

In the scenario of SM couplings, only about 40 events would be produced in the bbbb decay
channel of VHH production for the integrated luminosity of 138 fb−1 without any selection
applied. In the leptonic channels, to maximize signal efficiency, offline thresholds on the
objects used in the trigger selection are close to the trigger thresholds. The trigger efficiencies
are measured in data, and simulation is corrected to match data as a function of relevant
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object pT, η, and azimuthal angle φ. The FH channel uses offline jet thresholds below the
trigger thresholds; including events that pass the trigger but are below the region that is
fully efficient leads to a significant increase in signal acceptance. The efficiency of the HT

(jet-level pT and b-tagging) requirements used in the trigger are measured as a function of
the offline HT (jet pT). These efficiency measurements, referred to as trigger turn-ons, are
measured in data and simulation using leptonic (electron + muon) tt events, triggered by
the leptons. The HT and jet-level trigger turn-ons are combined to correct the per-event
trigger efficiency in simulation to match that of data.

In order to reduce contribution from backgrounds with misidentified leptons, electrons
and muons in the 1L and 2L channels are required to be isolated. The specific isolation
variable computed for this analysis is:

IPF ≡ 1

pT(ℓ)

(

∑

in cone

pcharged PF
T + max

[

0,
∑

in cone

pneutral PF
T +

∑

in cone

p
γ PF
T − pPU

T (ℓ)

])

, (5.1)

where pcharged PF
T , pneutral PF

T , and p
γ PF
T are the reconstructed pT of the charged, neutral,

and photon PF candidates inside the cone centered on (but not including) the lepton track.
The pPU

T (ℓ) term is a pileup contribution, which is subtracted to remove momenta from
particles not originating from the lepton’s pp collision. The separation from the lepton
track is measured as ∆R =

√

(∆η)2 + (∆φ)2, where ∆η and ∆φ are the η and φ differences,
respectively. The cone size is ∆R = 0.4 (0.3) for electrons (muons), and the isolation variable
is normalized by the lepton pT. In the 1L channel, leptons must have IPF < 0.06, which
is a stringent selection criterion to remove any QCD multijet background in this channel.
Furthermore, to ensure compatibility with a W boson, the lepton and ~p miss

T must satisfy
the requirement ∆φ(~pT(ℓ), ~p miss

T ) < 2.0. In the 2L channel, the isolation requirement is
IPF < 0.15 (0.25) for electrons (muons), which is much less stringent due to the intrinsic
absence of substantial reducible backgrounds in the 2L channel.

Electrons are required to pass selection criteria based on the ECAL energy shape,
compatibility of the associated track momentum and ECAL energy, and the absence of
energy deposition in the HCAL. These criteria are optimized with a boosted decision tree
(BDT) [69, 70]. In the 2L (1L) channel, the medium (tight) BDT working point is required.
Muons in both 1L and 2L channels are required to pass the “tight” identification requirements,
as detailed in ref. [71].

To further eliminate reducible backgrounds, such as QCD multijet events in MET and
1L channels and tt events in the 2L channel, the vector boson is reconstructed using ~p miss

T ,
~pT(ℓ) + ~p miss

T , ~p(ℓ1) + ~p(ℓ2), and ~p(j1) + ~p(j2) in the Emiss
T , 1L, 2L, and FH channels where j1

and j2 stand for the leading and subleading jets ordered by their pT, respectively. Kinematic
thresholds on leptons, jets, pmiss

T , and reconstructed vector bosons are described in table 3.

When jet pT is inaccurately estimated, it can result in large pmiss
T . These events are

vetoed from the MET channel by requiring that the ∆φ between ~p miss
T and all Higgs boson

decay candidate jets must be above a ~p miss
T -dependent threshold:

∆φ > 0.4 exp
(

4 − pmiss
T /50 GeV

)

+ 0.07. (5.2)
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Channel
Vector boson decay Vector boson

Jet selection
products selection selection

MET
small-radius

pmiss
T > 150 GeV

≥4 small-radius jets
with pT > 35 GeV

MET
large-radius

pmiss
T > 250 GeV

≥2 large-radius jets
with pT > 200 GeV

1L

pT(e) > 32 (28) GeV
2018/2017 (2016)

OR
pT(µ) > 25 GeV

pT(W) > 125 GeV

≥3 small-radius jets
with pT > 25 GeV AND

≥4 small-radius jets
with pT > 15 GeV

OR
≥2 large-radius jets
with pT > 200 GeV

2L

pT(µ1[2]) > 20 [20] GeV
≥4 small-radius jets
with pT > 20 GeVOR pT(ℓℓ) > 50 GeV

pT(e1[2]) > 25 [20] GeV

FH pT(ji) > 20 GeV 65 < mjj,V < 105 GeV

≥4 small-radius jets
with pT > 40 GeV and
≥6 small-radius jets
with pT > 20 GeV

Table 3. Thresholds on kinematic variables for all selected objects are listed for each channel. Objects
are always required to be within the acceptance of the CMS subdetectors, which is |η| < 2.5 for
electrons and 2.4 for all other objects, as well as outside of barrel-endcap transition regions near
|η| ∼ 1.5. The dijet mass of the two jets with lower b tagging scores than the Higgs candidate jets in
the FH channel is denoted mjj,V .

Since the ~p miss
T spatial resolution is worse at lower values of pmiss

T , this function is designed
to impose a larger ∆φ criteria at lower values of ~p miss

T . This selection removes events with
wrongly reconstructed pmiss

T that are not modeled in the simulation.

Jets in all channels have standard quality selection criteria applied to avoid selecting
reconstructed jets resulting from noise in the HCAL or ECAL [65]. All leptonic channels
require at least four small-radius jets or two large-radius jets. These jets are ordered by
DeepJet b tagger score or Dbb . The leading four small-radius jets or two large-radius jets
are selected as the Higgs boson candidate jets. In the FH channel, at least six small-radius
jets are needed. The four jets with the highest DeepJet score are considered to be the
Higgs boson candidate jets and at least three of them must pass a threshold of 0.6 in the
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Figure 3. The SM VHH efficiencies of trigger selections (dashed lines) and full selections (solid lines)
are shown for all four analysis channels. Decays involving tau lepton decays are not considered for the
1L and 2L channel efficiencies. The full selection efficiency in the FH channel is scaled up by 10 for
visibility. Both sets of efficiencies are absolute efficiencies (acceptance times selections efficiencies).

DeepJet b tagging score optimized to maximize the expected significance; this threshold
is more stringent than the medium working point used in the leptonic channels. In other
jets (excluding the Higgs boson candidates), at least one pair must be able to form a dijet
with invariant mass 65 < mjj,V < 105 GeV. Among the candidates, the pair with leading
pT is selected to reconstruct the vector boson.

Figure 3 shows the dependence of the absolute efficiencies (acceptance times trigger and
analysis selections efficiencies) on the mass of HH at generator level, mgen

HH . The leptonic
channels generally have high efficiency after HLT selection because no jets are required. The
FH selection requires four jets at the HLT and thus its efficiency is generally lower. After
applying all the analysis selections, the 1L and MET channel still maintain relatively high
efficiencies at high mgen

HH because of the inclusion of the large-radius jet regions.
In channels featuring four small-radius jets, there exist three combinations of dijet pairings

for reconstructing the two Higgs boson candidates. To optimize the selection of signal events
and prevent biasing kinematic features of background processes, a metric is employed that
aims to balance the masses of the two Higgs boson candidates. For each pairing, the variable
DHH is calculated as DHH = |mjj,1 − cmjj,2|, where mjj,1 and mjj,2 represent the masses of
the Higgs boson candidates [16], and c is a correction factor between mjj,1 and mjj,2. The
pairing with the smallest value of DHH is chosen.

6 Categorization and analysis strategy

Categorization is a critical aspect of the VHH analysis. The kinematic distributions of the
VHH process vary differently for κλ or κ2V enhancements. The general strategy is to separate
the regions that are most important for the two types of signal enhancements and to optimize
in each region separately. Instead of creating categories based on simple kinematic properties,
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a categorization BDT (BDTCat.) is used in most channels to define two signal regions: one
with enhanced signal for large κ2V couplings and another for large κλ couplings. In each
of these categories, a multivariate algorithm, either a BDT (BDTSvB) or neural network
(NNSvB), is used as fit observable for signal vs background separation.

Events are subdivided into different regions based on the invariant mass of the Higgs
boson pair mHH , the number of b-tagged jets Nb , and further into regions enhanced in
sensitivity to κλ and κ2V , and, for the 2L channel, a tt-enhanced region. In the 2L channel,
we define an additional tt-enriched category by selecting all events that fall outside a Z

boson mass window in the dilepton mass mℓℓ : 80 < mℓℓ < 100 GeV. This category constrains
some systematic uncertainties in the tt process simulations. The regions where all four jets
are b-tagged are the most significant.

When correctly reconstructed, the HH signal is concentrated in the region where both
Higgs boson candidates have masses near 125 GeV. There are reconstruction effects that
cause the peak value of the Higgs boson candidates to not be reconstructed at 125 GeV. The
candidate mass is corrected by a factor r so that the peak value of the signal is at generator
mass of 125 GeV. These simulation-based correction factors r1 (r2) for the first (second) Higgs
boson candidate are determined to be r1 = r2 = 1 for the leptonic channels, and r1 = 1.02

and r2 = 0.98 for the FH channel. To quantify how close a given event is to the expected
HH signature, we then define two variables rHH and δHH quantifying the distance of the
reconstructed candidate masses to the expected Higgs boson mass in simulation:

rHH =
√

(mH1
− 125 GeV r1)2 + (mH2

− 125 GeV r2)2,

and

δHH =

√

√

√

√

√

(

mH1
− 125 GeV r1

mH1

)2

+

(

mH2
− 125 GeV r2

mH2

)2

,

where mH1
and mH2

are the masses of the Higgs boson candidates.
Signal regions (SRs), control regions (CRs), and sideband regions (SBs) are defined by

requirements on rHH or δHH : for the leptonic channels, the SRs are defined by rHH < 25 GeV,
the CRs by 25 < rHH < 50 GeV, and the SBs by 50 < rHH < 75 GeV, similar to ref. [16]. For
the FH channel, the SR is defined by δHH < 0.19, while the region beyond that defines the SB.
In the leptonic channels, SRs with three or four b jets have significant signal yields, and are
thus used for signal extraction. As expected, the category with Nb = 4 is the most significant.
In the 2L channel, Nb = 4 and 3 are optimized and statistically analyzed separately, while in
other leptonic channels they are validated separately but analyzed together. The electron and
muon channels are merged in 1L and 2L channels. In the 2L channel, data (and simulation)
from all years are merged to improve statistical precision in the background estimation.

In all channels, we maximize the sensitivity for enhanced SM coupling strengths, particu-
larly on κλ and κ2V , by leveraging kinematic variables whose distributions are significantly
different when one or the other coupling of interest is larger than the SM prediction. To opti-
mize the separation of these kinematic regions, a BDT is trained to separate events according
to the signal kinematics into a category with enhanced κλ contribution (κλ = 20 in training)
and one with enhanced κ2V contribution (κλ = 0 in training) using the Scikit-learn
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Figure 4. Kinematic distributions of the HH signal for different coupling strengths. Left and
middle: azimuthal angle between the two reconstructed Higgs boson candidates, ∆φHH , and the
reconstructed HH mass, mHH , in the 1L SR for two different coupling values, κλ = 20 and 0. Right:
the categorization BDT output for the same two models. The dashed vertical line shows where the
categorization boundary is set.

software [72]. In the latter case, reducing the κλ coupling to zero effectively enhances κ2V .
Other pairs of enhanced coupling samples were tested in the training of candidate BDTCat..
The selected pair, κλ = 20 and 0, was among several that were equally performant in the
separation of signal kinematics. The categorization BDT is used to define κλ-enriched and
κ2V-enriched SRs, which are distinct and optimized separately for signal versus background
separation. Figure 4 highlights one of many kinematic inputs to a categorization BDT (from
the 1L channel as an example), as well as the BDT output, for two simulated signal samples.
Separate BDTs are trained for each channel due to the varying mass resolution and kinematic
effects of the trigger and selection criteria. The categorization boundary value in the BDTCat.

is optimized to separate the signal models in the training. This procedure was validated by
varying the boundary and comparing final results. The same procedure is implemented in
each channel. The variables used as input to the BDT trainings are listed in table 4.

In the large-radius jet analysis in the MET and 1L channels, events are divided into
three regions using the Dbb of each Higgs boson candidate jet: min(Dbb ,1, Dbb ,2) > 0.94

defines high-purity regions (HP), 0.90 < min(Dbb ,1, Dbb ,2) < 0.94 defines low-purity regions
(LP), and min(Dbb ,1, Dbb ,2) < 0.90 and max(Dbb ,1, Dbb ,2) > 0.80 define failing regions. No
κλ-enrichment is possible in this topology because the two large-radius jets tend to have
∆φ ∼ π, which corresponds both to enhanced κ2V , shown in figure 4, and larger values of
mHH . These regions are therefore considered κ2V-enriched by construction, and thus no
additional categorization based on BDTCat. is considered. Separate BDTSvB are optimized
in the LP and HP regions.

For the signal extraction, the output of a dedicated machine learning classifier trained
to separate signal and background is used. In the leptonic channels, BDTSvB s are used
to separate signal-like events from background-like events. Simulated signal samples with
corresponding enhancements (i.e., κ2V-enriched or κλ-enriched) are used in the training for
the different regions. The variables used as input to the BDT are listed in table 4.

In the FH channel, the NNSvB classifier is a neural network discriminant with residual
learning [74]. The neural network contains multiple convolutional layers where all combinations
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BDTCat. BDTSvB NNSvB

Input variable
MET/1L

2L FH
MET
(S)

1L (S) MET/1L (L) 2L FH

pT(V), pT(H1) X X X X X X X

pT(HH) X X X X X

pT(H2) X X X X

mH1
X X X X X

mH2
X X X X

mHH X X X X X X X

∆R(H1, H2) X X

∆φ(V, H2) X X X X X

pT(H2)/pT(H1) X X X

∆η(H1, H2) X X X

∆φ(H1, H2) X X X X X

Energy of H1 X X X

Energy of H2 X X

Energy of HH X X X

ηHH X X

ηH1
X X

φ(V) X X X

sb-tag(j 1,2,3,4) X X

Hex
T X

mV X X

∆R(H1, H2) X X X

∆φ(V, H2) X X X

∆R(H1, H2) X X

Njets X X

τ2/τ1(H1, H2) X

τ3/τ2(H1, H2) X

pT(ℓ2)/pT(ℓ1) X X

∆φ(ℓ1, ℓ2) X X

∆η(ℓ1, ℓ2) X X

∆R(j 1,H2
, j 2,H2

) X

∆R(j 1,H1
, j 2,H1

) X

pT(ℓ1)/mV X

pT(ℓ1) X

pT(j 3,4) X

H
VHH
T X

pT(V)/pT(HH) X

∆φ(V, HH) X

pT(ℓ1)/mV X

η/φ/m/pT(j 1,2,3,4,other) X

mj
i
j
k

X

∆φ(ji, jk) X

Year X

Table 4. Variables used in the categorization BDTs for the separation of the κλ- and κ2V -enriched
regions, as well as in BDTSvB and NNSvB for extracting signal-like events. The X symbol indicates
that the BDTs include the variable. These variables include the reconstructed Higgs boson with
leading (H1) and subleading (H2) transverse momentum, the Higgs boson candidate jets ordered by the
DeepJet b tagging score (j 1,2,3,4), the other jets (j other), the dijets formed by any two jets (jijk with
i, k ∈ {1, 2, 3, 4}), the scalar sum of the transverse energy of all the jets excluding j 1,2,3,4 (Hex

T ), the
number of jets (Njets), the selected leptons in the 2L channel (ℓ1, ℓ2), the N -subjettiness [73] ratio τ2/τ1

and τ3/τ2. The small-radius (large-radius) regions are designated with an “S” (“L”) in parentheses.
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Variable for categorization BDTCat. Nb , Dbb rHH , δHH , mV Year split N(regions) Observable

Signal regions

MET small-radius κλ, κ2V Nb ≥ 3 SR+CR Per year 6 BDTSvB

MET large-radius κ2V HP, LP SR+CR Per year 6 BDTSvB

1L small-radius κλ, κ2V Nb ≥ 3 SR+CR Per year 6 BDTSvB

1L large-radius κ2V HP, LP SR+CR Per year 6 BDTSvB

2L κλ, κ2V Nb = 3 or 4 SR,CR Combined 8 BDTSvB

FH κλ, κ2V Nb = 4 SR Per year 6 NNSvB

Control regions

MET small-radius — Nb ≥ 3 SB Per year 3 pT(V)

MET large-radius — HP, LP SB Per year 6 mH2

1L small-radius — Nb ≥ 3 SB Per year 3 pT(V)

1L large-radius — HP, LP SB Per year 6 mH2

2L (DY) — Nb = 3 or 4 DY CR Combined 2 pT(V)

2L (TT) — Nb ≥ 3 tt CR Combined 1 pT(V)

Table 5. A summary of the categorization used in all of the channels, where DY denotes Drell-Yan
production. The first row outlines the variables used for the categorization. HP and LP are regions
defined based on D

bb
cuts: min(D

bb ,1
, D

bb ,2
) > 0.94 (HP), and 0.90 < min(D

bb ,1
, D

bb ,2
) < 0.94

(LP). Nb is the number of jets that pass DeepJet b tagging score medium working point.

of the four Higgs boson candidate jets are considered. A multi-head attention block [75] in
the neural network considers the kinematic variables associated with additional jets.

In the SB regions, the observables are kinematic variables with significant systematic
uncertainties that can be constrained with a fit to data. The observable in all small-radius
leptonic SBs and in the tt CR is the reconstructed pT(V). In the large-radius SBs, the mass
of the subleading large-radius jet is the observable. Overall, 59 distinct regions are used.
Table 5 summarizes the categories used in each channel.

7 Background estimation methods

A variety of background estimate strategies are employed in this analysis. In the FH channel,
a data-driven technique is used to create a background estimate from a region with an inverted
b tagging selection directly from reweighted data. In the leptonic channels, simulation is
used to model the various background processes.

Because of the limited statistical precision of background simulations, a reweighting
method exploiting a BDT is used in some regions [76]. The technique is to invert part of the
event selection to define an “inverted” region where MC events are numerous and reweight
events from the inverted region such that analysis variables, as well as the correlations among
them, match those of the signal selection. Similar approaches were also adapted in other
analyses, as demonstrated in refs. [77, 78]. In practice, the BDTs are trained to distinguish
between the inverted and signal regions. The BDT output scores are used to produce the
reweighting function between the inverted and signal regions. The BDT output distribution
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Figure 5. Left: a reweighting BDT in the 1L LP region for the tt process that is transformed
such that the limited-precision passing tt sample, shown as red squares, is approximately evenly
distributed across all bins. In blue circles is the same process where the b tagging selections are
inverted. Middle: the ratio is shown of passing tt to inverted tt (green points) as a function of the
transformed reweighting BDT score. The solid line is the second-order polynomial fit of the green
points, which is used for the reweighting. In dotted red and dashed blue are the associated systematic
uncertainties, which are obtained from shifting the BDT score bin in evaluation of the model and the
evaluation of the fit uncertainties on the weight, respectively. These systematic variations account for
finite binning and limited statistical precision of the passing events, and they enhance the flexibility of
the model. Right: the distribution of BDTSvB from passing (red squares), inverted (blue points), and
reweighted inverted tt (green triangles) sample in the 1L LP region. The inverted tt is normalized
to make it the same yield as the reweighted inverted tt . The uncertainty of reweighted inverted tt

distribution includes both statistical and systematic uncertainties on the reweighting.

is binned such that each bin has approximately the same yield in the sample passing the
full selection. The ratio of passing events to inverted events as a function of the BDT
output with this binning is used to derive a parametrized weighting to be applied to the
inverted region. The parametrization is performed using a first- or second-order polynomial
to provide a smooth reweighting function. Two systematic uncertainties are assessed for these
reweightings: shifting the parametrization left and right along BDT scores and evaluating
the fit uncertainty directly. In all cases, all of the input variables of the reweighted inverted
samples are compared with the distributions of the passing samples as a closure test. The
distributions match within statistical uncertainty and the systematic uncertainties previously
described generously cover any discrepancy. Figure 5 shows this procedure for the tt process
simulation in the 1L large-radius SR.

The primary backgrounds in the MET and 1L channels are ttbb , inclusive tt , and single
t production. In the small-radius jet analyses, the statistical precision is sufficient to use the
simulation with nominal selection to directly produce the templates for these processes in
the analysis regions. The number of selected simulated events in the large-radius channels
is so small that the reweighting procedure is used in these regions instead. The inverted
region, which is the previously mentioned failing region, is trained separately against both
HP and LP regions. The small-radius 2L channel uses this technique for main backgrounds
(Drell-Yan ℓℓ and inclusive tt) in all regions, as well as for Nb = 3 and 4 regions separately.
The inverted region for the 2L channel is a region with exactly two b tagged jets.

In the FH channel, the dominant background processes are QCD multijet followed by
tt (including ttbb) production. The QCD multijet background is estimated by reweighting
Nb = 3 data to mimic the Nb = 4 QCD multijet background, while the tt templates are
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Figure 6. Postfit distributions of kinematic variables in the small-radius jet regions. The upper (lower)
row shows the MET (1L) channel. The variables in each channel are mHH , pT(V), and mH1

−mH2
.

The fit is done with the background-only hypotheses and the final bin in each plot includes overflows.
The ratios of data to the total expected background are shown in the lower panel of each plot and the
hatched bands are the combined statistical and systematic uncertainties of total background. The blue
lines are SM signal distributions, which are scaled to have the same number of events as the background.

produced using nominally selected simulation directly. The signal purity in Nb = 4 is about
18 times higher than in Nb = 3, so the signal contamination in the reweighted Nb = 3 data
is negligible. A two-step approach is used to reweight Nb = 3 to Nb = 4 kinematics. First,
a pseudo-tag rate f , which is the probability that an untagged jet would be b-tagged, a
normalization factor t and pair-enhancement terms e and d [79] are used to account for the
lower jet multiplicity in the Nb = 3 region comparing to the Nb = 4 region. The parameters
are derived by fitting the jet multiplicity distribution in the SB region after subtracting the
tt contribution, so that the weight for an event with n non-b-tagged jets is given by:

w1 = t
n
∑

i=1

(

n

i

)

f i(1 − f)n−i ×







1 + e/nd (3 + i) even

1 (3 + i) odd.
(7.1)

Then, a neural network classifier is used to distinguish the remaining kinematic differences
between Nb = 3 and Nb = 4 regions. The classifier is trained to predict the probabilities
of an event to be Nb = 4 data, Nb = 4 tt , Nb = 3 data or Nb = 3 tt using both data and
simulated tt in SB region and the second weight is given by:

w2 =
P (Nb = 4 data) − P (Nb = 4 tt)

P (Nb = 3 data)
. (7.2)
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Figure 7. Postfit distributions of kinematic variables in the small-radius jet regions. The upper (lower)
row shows the 2L (FH) channel. The variables in each channel are mHH , pT(V), and mH1

−mH2
. The

fit is done with the background-only hypotheses and the final bin in each plot includes overflows. The
ratios of data to the total expected background are shown in the lower panel of each plot and the
hatched bands are the combined statistical and systematic uncertainties of total background. The blue
lines are SM signal distributions, which are scaled to have the same number of events as the background.

The final weight is the product of w1 and w2. Since only tt is subtracted explicitly during
both fits, besides the QCD multijet, the contributions of all other processes and potential
mismodeling of tt simulation are included in the weight.

Figures 6 and 7 compare the mHH , pT(V), and mH1
−mH2

distributions of data with
the expected distributions for events that pass the SR selections (MET, 1L, and FH) in the
small-radius jet regions, based on their respective background estimates. The background
distributions are obtained from the fit with the background-only hypothesis. SM signal
distributions are also shown and they are scaled to have the same number of events as
the background. Similarly, figure 8 shows the distribution of the same variables in the
large-radius jet regions.

Moreover, the FH background model is validated using a synthetic data set, which
is generated by splitting individual events into hemispheres and then combining similar
hemispheres from different events following the method described in refs. [79, 80]. This
mixing procedure removes event-level correlations from any signal events in the data, while
preserving the kinematic distributions of the Nb = 4 background. The procedure is to divide
events with Nb = 3 into two hemispheres: one with two b-tagged jets and the other one
with two jets where only one is b-tagged. Similar hemispheres from different data events are
combined to produce mixed Nb = 4 events. There are sufficient combinations of suitable
hemispheres for mixing that 15 distinct data sets with the same statistical precision of the
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Figure 8. Postfit distributions of kinematic variables in the large-radius jet regions. The upper (lower)
row shows the MET (1L) channel. The variables in each channel are mHH , pT(V), and mH1

−mH2
.

The fit is done with the background-only hypotheses and the final bin in each plot includes overflows.
The ratios of data to the total expected background are shown in the lower panel of each plot and the
hatched bands are the combined statistical and systematic uncertainties of total background. The blue
lines are SM signal distributions, which are scaled to have the same number of events as the background.

data are created. These samples provide a signal-free, data-driven data set that can be
used to assess the background model directly in the SR. Figure 9 compares one of the 15
synthetic data sets to the background model and data in the SR. The background procedure
is performed treating the mixed data as the four-tag data set. Systematic uncertainties are
derived by comparing the predicted background to the observed yield in the signal region.

8 Systematic uncertainties

Uncertainties are categorized into theoretical and experimental uncertainties, and are described
in section 8.1 and section 8.2, respectively. The signal extraction is performed with a maximum
likelihood fit [81]. The signal strength is the additionally fitted normalization parameter
relative to the nominal model. All uncertainties are implemented as penalty terms, known
as “nuisance parameters”, to a likelihood function. Systematic uncertainties may affect the
normalization of the different background processes, their shape, or both. We also include
freely-floating nuisance parameters for the ttbb , inclusive tt , and Drell-Yan background
where a fixed background cross section is not assumed. Some uncertainties are fully correlated
between event categories and data-taking periods, while other uncertainties only apply to
specific categories. Correlations are described in the uncertainty descriptions.
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Factorization and renormalization scales: the uncertainty from the choice of the factorization
and renormalization scales, µF and µR, in the calculation of the matrix elements of the
hard-scattering process is estimated by varying each scale by a factor of 0.5 and 2, excluding
nonphysical anticorrelated combinations due to large logarithmic corrections |ln(µR/µF)| > 1.
The effects on different signal and background processes are considered uncorrelated. The
normalization effect on the uncertainty due to the choice of scales is already included in
the cross section uncertainty.

Proton PDF uncertainties: in order to estimate an impact on the limit due to the uncertainty
in the proton PDFs, event weights corresponding to the set of NNPDF3.1 [40] MC replicas
were applied to the simulation as a shape systematic uncertainty.

Parton shower uncertainty: in order to evaluate the impact of the αS choice in the parton
shower simulation, the renormalization scales in the shower simulation are varied by a
factor 0.5 and 2 via weights obtained directly from the generator information. This is
done independently for the initial- and final-state radiation showers, and treated as a shape
systematic uncertainty.

8.2 Experimental uncertainties

Some of the most significant experimental systematic uncertainties come from the limited
size of the simulation and data samples used to build the templates for each process. To
account for this, the Barlow-Beeston-lite approach is used [83]. A dedicated Gaussian nuisance
parameter is assigned to each histogram bin in every analysis region. The prior uncertainty
of each nuisance parameter is set to the total statistical uncertainty obtained by combining
all background processes in the corresponding bin.

Integrated luminosity: the integrated luminosity uncertainties for 2016, 2017, and 2018 are
1.2, 2.3, and 2.5%, respectively [32–34]. A correlation scheme is used for the three sets of
uncertainties based on correlated features in calibration methods, measurements, and data
set. Effectively, the uncertainty is about 1.6% for the full data set.

Lepton and trigger efficiencies: uncertainties from the choice of the lepton identification and
reconstruction criteria in the baseline selection, as well as in the trigger efficiency in the
leptonic channels, are also modeled as shape uncertainties. The efficiency corrections applied
to simulated samples have uncertainties from bin-by-bin differences using alternative samples,
alternative selections, alternative models, and the limited number of events in bins of η and
pT when measuring the efficiencies in data [69, 71]. All these sources are combined, and they
are considered fully correlated across all bins of lepton η and pT. These uncertainties are
mostly in the range of 1–2%. They are uncorrelated by analysis channel and by year.

Trigger efficiencies in the FH channel: trigger efficiency uncertainties in the FH channel
are evaluated for the signal, based on the systematic uncertainties arising from measured
trigger turn-ons. There is an additional, small, non-closure uncertainty associated with
the calculation of per-event trigger efficiencies using the measured per-jet efficiencies. The
non-closure uncertainty was derived by comparing the event-level trigger efficiencies in
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simulation to those derived using the per-jet efficiencies as measured in simulation. The
total trigger efficiency uncertainties in the FH channel are in the range of 1–2% and are
uncorrelated by year.

Pileup: the systematic uncertainty on the signal and background shapes introduced by the
pileup reweighting procedure is quantified by varying the effective total inelastic cross section
of 69.2 mb within its ±4.6% uncertainty. This is a shape uncertainty.

Small-radius jet: to evaluate the effect from the jet energy scale (JES) and resolution (JER)
on the signal and background shapes, alternative templates (i.e., one standard deviation
shape uncertainty templates) of all analysis region observables are obtained by varying
absolute JES and JER within their uncertainties and propagating the events through the full
reconstruction chain [63]. In total, 11 different sources of systematic uncertainty affecting the
JES and one affecting JER were considered. A b jet energy regression is applied to improve
small-radius b JER [64]. A further 2% scale uncertainty and 10% resolution uncertainty
are also assigned to all small-radius jets.

b tagging: the b tagging algorithm plays a crucial role in distinguishing between jets that stem
from b or c quarks (referred to as heavy-flavor jets) and those that originate from light-flavor
quarks or gluons (referred to as light-flavor jets). The related efficiency and misidentification
correction factors are applied per event with efficiencies measured in bins of jet pT, η, and
DeepJet b tagging score. There are uncertainties from the fitting procedure used to derive
the applied correction factors. The contamination from jets originating from non-b (c or
b) partons but identified as heavy- (light-)flavor jets, and the statistical precision in both
data and simulation samples are used to evaluate the uncertainty in these measurements [36].
That uncertainty is applied in a fully correlated manner for b and light-flavor jets and c

jets have separate uncertainty. The resulting alternative templates are implemented as one
standard deviation shape systematic uncertainties.

Large-radius jet: the Dbb tagger is used to select events in the large-radius channels and the
correction factors of efficiency are applied in bins of jet pT and Dbb score. The correction
factors and associated uncertainties are consistent with those in the previous publications [17]
where Dbb boundaries are aligned. Similar to b jet energy regression, a dedicated graph
neural network mass regression is used in the large-radius jet analyses [84]. An additional 1%
mass scale uncertainty and 5% resolution uncertainty are included for the regressed mass
(mreg). These are all shape uncertainties.

Normalization: the normalizations of the primary backgrounds in the leptonic channels are
free parameters that are extracted and constrained in the likelihood fit. The tt process
normalization is uncorrelated in each channel. However, the ratio of 4FS ttbb to 5FS tt

is correlated among all channels. In the 2L channel, the normalization of the Drell-Yan
process background is also free and fit to data.

Inverted sample reweighting: where the BDT reweighting procedure from inverted-to-nominal
region is used (i.e., MET and 1L large-radius channels and 2L small-radius channel), two
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associated systematic uncertainties, as described in section 7, are implemented independently
per channel. These uncertainties are independent per region and correlated among years.

Top quark pT: the top quark pT distribution in tt MC samples has a higher mean value in
simulation than in data. To correct for this bias, a linear variation to the top quark pT floats
during the signal extraction fit. This correction is constrained in the SBs and in the tt region
in the 2L channel where the observable is the reconstructed pT(V), which is correlated with
the top quark pT. This uncertainty is correlated across all regions.

FH background estimation cross check: the uncertainties in FH background estimation are
derived by comparing the predicted background to the observed yield in the SR of the
corresponding mixed data set, as described in section 7. The uncertainties are parameterized
using a Fourier basis on the SR NNSvB shape. Two Fourier terms (sin πx, cos πx) provide
sufficient flexibility and no risk of spurious signal as estimated with an F -test [85]. Together
with a constant term these three terms are orthonormalized to eliminate correlations among
them. These systematic uncertainties are among the most significant for this channel.

For systematic variation templates of processes modeled with inverted reweighting, the
alternative shapes are taken from propagating systematic uncertainties in the inverted samples
directly. Comparisons with the variations from the passing events were performed. The
size of the variations are compatible in nearly all cases, and the differences are negligible
when there is any discrepancy.

Table 6 presents the contributions of various uncertainty sources to the overall uncertainty
in the signal strength, when such signal strength is derived assuming a SM-like signal shape.
Each group of uncertainties is quantified with respect to the total uncertainty as shown in
the final line of the table. The impactful sources of uncertainty include statistical uncertainty,
background modeling, b tagging, and JES/JER affecting the small-radius jets. The statistical
uncertainty accounts for the limited size of both data and MC samples. The b tagging
uncertainty corresponding to the contamination of light-quark-flavored jets in heavy flavor
regions is the most impactful uncertainty, and it is pulled by about 1σ. Other impactful
uncertainties that are pulled within 1σ include top quark pT reweighting, b energy regression
scale uncertainty, and inverted sample reweighting uncertainty.

9 Results

For the signal extraction we performed a binned maximum likelihood fit using the 59 regions for
signal extraction and for background control altogether, as shown in the table 5. All regions for
signal extraction are either κλ- or κ2V-enriched by construction. The observables are machine
learning scores, i.e., from BDT or neural networks, that distinguish signal from background.
In the background control regions, the reconstructed pT(V) and mreg of the subleading Higgs
boson candidate are used as fitting variables in the small-radius and large-radius regions,
respectively. The BDT distributions are divided to ensure a uniform distribution for the
signal and also maintain background MC statistical uncertainties <30% in each bin.

The postfit distributions with the signal-plus-background hypotheses are shown in
figures 10–11 with SR, CR, Nb , Dbb categories, and all data-taking periods summed up.
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Uncertainty sources 2L 1L MET FH Combined

Systematic uncertainty +54%/−40% +47%/−40% +64%/−45% +51%/−36% +68%/−49%

Theory +16%/−3% +3%/−12% +23%/−10% +15%/−2% +17%/−7%

Integrated luminosity +6%/−0% +5%/−1% +8%/−1% +4%/−0% +6%/−4%

Lepton +2%/−1% +4%/−1% +0%/−1% +0%/−0% +3%/−4%

Pileup +3%/−6% +4%/−2% +8%/−7% +3%/−0% +9%/−14%

Small-radius jet +17%/−5% +15%/−5% +26%/−23% +21%/−2% +26%/−16%

b tagging +41%/−4% +35%/−3% +56%/−29% +36%/−1% +62%/−34%

Large-radius jet +2%/−0% +12%/−18% +3%/−3% +1%/−0% +5%/−17%

Background modeling +53%/−38% +37%/−19% +54%/−29% +44%/−19% +62%/−40%

Normalization +40%/−12% +34%/−4% +52%/−25% +35%/−0% +58%/−32%

Reweighting +34%/−36% +13%/−17% +22%/−13% +12%/−1% +25%/−19%

Kinematic +11%/−10% +17%/−3% +13%/−4% +24%/−24% +19%/−14%

Statistical uncertainty +84%/−91% +88%/−92% +77%/−89% +86%/−93% +73%/−87%

Signal strength and uncertainty 101+136
−99 12+111

−83 283+161
−123 190+163

−132 145+81
−63

Table 6. The contribution of each group of uncertainties is quantified relative to the total uncertainty
in the signal strength, which is listed in the final line. To compute the relative contributions, the group
of nuisance parameters is fixed to the best fit value while the likelihood is scanned again profiling all
other nuisance parameters. The reductions in the upper and lower variations are shown in each line.
The likelihood shape is asymmetric, and so the upper and lower variations are quantified separately.

For an accurate and simultaneous visualization, the SRs are combined by transforming
all the discriminant outputs into bins of increasing signal purity, i.e., log10

(

100(SSM/B)
)

,
where SSM is the signal predicted by SM and B is estimated background, which are then
summed separately for each enrichment type. Figure 12 shows these summed distributions,
overlaid with data and signal models within the coupling sensitivity of this analysis. For
better visualization, the single t, ttH, and ttV backgrounds are grouped and labeled as
“Other” in figure 12.

A test statistic based on the profile likelihood ratio [81] is used to determine the signal
strength, with the combined signal strength as the parameter of interest (POI). Systematic
uncertainties are incorporated as additional nuisance parameters. In the likelihood calculations,
each of the nuisance parameter adds an additional multiplicative term to the total likelihood.
Alternatively four signal strengths are assigned as POI to each channel and compared to
the combined signal strength. Figure 13 shows the signal strengths per analysis channel,
as well as the combined signal strengths.

A small excess of data over the background-only expectation in the most signal-like
bins in κ2V-enrichment region can be seen in figure 12, which is primarily from the MET
channel κ2V-enrichment region SRs shown in figure 11. For an SM-like signal, the observed
significance is 2.6 standard deviations with a fitted signal strength of 145+81

−63 times the SM
signal when all coupling modifiers are equal to 1. Figure 13 shows the results of two fits.
The first one is the inclusive fit with a single signal strength modifier, and the second fit
has separate signal strength modifiers per channel.

Two-dimensional likelihood scans of κλ versus κ2V and κ2Z versus κ2W are shown in
figure 14 and 15, respectively. Other couplings are fixed to their SM values.

– 25 –



J
H
E
P
1
0
(
2
0
2
4
)
0
6
1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1−10

1

10

210

310

410

 (13 TeV)-1138 fb

 OutputSvBNN

E
v
e
n
ts

/b
in

CMS

 enhanced
λ

κ

qq→V tt

Multijet

Data

145*VHH(SM)+Bkg.

0

1

2

D
a

ta
/b

k
g

.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1−10

1

10

210

310

410

 (13 TeV)-1138 fb

 OutputSvBNN

E
v
e
n
ts

/b
in

CMS

 enhanced2Vκ

qq→V tt

Multijet

Data

145*VHH(SM)+Bkg.

0

1

2

D
a

ta
/b

k
g

.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2−10

1−10

1

10

210

310

410

510
 (13 TeV)-1138 fb

 OutputSvBBDT

E
v
e

n
ts

/b
in

CMS

 enhanced
λ

κ

ll→Z  inc.tt bbtt

Single t )bb→H(Htt

Vtt Z+jets

Data 145*VHH(SM)+Bkg.

0

1

2

D
a

ta
/b

k
g

.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2−10

1−10

1

10

210

310

410

510
 (13 TeV)-1138 fb

 OutputSvBBDT

E
v
e

n
ts

/b
in

CMS

 enhanced2Vκ

ll→Z  inc.tt bbtt

Single t )bb→H(Htt

Vtt Z+jets

Data 145*VHH(SM)+Bkg.

0

1

2

D
a

ta
/b

k
g

.

Figure 10. Postfit BDT distributions with the signal-plus-background hypotheses of the FH and 2L
channels.
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Figure 11. Postfit BDT distributions with the signal-plus-background hypotheses of the MET and
1L channels.
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(
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)

and summed
for κλ- and κ2V -enriched SR samples separately. The filled histograms represent the postfit simulation.
The total postfit uncertainty is represented by the hatched band. The SM contribution and two signal
models near expected exclusion at the 95% CL, each assuming the other couplings to be SM-like, are
shown with the dashed lines.

Based on the CLs criterion [86, 87] and asymptotic formulas [88], the upper limits on
the VHH cross section at 95% CL are extracted both with the SM couplings and with scans
on the coupling modifiers. The upper limit at 95% CL of the VHH production cross section
is observed (expected) to be at 294 (124) times the SM prediction. Because of destructive
interference with positive κλ in leading HH production modes (ggF and VBF), VHH searches
can make a significant contribution to the overall HH program near the corresponding
minimum in HH sensitivity. In particular, in the range of 4 < κλ < 7 this search has a
sensitivity near other HH searches. Scaling cross sections by the ratio of pp → HH to
pp → VHH with the same coupling modifiers is done to interpret the VHH results in the
greater HH context. For example, the pp → HH cross section 95% CL expected limit from
this VHH search is about 3–4 times the expected HH cross section limit from the bbττ

search in this range on the equivalent data set [18]. Figure 16 shows the SM 95% CL cross
section upper limits, as well as those for κλ = 5.5, which is in the middle of the highlighted
region, with other coupling modifiers set to unity. The upper limits on VHH and total HH

cross section as functions of κλ, κ2V , and κV are shown in Figs 17, 18, and 19. The theoretic
prediction of VHH and inclusive HH production cross sections are shown with the red lines.
The 95% CL upper limits are summarized in table 7.
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κλ κ2V κV κ2Z κ2W

Observed (−37.7, 37.2) (−12.2, 13.5) (−3.7, 3.8) (−17.4, 18.5) (−14.0, 15.4)

Expected (−30.1, 28.9) (−7.2, 8.9) (−3.1, 3.1) (−10.5, 11.6) (−10.2, 11.6)

Table 7. Observed and expected 95% CL upper limits on the coupling modifiers.
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