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ABSTRACT

Single particle imaging of proteins in the gas phase with x-ray free-electron lasers holds great potential to study fast protein dynamics, but
is currently limited by weak and noisy data. A further challenge is to discover the proteins’ orientation as each protein is randomly oriented
when exposed to x-rays. Algorithms such as the expand, maximize, and compress (EMC) exist that can solve the orientation problem and
reconstruct the three-dimensional diffraction intensity space, given sufficient measurements. If information about orientation were known,
for example, by using an electric field to orient the particles, the reconstruction would benefit and potentially reach better results. We used
simulated diffraction experiments to test how the reconstructions from EMC improve with particles’ orientation to a preferred axis. Our
reconstructions converged to correct maps of the three-dimensional diffraction space with fewer measurements if biased orientation infor-
mation was considered. Even for a moderate bias, there was still significant improvement. Biased orientations also substantially improved
the results in the case of missing central information, in particular in the case of small datasets. The effects were even more significant when
adding a background with 50% the strength of the averaged diffraction signal photons to the diffraction patterns, sometimes reducing the data
requirement for convergence by a factor of 10. This demonstrates the usefulness of having biased orientation information in single particle
imaging experiments, even for a weaker bias than what was previously known. This could be a key component in overcoming the problems
with background noise that currently plague these experiments.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/).
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I. INTRODUCTION

Single particle imaging (SPI) using the intense, destructive x-
ray pulses from free-electron lasers was introduced in the beginning
of this century as a method that could open up for atomic reso-
lution measurements of single gas-phase proteins.’ Since then, the
progress has been steady, and the community has been able to
reach higher and higher resolution and imaging smaller and smaller
objects.

Imaging macromolecules in the gas phase requires them to
be taken out of solution and into vacuum, gently enough for their
structures to remain native-like as they interact with the beam. A
growing mass of evidence indicates that under the right conditions,

protein structures remain native-like with (nano)electrospray
ionization.” " Electrospraying enables a wide range of methods for
separating, manipulating, and analyzing the molecules in the sample,
in principle, allowing for structure determination of specific states in
heterogeneous or polydisperse ensembles.

In SPI, the x-ray pulses are intense enough to turn the sam-
ple into a plasma within tens of femtoseconds. The principle of
‘diffraction-before-destruction’ implies that if the pulse is suffi-
ciently short, the diffraction from the intact protein can take place
before the damage has time to build up, giving an image of the
undamaged structure.

A single diffraction pattern contains two-dimensional infor-
mation. To get three-dimensional (3D) information of a particle,
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the measurement must be repeated multiple times. The individual
particle is completely ionized by x-rays and destroyed, so the par-
ticle needs to be replaced for each new exposure. This leads to a
complication—we need combine the diffraction images from many,
sometimes millions, of single exposures.

Every diffraction pattern is a measurement of the square ampli-
tudes of the Fourier transform of the electron density, on a spherical
section of reciprocal space called the Ewald sphere. If the orienta-
tion of each exposed particle would be known, one could simply
assemble a 3D-intensity map from the measurements, provided that
there are enough images from different orientations to sufficiently
cover the reciprocal space. This 3D-intensity map could then be used
to solve the phase problem and reconstruct the particle’s electron
density.

To date, we have no way of directly measuring the orientations
of the particles as they are exposed to the x-ray pulses in SPI, so
the assembly of measurements into a 3D distribution of intensities
requires an orientation recovery step. In principle, the relative orien-
tation of any two patterns can be found by identifying correlations
between them at their intersection in reciprocal space. In practice,
however, this is not a trivial task because SPI diffraction data are
weak and noisy, which precludes a correct assembly. Rather, one has
to consider the whole ensemble of images and find the orientations
that maximize the total correlation between all images to construct a
3D diffraction intensity space.

Expand, Maximize, and Compress (EMC)'® is the most widely
used orientation recovery algorithm in SPIL It has been suggested
that having knowledge about the orientation of the particle would
help the EMC algorithm and improve single particle imaging in
general. In the work of Marklund et al.,”’ we showed that con-
trol over one orientation angle can be achieved with strong electric
fields via interactions with the electric dipole of a particle. With the
resulting knowledge about the orientation, EMC could be guided,
leading to a significantly improved outcome.

Several approaches to learn about the orientation of the particle
have been presented in the literature. One method is to pre-align the
particle using external electric fields, as we illustrate in
Another approach is to detect the directions of the ions ejected from

Particle
Injector Dipole in
Esfield Serial
imagin
Incident ging
x-ray ; .-
pulse : &
| :
)
Detector

FIG. 1. Diagram of the proposed experimental setup. Particles are injected seri-
ally into the fs x-ray pulses. They then pass through an electric field that biases
the particle orientation. A diffraction pattern is measured on the detector when an
x-ray pulse coincides with a particle. Many such images are used in the analysis,
and the biased orientation information is used to solve the 3D diffraction intensity
space with fewer measurements.
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the violent explosion induced by the x-ray exposure to infer the
orientations. Orientation is also possible by flow alignment of
filament systems in a micro-jet.”” It is worth noting that some of
these approaches differ in how many orientation-degrees of freedom
they can influence; for example, electric fields can bias one rotation
angle, whereas mapping ejected fragments can, in principle, deduce
all three angles. These methods are under development and might
be combined to achieve maximum effectiveness.

Although the utility of controlling the orientation has been
demonstrated for SPI in the case of strong orientation, it is still
unknown how much knowledge or control over the orientation is
required for it to be useful for orientation recovery. Here, we strive
to bridge the gap between the limiting cases of strong orientation
control and freely tumbling particles to explore the realistic limits
for the utility of biased orientation. In addition, we test how EMC
handles background noise as well as missing central information, in
conjunction with biased orientations. We seek to investigate whether
these factors make a tangible difference in these more realistic cases
and what level of improvement one can expect from implement-
ing a preferential orientation scheme. We restrict our investigation
to a one-dimensional orientation bias, such as the one that can be
achieved with an electric field for dipolar particles.

Il. METHOD
A. The EMC algorithm and enhanced EMC

EMC is an iterative algorithm that consists of three steps,
expand, maximize and compress, and it is a likelihood-based
approach for building a 3D map of the intensities of the diffraction
space.' EMC requires an initial map, which can be an assembly of
the measurements at random orientations.

e Expand: In every iteration, the current 3D map is expanded
into Ewald-sphere slices, from orientations that are uni-
formly sampled from the 3D rotation group. We consider
25680 possible orientations, with the largest angle separat-
ing two possible orientations 6.761°. Using a finer sampling
is computationally expensive, and this sampling is more than
enough to sample every Shannon pixel even at the edge of
the detector.

e Maximize: Each diffraction pattern is compared to all slices.
The likelihood of a diffraction pattern being a measurement
of a slice is calculated for all patterns and slices.

e Compress: A new map is constructed by assembling
the diffraction patterns, weighted by the likelihood for
the orientations. Additional details can be found in the
supplementary material.

After several iterations, the map might converge to the true
intensity space, corresponding to the square amplitudes of the
Fourier transform of the sample; see . We considered a
maximum of 25 iterations and the runs converged within that.

We can include prior knowledge of a particle’s orientation
in our calculations of likelihoods in the maximize step of EMC.
That means that we take the probability distribution of orienta-
tions for the particle—inferred post-experiment or based on the
degree of orientational control—into account and bias the weights
calculated in the standard EMC algorithm. This can improve EMC
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performance, and in the work of Marklund et al.,”’ we termed it
Enhanced EMC (EEMC). In the said proof-of-principle investiga-
tion, EEMC was tested for a few cases with a single bias strength and
compared to standard EMC, and it was found that EEMC converges
in fewer iterations, with fewer patterns and with less available cen-
tral information, as from a beam stop or detector gap. In this work,
we will investigate varied orientation strengths with multiple sizes of
central mask and also consider the effect of background noise.

B. Diffraction pattern simulation and evaluating EMC

In this study, we simulated several thousand diffraction pat-
terns with a uniformly random orientation distribution using the
Condor software package.”” The output of Condor was scaled by the
signal strength before it is Poisson sampled to generate the diffrac-
tion patterns with discrete photon counts. We simulated with a
photon energy of 8 keV and a fluence of 2.54 mJ/um?. Our detec-
tor was simulated with 128 x 128 pixels2, each with a size of 880 ym
at a distance of 10 cm, providing an edge resolution of 3.05 A; these
parameters are similar to an experiment at an XFEL, but with 10
times higher fluence than a recent experiment.”’ We used lysozyme
(PDB: 1AKI"") as our model protein because it has been shown to be
stable in vacuum when electrosprayed’ and to be able to compare
directly with the previous study.

With simulated data, we have access to the correct orientation
for each pattern, and we use it to calculate an orientation error to
evaluate the EMC results. Although this is unavailable in experi-
ments, it is a useful tool to evaluate algorithm performance. EMC
recovers the orientation in which a pattern is most likely to be found
relative to all other patterns, but there will be an overall random
rotation between the ground truth orientations and the orientations
from EMC, so a direct comparison is not possible.

To perform an orientation comparison, we instead use the fact
that relative orientations within the dataset are preserved over a
global rotation. We consider a pair of different patterns with recov-
ered orientations represented by quaternions a and b and their
corresponding ground truth orientations a’ and b’. The relative
rotation r between a and b is given by r = ba ', and similarly, for
the ground truth orientations, r' = b'a’". These relative rotations
r and ' should be identical if the pair of orientations are correctly
recovered by EMC. A measure of the angular accuracy can thus be
calculated by comparing the relative rotation of r and r/,

Al =bad (b ) = b b (1)

We then compute the average angle of ¥’ for k random pairs
of reconstructed orientations as an indicator of EMC success,

k pairs

rot = ¢ > angle(r'r), (2)
a,b

where the angle is calculated by angle(a) = cos™'(2ag), ao being
the first element of the quaternion a. We call this measure the
average relative orientation error &, and we calculate it using
k = 1000 pairs.

From our experience, &t < 10° normally indicates a good
reconstruction, and in this study, we use 10° as the threshold for
a successful reconstruction.

ARTICLE pubs.aip.org/aipl/jcp

C. Biased orientations

We model the probabilities as a Gaussian distribution centered
around a given orientation, without restrictions for in-plane rota-
tions; see . Our overall approach is, in principle, agnostic to the
shape of the distribution, as long as it serves as a sufficiently accurate
representation of the actual distribution. Employing a simple Gaus-
sian distribution allows us to vary a single parameter, the standard
deviation o, to set how the experiment would work with a stronger
or weaker bias.

Considering an experimental setup such shown in , where
an electric field is used to orient a dipole prior to its interac-
tion with the x-ray beam, the particle will be constrained along its
dipole axis, but free to rotate about it. In a serial experiment, where
image after image is taken from particles with the same orienta-
tion distribution, it would mean that for a perfectly reconstructed
3D Fourier intensity space, some voxels would be sampled with low
probability.

This problem is visualized in , for three different ¢ and
for orientation of the particles both perpendicular and parallel to
the incident beam. With weaker fields, and thus larger deviations
from the dipole axis, this problem is diminished, and in the case
of 0 =7°, it is no longer an issue if the axis of orientation is per-
pendicular to the x-ray beam. It is also clear that orienting particles
parallel to the incident beam will result in significantly less available
diffraction information and should be avoided. In an experiment,
one could alleviate this issue by taking some measurements with
unbiased orientations, in addition to the biased images, and combine
them in an analysis, or indeed use two complementary electric field
axes.

Based on this realization, we allow every pattern to have its
own different preferential axis in our simulations, and so we cover
the entire 3D Fourier intensity space in aggregate. This simplifica-
tion holds well for orientations o > 7° where the reciprocal space is
completely covered, as we can see in

FIG. 2. The angle 6 between the preferred axis E and the orientation of the parti-
cle d is normally distributed with standard deviation o, which we vary to consider
biases of different strengths. There is no restriction for in-plane rotations around
d. In a setup like we see in , E is the electric field, and d is the dipole. The
protein in the image is lysozyme, PDB 1AKI.
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Effect of Bias on Reciprocal Space Assembly
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FIG. 3. Intensity maps assembled from diffraction in patterns with orientations from
a biased distribution. Different bias strengths are presented in the three columns,
with stronger orientation control to the left. The plot is shown for the preferred
axis of orientation being either perpendicular or parallel to the x-ray beam (top or
bottom row, respectively). o indicates the standard deviation of the distribution of
orientations around this axis. We see that it is impossible to sample most of the
reciprocal space in the parallel case. For most bias strengths, it is not a problem in
the perpendicular case, except in the extreme o = 1°. This is why we can perform
our calculations with a different preferential axis per pattern.

D. Reconstructions

We performed reconstructions for a range of values for ¢ from
7° up to 90° and for seven values for the number of diffraction
patterns, N, between 100 and 2200 patterns. In addition, we used
standard EMC without bias for the same values of N. This provides
insights into how both the amount of bias and the size of the dataset
affect how many iterations the algorithm requires to converge. We
selected the lower bound of o so that we do not overconstrain the
patterns to specific orientations. With insufficient sampling, differ-
ent orientations would get dramatically different biases, just based
on how close they match the sampled ones. To test a stronger
bias, we would need to increase the number of orientations con-
sidered in EMC at great computational cost. However, a device
that generates such a strong field would likely alter the particles’
structures, making this extreme case less relevant for dipole
orientation.

1. Convergence speed and performance

The performance of EMC can vary between reconstructions.

Even for datasets where convergence is achievable, it is not guar-
anteed. We tested each combination of parameters 10 times with
different, random, initial conditions, resulting in ten different
intensity maps. For each reconstruction, we calculate &0 and
pick the reconstruction with the lowest final error. This approach
allows us to compare the best possible outcome of a reconstruc-
tion rather than a random one. We compared the progress of
EEMC and standard EMC through the iterations, as illustrated
in .
For each value of g, we investigated how many patterns were
needed for the final map to be self-consistent with an & < 10°;
see . By assembling the 3D diffraction intensity space with
the known true orientations, we obtain a map representing the best
possible outcome from EMC. We compare this perfect map to our
reconstructed map by calculating the Pearson correlation coeffi-
cient CCyre’* for radial bins that can then be plotted against the
momentum transfer,

ARTICLE
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Convergence of Enhanced EMC

80° - N =220
N =320
N =460
60" 1 —— N=680
. — = N=1000
S 40° 4 e\ = 2200
o=17°
20° 4 o=30°
Standard
8r0t<|100 T T T
5 10 15 20 25

EMC iteration

FIG. 4. EEMC convergence in terms of the average rotation error & for two dif-
ferent bias strengths, compared with standard EMC. The number of patterns, N,
was varied, and one can compare how many patterns are required in the different
cases. These reconstructions are picked from ten independent ones, where we
present the performance that ended in the lowest &, thus representing a best
case scenario. Reconstructions which have lines that trail off at & > 10° are
considered failed. We see that EEMC converges in fewer iterations than standard
EMC in the case of a stronger bias. The strongly biased case also requires fewer
patterns for a successful reconstruction.

Tieg (55 = %) (i = )
V Zieg (5= 5)\/ ey 0= 7)

where ¢ is the momentum transfer corresponding to a specific radius
in the reciprocal space, i is a voxel at that radius, x; is the recon-
structed value of voxel i, and x is the mean value of all voxels at a
specific radius, whereas y; and y are the voxel value and mean from
the perfect map.

CCtrue(q) = (3)

2. Central mask size

Detectors used for SPI experiments at XFELs usually have a gap
in the center to let the strong, unscattered x-rays through the detec-
tor. We represent this as a central, circular mask that excludes pixels
from the analysis. We varied the size of the central mask from a
radius of 4 up to 16 pixels and varied ¢ in the same way as above.
This test was performed using 340 diffraction patterns, a number
chosen to push the difficulty close to the limit of what is possible.
This approach allows us to better observe the effects of varying mask
size, as illustrated in

3. Background

A major challenge for SPI is the often weak signal compared
to the background, which consists of scattering from the injec-
tor carrier gas and from beam-line elements.”® We hypothesized
that EEMC would improve performance even with background
noise, so we tested this case for o = [7°,30°]. We added a num-
ber of uniformly random background photons in every frame,
so the ratio of the total number of background photons ()
to the total number of signal photons (#gna) was defined as
Pog = = [20%, 30%,40%,50%]. In terms of how realistic this

Hsignal
backgrogund is, the background for p,,, = 50% corresponds to around
a third of the background strength measured at the single particles,
clusters, and biomolecules and serial femtosecond crystallography

(SPB/SFX) beamline at the European XFEL during an experiment

J. Chem. Phys. 160, 114108 (2024); doi: 10.1063/5.0188772
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Fewest patterns for success
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FIG. 5. Effects of bias strength on EEMC performance. (a) The fewest number of
patterns needed for a successful reconstruction is plotted against the bias ¢. Stan-
dard EMC performance is indicated by the orange line. (b) 2D sections through
the final maps from EEMC for o = 7°,30°, and for standard EMC, with average
rotation error & for each reconstruction. We see a clear improvement by EEMC,
especially for 320 patterns (middle column). (c) Pearson correlation coefficient,
CCiue, between the reconstruction and the ideal intensity map for radial bins in
reciprocal space. Here, we also see the benefit of a bias for lower number of pat-
terns, where standard EMC is lower than for the biased cases, indicating that the
reconstruction is less correlated with the ideal map.

by the single particle initiative’” in October 2019. Future improve-
ments to particle injectors promise to reduce background further
in the near future. We conducted tests across a range of pattern
numbers, varying from N = 150 to 2200. Again, we performed ten
independent reconstructions for each combination of N and p,,
and compared in Fig. 7 the reconstructions with the lowest & for
each case.
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FIG. 6. Effects of bias when using a mask. (a) Average rotation error &, of EEMC
reconstructions is plotted for varied central mask size and ¢. Standard EMC per-
formance is plotted in orange. We see that for EEMC, the average rotation error
£t rfemains lower than for standard EMC as the mask size is increased, and for
the strongest bias, reconstructions are successful up to a mask size of 12 pixels.
(b) and (c) Similar to Figs. 5(b) and 5(c) but with different sizes of central masks, as
noted above the maps. The maps for o = 7° all look similar to each other, whereas
for o = 30° and standard EMC, they lose structure for bigger masks. Note that only
320 patterns were included in this analysis to create a challenging problem. With
more patterns, we will likely get successful reconstructions for even larger mask
sizes.

lll. RESULTS
A. Convergence speed and performance

With the applied bias, we expected convergence in fewer itera-
tions, as seen in our previous study.”’ The results of this study are
presented in Fig. 4 where indeed standard EMC and EEMC with
o = 30° converged in around 17 iterations with a slight depen-
dence on the number of diffraction patterns included in the analysis,

J. Chem. Phys. 160, 114108 (2024); doi: 10.1063/5.0188772
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FIG. 7. Effects of a bias in the presence of background. (a) The fewest number of
patterns required for a successful reconstruction with EEMC and standard EMC for
different ratios of background to signal photons p,;. (b) and (c) Similar to Figs. 5(b)
and 5(c) but with different number of patterns for a fixed background ratio of
Pog = 30%. With a strong background, the difference between EEMC and stan-
dard EMC is even stronger. There is more detail at higher resolution, even for
680 patterns for o = 7°, which is confirmed by the CCyye curve. For standard
EMC with 680 patterns, only low resolution elements are recovered and CCiye
falls quickly, whereas CCyye is higher for EEMC.

whereas for o = 7°, only ten iterations were required. We can also see
that reconstructions with a stronger bias converge more often when
the number of patterns is low, whereas standard EMC struggles with
fewer than 1000 diffraction patterns. This results in more runs that
trail off at &ror > 10°.

In our comprehensive test of values of ¢ and number of pat-
terns, N, we saw a general trend that a stronger bias allowed for
successful EEMC reconstructions with fewer patterns. In Fig. 5(a),
we plot the lowest number of patterns required for a successful
reconstruction at different bias strengths. In the supplementary

ARTICLE pubs.aip.org/aipl/jcp

material, we show the distribution of successful and failed EEMC
runs with different random initial conditions. At o = 7°, the fewest
number of patterns are required, which gives us the best perfor-
mance out of all tested bias strengths. At higher o = 30°, we see a
plateau stretching up to o = 60°, where it seems that the bias becomes
too weak to provide any benefit over standard EMC.

A selection of the reconstructed diffraction intensity maps were
aligned, and sections of them are shown in Fig. 5(b). The intensity
maps were initially aligned by comparing the recovered orientations
to the ground truth orientations used in simulations and calculating
the average relative orientation. We then refined the alignment using
ChimeraX’s fit-in-map feature’® with an intensity map calculated
directly from the PDB structure as reference.

B. Central mask size

EEMC outperformed standard EMC at most mask sizes and
converges to reasonable maps up to central mask with a radius
of 12 pixels, which corresponds to around three Shannon pixels;
see I'ig. 6. With larger masks, biased orientation still decreases the
achieved rotation error & but none pass our threshold of success at
erot < 10°. We also present 2D sections of aligned maps, as well as
their radial Pearson correlation coefficient plots. The most notable
difference is at 12 pixels, where only the strongest bias gives a mean-
ingful reconstruction. We describe challenges with using smaller
masks in the supplementary material.

C. Background

In Fig. 7, we plot the minimum number of patterns neces-
sary for a successful reconstruction based on a specified background
level. As expected, we notice the trend that an increase in back-
ground corresponds to a greater need for patterns. Standard EMC
fails for all cases tested when p, ¢ 2 40%, whereas biased orientations
make even those reconstructions feasible. EEMC converges to a low
&rot €ven with Py = 50%. We also note that the required number
of patterns for p,, = 30% differs between the biased and the stan-
dard case by a factor of 10 for ¢ = 7° and around two thirds for ¢
= 30°. Even more interesting is the difference between the slope of
the curves, which is significantly lower for the high bias case. This
indicates that for very noisy cases, the benefit of having a bias is even
stronger than what is observed here.

IV. DISCUSSION

We observed that the use of biased orientations enabled EEMC
to converge in fewer iterations than standard EMC. While the speed
of convergence is noteworthy, as it may lead to savings in com-
putational resources, what matters most is the quality of the final
reconstruction. In the end, this is what will be used in the next step
of the analysis, which is to solve the phase problem and reconstruct
the electron density, to be eventually used to fit an atomic model.

When central information was removed, or noise added, we
found that EEMC consistently outperformed the standard case.
Thus, biased orientation information proves to be an effective strat-
egy for mitigating the challenges posed by reconstructions with
missing information and added background noise. As both these
effects are highly likely to influence actual experiments, our results
demonstrate the advantageous nature of introducing an orientation
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bias in realistic SPI scenarios. The benefits of an orientation bias not
only are most striking for a strong bias but also extend to improv-
ing the orientation recovery for a weaker bias, reaching up to 30°
or more. However, the extent of the benefit depends on the specific
combination of complicating factors.

Put in relation to what has been predicted to be achievable ori-
entation using external electric fields in earlier studies (up to o = 7°),
our results seem rather promising. However, there are several
aspects that we have not taken in consideration in this study. In this
study, we have assumed that all proteins are identical in vacuum,
which is not the case.”” Adding a bit of water to the system increases
the homogeneity of the individual protein structures’ and possibly
also improves orientation—either by the additional dipole due to the
waters or by increased reproducibility of the explosion. The
explosion induced by the FEL beam is also something that we are
not considering. This will further affect the diffracted signal,
but probably not as much as the molecular heterogeneity.

V. CONCLUSIONS

Three main conclusions can be drawn from this study: (i)
EEMC converged in fewer iterations than EMC without bias, requir-
ing fewer patterns in general, (ii) better handling of missing central
information, and (iii) better reconstructions in the presence of back-
ground noise. We expect that to achieve SPI of proteins at atomic
resolution, we need more measurements with less background—but
we have seen in this study that biased orientation helps EMC con-
verge even with a weak bias, such as ¢ = 60°, which is encouraging.
Especially in the case with background noise, we saw that biased ori-
entation information is more helpful in tackling the tougher recon-
struction challenges. Regardless of how prior orientation knowledge
is achieved, through dipole orientation with electric fields or flow
alignment with a thin liquid jet, it will be advantageous for intensity
reconstruction to take advantage of this information. This work pro-
vides insights with a significant impact on the future of SPI imaging,
and the results impact the hardware design and implementation that
is currently underway.

SUPPLEMENTARY MATERIAL

In the supplementary material, we provide additional details on
the parameters that were used in EEMC, and an analysis of the num-
ber of EEMC runs, with different random initial conditions, which
converged to a reasonable intensity map, and we also discuss the case
of having central masks with smaller radii than was considered in the
main text.
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