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Abstract This paper describes measurements of the trans-
verse momentum spectra of W and Z bosons produced in
proton—proton collisions at centre-of-mass energies of /s =
5.02 TeV and /s = 13 TeV with the ATLAS experiment
at the Large Hadron Collider. Measurements are performed
in the electron and muon channels, W — fv and Z — ¢4
(€ = e or ), and for W events further separated by charge.
The data were collected in 2017 and 2018, in dedicated runs
with reduced instantaneous luminosity, and correspond to
255 and 338 pb~! at /s = 5.02 TeV and 13 TeV, respec-
tively. These conditions optimise the reconstruction of the
W-boson transverse momentum. The distributions observed
in the electron and muon channels are unfolded, combined,
and compared to QCD calculations based on parton shower
Monte Carlo event generators and analytical resummation.
The description of the transverse momentum distributions by
Monte Carlo event generators is imperfect and shows signif-
icant differences largely common to W, W+ and Z pro-
duction. The agreement is better at /s = 5.02 TeV, espe-
cially for predictions that were tuned to Z production data at
/s = 7 TeV. Higher-order, resummed predictions based on
DYTURBO generally match the data best across the spectra.
Distribution ratios are also presented and test the understand-
ing of differences between the production processes.
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1 Introduction

Measurements of W- and Z-boson production in proton—
proton (pp) collisions at the Large Hadron collider (LHC)
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constitute a sensitive test of Quantum Chromodynamics
(QCD). The transverse momentum ( p¥ ) of the gauge bosons
V (W, Z) with respect to the initial proton beam arises from
higher order corrections to the leading order Drell-Yan pro-
cesses, and from non-perturbative effects such as the primor-
dial k1 of the incoming partons. Precise measurements and
predictions of the spectra in the region p¥ < 30GeV are of
particular interest for the measurement of the W-boson mass
at hadron colliders [1-4].

Over the last years, theoretical predictions have been
calculated including increasingly higher order corrections.
These comprise the fixed-order corrections, known up to
third order in the strong coupling o5 [5—7], and the resumma-
tion of logarithmic terms from soft and collinear emissions
using complex formalisms to obtain reliable predictions in
the low p¥ region. Analytic approaches based e.g. on trans-
verse momentum resummation [8] have been extended up to
fourth order [9-11]. Parton shower and hadronisation mod-
els, such as those implemented in PYTHIA [12], HERWIG
[13] or SHERPA [14] provide an alternative approach and
predict the complete event topology.

Experimentally, a measurement of the Z-boson pt spec-
trum (p%) is relatively straightforward through the trans-
verse momentum of the pair of charged decay leptons, pf}’é.
It was measured previously in pp collisions at the LHC
by the ATLAS Collaboration at centre-of-mass energies of
/s =7,8,and 13 TeV [15-17]. Similar measurements were
performed by CMS [18-20] and LHCb [21-23].

Even though precise data on p% spectra exist, these
can only be employed in a measurement of the W-boson
mass (myw) through a theoretical modelling of the differ-
ences between the W and Z production processes, e.g.
those induced by different energy scales, couplings, and
flavour and momentum fractions of the initial-state quarks.
A direct measurement of the W-boson pr distribution ( p%v )
is therefore of significant interest to test this modelling
and reduce the related uncertainties in a measurement of
mw. While samples of W-boson events are easily selected
using the leptonic decays W — £v, a measurement of the
p}” spectrum is a much more significant challenge, as the
decay neutrino escapes direct detection. The measurement
requires the reconstruction of the hadronic system the boson
recoils against, the hadronic recoil. Additional pp interac-
tions occurring in the same bunch crossing as the signal (pile-
up), degrade the resolution and constitute the main limitation
in this measurement. Consequently, previous measurements
at the LHC used relatively small, low pile-up datasets, at
/s = 7TeV by ATLAS [24] and at /s = 8 TeV by CMS
[25], with integrated luminosities of 31 pb~! and 18 pb~!,
respectively.

This paper presents measurements of the W- and Z-boson
p¥ distributions in pp collisions, using data collected in dedi-
cated LHC runs with low instantaneous luminosity at centre-
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of-mass energies of /s = 5.02TeV and /s = 13TeV.
These datasets respectively correspond to about 255 and
338 pb~'; two inelastic pp collisions take place on average
in the same bunch crossing. The clean experimental condi-
tions optimise the resolution on the hadronic recoil while
maintaining high yields of signal events, allowing a precise
measurement of the p%v distribution. The required calibra-
tions for the detector response to electrons, muons and the
hadronic recoil are derived or cross-checked with Z — ¢£
events in the same datasets.

The analysis is performed in leptonic final states, where
lepton refers to electrons and muons (¢ = e, p). The W-
boson measurement is performed separately for W~ and W+
production, and p}y is unfolded from the hadronic recoil,
ut, reconstructed in the plane transverse to the beam using
charged-particle tracks and energy deposits in the calorime-
ter. For Z — {{ events, the p% spectrum is primarily mea-
sured through the dilepton system, p%l. An alternative mea-
surement, based on zi, is compared to the p%l result and used
to validate the reconstruction and measurement techniques.
The measurements in the electron and muon channels are
combined accounting for correlations of statistical and sys-
tematic uncertainties.

2 The ATLAS detector and datasets
2.1 ATLAS detector

The ATLAS detector [26] at the LHC covers nearly the entire
solid angle around the collision point." It consists of an
inner tracking detector surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters, and a
muon spectrometer incorporating three large superconduct-
ing air-core toroidal magnets.

The inner-detector system (ID) is immersed in a 2 T axial
magnetic field and provides charged-particle tracking in the
range |n| < 2.5. The high-granularity silicon pixel detector
covers the vertex region and typically provides four measure-
ments per track, the first hit generally being in the insertable
B-layer (IBL) installed before Run 2 [27,28]. It is followed
by the SemiConductor Tracker (SCT), which usually pro-
vides eight measurements per track. These silicon detectors
are complemented by the transition radiation tracker (TRT),

1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre of
the LHC ring, and the y-axis points upwards. Polar coordinates (r, ¢)
are used in the transverse plane, ¢ being the azimuthal angle around
the z-axis. The pseudorapidity is defined in terms of the polar angle 6

as 1 = —Intan(f/2) and is equal to the rapidity y = %ln (gfﬁ) in

the relativistic limit. Angular distance is measured in units of AR =

V(AY)? + (Ag)2.
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which enables radially extended track reconstruction up to
[n] = 2.0. The TRT also provides electron identification
information based on the fraction of hits (typically 30 in
total) above a higher energy-deposit threshold correspond-
ing to transition radiation.

The calorimeter system covers the pseudorapidity range
In| < 4.9. Within the region || < 3.2, electromag-
netic calorimetry is provided by barrel and endcap high-
granularity lead/liquid-argon (LAr) calorimeters, with an
additional thin LAr presampler covering || < 1.8 to cor-
rect for energy loss in material upstream of the calorimeters.
Hadronic calorimetry is provided by the steel/scintillator-
tile calorimeter, segmented into three barrel structures within
[n| < 1.7, and two copper/LAr hadronic endcap calorime-
ters. The solid angle coverage is completed with forward cop-
per/LAr and tungsten/LAr calorimeter modules optimised for
electromagnetic and hadronic energy measurements respec-
tively.

The muon spectrometer (MS) comprises separate trigger
and high-precision tracking chambers measuring the deflec-
tion of muons in a magnetic field generated by the super-
conducting air-core toroidal magnets. The field integral of
the toroids ranges between 2.0 and 6.0 Tm across most of
the detector. Three layers of precision chambers, each con-
sisting of layers of monitored drift tubes, cover the region
[n| < 2.7, complemented by cathode-strip chambers in the
forward region, where the background is highest. The muon
trigger system covers the range |n| < 2.4 with resistive-plate
chambers in the barrel, and thin-gap chambers in the endcap
regions.

The luminosity is measured mainly by the LUCID-2 [29]
detector that records Cherenkov light produced in the quartz
windows of photomultipliers located close to the beampipe.

Events are selected by the first-level trigger system imple-
mented in custom hardware, followed by selections made by
algorithms implemented in software in the high-level trigger
[30]. The first-level trigger accepts events from the 40 MHz
bunch crossings at arate below 100 kHz, which the high-level
trigger further reduces in order to record complete events to
disk at about 1 kHz.

A software suite [31] is used in data simulation, in the
reconstruction and analysis of real and simulated data, in
detector operations, and in the trigger and data acquisition
systems of the experiment.

2.2 Data sets

The analysis is conducted using datasets corresponding
to integrated luminosities of 254.9 + 2.6 pb~! at /s =
5.02TeV and 338.1 & 3.1pb~! at /s = 13 pb~'. The
luminosity determination for the 5.02 TeV data sample was
carried out in a similar way to that described for the low-
instantaneous-luminosity 13 TeV dataset in Ref. [32], and

has similar uncertainties. They were collected in 2017 and
2018 during dedicated LHC low pile-up runs with an average
number of pp interactions, (i), of about two, as compared
to (u) ~ 34 for the nominal LHC Run 2 operation between
2015 and 2018. To fully exploit these conditions, the thresh-
olds applied to suppress noise in the reconstruction of clusters
of energy in the calorimeters were lowered, optimising the
reconstruction of the hadronic recoil as described in Sect. 4.
The data was collected with triggers that require at least one
electron or muon with transverse momentum thresholds of
p% > 15GeV and p% > 14 GeV, respectively [30,33,34].
Loose identification criteria are applied at the trigger level
for electron or muon candidates.

2.3 Signal and background simulation

Samples of Monte Carlo (MC) simulated events are used to
model the signal and background processes. All MC samples
were processed through the full ATLAS detector simulation
[35] based on GEANT4 [36] using settings specific to the low
pile-up run conditions. The effects of pile-up collisions in the
same or neighbouring bunch crossings were included in the
MC simulation by overlaying inelastic pp interactions pro-
duced using PYTHIA 8 with the NNPDF2.3LO set of parton
distribution functions (PDFs) [37] and the A3 set of tuned
parameters [38].

The main signal event samples for W and Z production
were generated using the POWHEG event generator at next-to-
leading order in QCD (NLO) [39-42] using the CT10 PDF
[43], interfaced to PYTHIA 8 [12] using the AZNLO tune [15].
These POWHEG+PYTHIA 8 samples were interfaced to PHO-
TOS++[44] to simulate the effect of final-state QED radiation.
The effective sample size is typically 10-20 times larger than
the data to minimise the impact of MC statistical uncertain-
ties. Alternative signal samples were prepared with SHERPA
2.2.1 (y/s =13TeV) and 2.2.5 (/s = 5.02 TeV) [14] using
the NNPDF3.0 NNLO PDFs [45] and merging matrix ele-
ment calculations from Comix [46] and OPENLOOPS [47-49]
for V40, 1, 2 partons at NLO accuracy with V +3, 4 partons
at leading order (LO) accuracy in the MEPS@NLO scheme
[50-54]. These samples are used to evaluate the uncertainty
arising from the choice of the program used to simulate the
signal events. The W and Z samples are normalised to next-
to-next-to-leading (NNLO) calculations performed using the
DYTURBO [55] program, an optimised version of DYNNLO
[56,57] using the MMHT2014 NNLO PDF set [58]. A con-
servative total uncertainty of 5% is taken as normalisation
uncertainty in background predictions or control regions,
covering the uncertainties in PDFs, «g and missing higher
order corrections.

Backgrounds from top-antitop-quark pair (¢f) produc-
tion and single-top-quark production (Wt associated produc-
tion, ¢-channel, s-channel) were generated with POWHEG+
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PYTHIA 8 [59] and normalised to the NNLO predictions with
resummation at next-to-next-to-leading-logarithmic (NNLL)
accuracy [60—66]. Diboson production VV (V = W, Z) was
generated with SHERPA in all decay channels with at least
one real lepton in the final state and treated as background
[67].

3 Lepton and event selection

This analysis relies on the reconstruction and selection of
electrons and muons. The calibrations and efficiency mea-
surements used for the low pile-up datasets are briefly sum-
marised in this section. The methodology closely follows
that established for the full ATLAS Run 2 dataset [68,69],
referred to as the high pile-up dataset. A full set of correc-
tions are determined from the low pile-up datasets. However,
where possible, corrections determined from the large high
pile-up dataset are used instead to benefit from their better
statistical precision. Corrections derived from the high pile-
up dataset are complemented by additional corrections or
uncertainties reflecting the extrapolation to the low pile-up
regime.

The W- and Z-boson event selections are also described
in this section, as well as the determination of the primary
vertex reconstruction efficiency. The hadronic recoil, T, is a
detector-level measure of p%v , and is used to infer the trans-
verse momentum of the decay neutrino. Its reconstruction
and calibration are specific to this analysis and are described
in Sect. 4.

3.1 Electrons

Electron candidates are reconstructed from clusters of energy
deposited in the electromagnetic calorimeter and associated
with at least one track in the ID. Electrons are required to
be within the coverage of the ID and the precision region
of the EM calorimeter, || < 2.47. Electrons in the tran-
sition region between the barrel and endcap calorimeters,
1.37 < |n| < 1.52, are excluded. Electron candidates are
required to have a transverse momentum of p% > 25GeV
and pass the Medium likelihood identification requirements
[68]. They are also required to be isolated from nearby activ-
ity, as measured by tracks in a cone of size AR < (.2 around
the candidate. The scalar sum of the pt of these tracks is
required to be less than 10% of the electron pff and may
not exceed 5GeV for electrons with p% > 50GeV, i.e.
ps°e20 / min(pk, 50 GeV) < 0.1.

Corrections and uncertainties in the electron energy cali-
bration are estimated by using a combination of simulation-
based and data-driven procedures as described in Ref. [68].
The energy scale and resolution differences between data and
simulation are determined in the low pile-up datasets using
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Z — ee decays and the statistical uncertainties are domi-
nant. Smaller systematic uncertainties on the simulation of
the material and on the relative calibration of the calorimeter
layers are taken from the analysis of the high pile-up dataset
instead.

Corrections to the electron trigger, identification and iso-
lation efficiencies are determined separately in the 13 and
5.02TeV low pile-up data from Z-boson events using tag-
and-probe methods [68]. The electron reconstruction effi-
ciency corrections are instead extrapolated from the high
pile-up dataset.

3.2 Muons

The muon reconstruction is performed independently in the
ID and in the MS, and a muon candidate is formed from
the combination of a muon spectrometer track with an ID
track. The muon candidates are required to have an absolute
pseudorapidity of || < 2.4, atransverse momentum of p% >
25 GeV and to satisfy the Medium identification criteria [69].
Muons are required to be isolated from nearby activity with
the same criterion as electrons.

Corrections are applied to the reconstructed muon momen-
tum in simulation to precisely match the data. The corrections
to the simulated momentum resolution and momentum scale
are determined using both Z — pp and J /Y — pp events
in the high pile-up dataset as described in Ref. [69]. They are
cross-checked with the low pile-up dataset and good agree-
ment is found. A dedicated correction for charge-dependent
momentum biases in data is determined in situ and applied as
a function of muon 7 using a combination of different meth-
ods [69,70]. These correlated systematic biases can be intro-
duced either by detector deformations to which the alignment
procedure has little sensitivity or by the procedure used to
determine the alignment parameters [71].

The efficiency of the selection criteria for muon candidates
is measured using tag-and-probe methods [69] in Z — up
events separately for the 13 and 5.02 TeV data. Efficiency
correction factors for muon trigger and isolation are evalu-
ated as a function of muon 7 and pr in the low pile-up dataset
with a precision limited by the size of the Z — pu data sam-
ples. The muon reconstruction efficiency correction is instead
determined with the high pile-up dataset and extrapolated to
low pile-up.

3.3 Primary vertex reconstruction

Primary vertices are reconstructed requiring at least two
charged-particle tracks [72] and the hard-scatter vertex is
chosen as the one with the largest sum of squared track
transverse momenta. Lepton candidates are required to orig-
inate from this vertex. The significance of the track’s trans-
verse impact parameter calculated relative to the beam line,
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|do/o4,|, must be smaller than three for muons and smaller
than five for electrons. Furthermore, the longitudinal impact
parameter, zq (the difference between the z-coordinate of the
point on the track at which dy is defined and the longitu-
dinal position of the primary vertex), is required to satisfy
|zo - sin(@)]| < 0.5 mm.

The efficiency of this requirement in Z — ¢£ events
is generally above 99% and included in the tag-and-probe
procedures described above. However, for W-boson events
at low pr, the reconstruction of the correct primary ver-
tex is more challenging as it requires at least one additional
charged-particle track from hadronic activity in addition to
the lepton. A dedicated measurement of this efficiency is
therefore derived. It is performed in Z — £ events as func-
tion of the number of reconstructed additional tracks, i.e.
excluding the leptons, and the boson pt. The data measure-
ment can then be applied to the W — £v simulation. The
vertex reconstruction inefficiency in W-boson events with
p%}v < 5GeV at /s = 5.02TeV (13 TeV) is found to be
about 5% (3%) for the electron channels and 3% (2%) for
the muon channels. It decreases towards higher p}” , and
asymptotically reaches about 1% in the electron channel
and 0.5% in the muon channel. The inefficiency is larger in
the electron channels because bremsstrahlung complicates
the track reconstruction and track-to-vertex association. The
modelling of the soft activity at low W boson pr is the main
source of uncertainty on the vertex efficiency and its effect
is estimated by observing the closure between different gen-
erators, as discussed in Sect. 6.2.

3.4 Selection of W- and Z-boson candidate events

The W — £v event selection requires exactly one recon-
structed and isolated electron or muon satisfying the criteria
described in Sects. 3.1 or 3.2, respectively. Events with addi-
tional leptons of the same flavour with transverse momentum
p% > 20 GeV are discarded to reduce the Z background; the
identification requirement for these veto leptons is loosened
with respect to the nominal selection to make the veto more
effective. There are no requirements on the number of leptons
with flavour different than the channel under study. The miss-
ing transverse momentum, ﬁ%‘iss, and its magnitude E Miss are
defined from p% and it following p™s = — (pf + iit), and
represent a measure of the transverse momentum of the neu-
trino. The background from QCD multijet events is reduced
by the requirement E‘T]rliss > 25GeV. Furthermore, the W-

boson transverse mass mrt = \/2pfrE‘T“iss(1 — cos Agyy)
must exceed 50 GeV, where A¢y, is the azimuthal angle
between ‘5% and ﬁTmiss. After all selections, a total number of
7.1 x 10° (2.2 x 10%) W-boson candidate events are selected
in the W — ev channel and 7.5 x 10° (2.2 x 10° ) in the
W — v channel for the 5.02 TeV (13 TeV) data.

Z — (¢ events are selected by requiring exactly two
same-flavour, opposite-charge leptons. The same reconstruc-
tion and isolation criteria as discussed above are applied,
and the lepton-pair invariant mass is restricted to the range
66 < my < 116GeV. A total of 5.2 x 10* (1.7 x 10°)
Z-boson candidates are found in the electron channel and
7.0 x 10* (2.1 x 10°) in the muon channel for the 5.02 TeV
(13 TeV) data.

4 Hadronic recoil reconstruction and calibration

The final state of a W — {¢v or Z — {{ event naturally
separates into the leptonic system and the associated QED
radiation, and the hadronic recoil, i, defined in the plane
transverse to the beam from the remaining reconstructed par-
ticles in the event. Up to the detector resolution, the trans-
verse momentum of the hadronic recoil is equal in magnitude
to the vector boson transverse momentum and points in the
opposite direction, i = —py..

In Z — ¢4 events, the Z-boson transverse momentum can
be estimated from both the lepton pair p!}e and u. The well-
measured dilepton system can thus be used to calibrate the
hadronic recoil response, and the unfolded p!f distribution
provides a cross-check of the p% spectrum measured from
ur.

4.1 Hadronic recoil reconstruction

The hadronic recoil was used successfully in ATLAS analy-
ses with /s = 7 TeV data [24,70]. For these measurements,
the reconstruction was based on calorimetric energy deposits
reconstructed using a topological clustering algorithm [73].
In this analysis, the hadronic recoil is reconstructed from
Farticle Flow Objects (PFOs) [74,75] that combine informa-
tion from ID tracks and the calorimeters in an optimal way
and avoid double counting. Compared to the calorimeter-
based measurement, the particle flow technique improves
the recoil resolution by 3% at low p¥ , increasing to 15%
at py ~ 50 GeV.

The recoil vector it is computed from the vector sum of
all charged and neutral PFO momenta. To reject pile-up con-
tributions, charged PFOs are required to be associated with
the same primary vertex as the W lepton candidate. PFOs
within AR = 0.2 around identified electrons and muons are
not included in the recoil, to avoid energy deposits originat-
ing from charged leptons and accompanying photons. This
procedure also removes small underlying event and pile-up
contributions. To compensate this bias, the PFO momentum
measured in a region at the same 7 as the lepton, and ran-
domly chosen ¢, with the constraint of being separated from
the lepton and recoil directions by A¢ > 0.4, is rotated to
the lepton axis and added to the recoil.
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The resolution of ut primarily depends on the event activ-
ity variable X ET, the scalar sum of the transverse energies
of all PFOs included in the recoil. The quantity L E1 =
¥ Et —uT is a modified event activity variable with reduced
correlation to the vector boson dynamics, and that mostly rep-
resents the underlying event and pile-up. Events are charac-
terised by the vector boson transverse momentum and X E.

In Z — £¢ events, the projections of the hadronic recoil
on the axes parallel and perpendicular to the momentum of
the lepton pair are denoted u| and u , respectively. These
projections are used to calibrate the hadronic recoil scale and
resolution. The perpendicular component i is expected to
have a mean of zero and a width given by the resolution. The
sum of u) and p4 is also called bias,

b=uj+ py, (1

and would ideally be close to zero. However, b > 0 is
observed on average, due to particles escaping detection,
energy losses in passive detector material and the non-
compensating nature of the calorimeters.

4.2 Hadronic recoil calibration

The hadronic recoil scale, resolution and direction need to
be calibrated before the measurement is performed. The
Z — (¢ final state is the primary reference, since the
final-state kinematics are fully determined through the pre-
cise reconstruction of the decay lepton pair. The calibration
derived from the Z-boson sample at a given value of dilepton
transverse momentum p%l, is applied to the W — £v simula-
tion at the same value in the generated transverse momentum
P&V of the W-boson. This replacement is possible as the
lepton resolution is better than that of the hadronic recoil by
about one order of magnitude. The corrections are derived in
four sequential steps:

e the modelling of the modified event activity  E in the
signal simulation is corrected, separately in W- and Z-
boson events;

e the simulated azimuthal distribution of the recoil is cor-
rected to that observed in data;

e the simulated recoil scale and core resolution are cor-
rected to those observed in data, using the | and u
projections in Z-boson events;

e residual corrections for non-Gaussian resolution tails are
derived in data and applied to the simulation.

All corrections are obtained separately for /s = 5.02 TeV
and /s = 13 TeV data. As the recoil response is independent
of the decay lepton flavour, the Z — ee and Z — pu sam-
ples are merged to derive the corrections. The corrections are
then applied to the W — ¢v MC samples, and the closure
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of the calibration is verified by application to Z — ££ sam-
ples. Small differences in the hadronic activity between W
and Z bosons, for example induced by the different initial-
state quark flavours and momentum fractions, are accounted
for by dedicated corrections or systematic uncertainties, as
explained at the end of this section.

Modelling of L Et

Three event weights are obtained for the POWHEG+PYTHIA 8
MC samples to model the observed X Eq distribution and its
correlation with the pl‘f distribution. A first two-dimensional
reweighting of the (X ET, p-fe) distribution is derived from
the ratio of data and simulation for the Z-boson sample. The
weights are applied to the W simulation as a function of
ptTme’V, as explained above. After this correction, the ZET
distributions in W-boson data and simulation agree at the
percent level.

The residual disagreement in the W-boson sample remain-
ing after the first reweighting using the Z-boson data, is
removed using a second event weight obtained from the W-
boson sample itself. This correction is performed separately
for each charge, as a function of ¥ Et and in bins of ut after
a first calibration of uT in the simulation using the resolution
and response corrections discussed below.

The application of these weights to the Z and W samples
modifies the generated transverse momentum spectrum of
the bosons in the simulation. The initial spectrum is restored
using a third, one-dimensional weight as a function of ptTme’ v,
The total weight applied to simulated W — £v events is the
product of the three weights described above. Only the first
and third weight are applied to Z events. The whole procedure
is equivalent to making a reweighting in slices of p¥ (and
then ut for W — £v events), which is why it is not required
to have the same distribution of p¥ in data and in simulation.
The total number of events is preserved, as only shapes are
used.

A closure test is performed using simulated SHERPA Z
and W events as pseudo-data, to verify that the correlation
between ¥ Et and ptTrue’V in POWHEG+PYTHIAS is cor-
rected to that present in SHERPA. A good closure is observed
and the small residual non-closure is taken as a systematic
uncertainty. This uncertainty also allows to check that in this
procedure, there is no dependence on how well the distribu-
tion of p¥ is modelled in POWHEG+PYTHIASR, as the two
generators differ significantly in their predicted p¥ spectra.

Azimuthal correction

The azimuthal direction of the recoil, ¢ (z7), is not uniformly
distributed due to effects not fully modelled by the simula-
tion, such as non-uniformity in the calorimeter response, the
calorimeter mechanical deformation, the beam displacement
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from the nominal beam line in (x, y), or the beam-crossing
angle. An empirical correction is obtained from the differ-
ences between the mean values of the x and y components of
the recoil in Z events in data and in the simulation ({u, ) and
(uy)). A small dependence on X Er is observed and included
in the correction. The components of the recoil in the simu-
lation are then corrected accordingly.

The impact of this stage of the calibration on the measured
ut distribution in W simulated events is at most 0.5%, giving
confidence that the correlation between the direction and the
magnitude of the recoil is weak.

Resolution and response corrections

The data-to-MC resolution correction for u | is derived as a
ratio of o (1 ) values following

ou, (X ET, pydata

r(SEr, pf) = e
T

= (2)
ou, (XET, p
where o, is derived from Gaussian fits to the u distribu-
tions in Z — £ events, in bins of ¥ Et and p%’z. The dis-
tribution of u | in the W-boson simulation is then corrected
following

'O = yNMC (S Ex, pie). 3)

The data-to-MC corrections for u) (") use the standard
deviation and mean of the bias defined in Eq. (1) that relate
to the resolution and scale, respectively. The corrections are
extracted in Z — ££ events, /(2 ET, pg), and transferred
to the W-boson MC, r'(Z ET, ptTme’V), as:

OO = (s 4 (b)Y — (BME)) -
(€ = ) -, @

where all quantities are defined in bins of £ Et and p4 or
true,V

Pt
Tail correction

The resolution corrections discussed above only correct the
core Gaussian parts of the u and u distributions. Non-
Gaussian effects appear in the tails, mostly driven by hadronic
activity out of the detector acceptance. A final step in the
recoil calibration therefore corrects the resolution tails in sim-
ulation to that in data after applying all previous corrections.
The correction is derived in bins of p%e from the cumulants
of the u) and u | distributions in data and simulation with an
inverse transform sampling (Smirnoff transform) [76]. The
full transformation is parameterised by empirical functions
with two (four) parameters for u (u)). The transformation
gives corrected values as of u)] and u as a function of these

same variables for each event. For u this results in a sym-
metric stretching around zero and for #)| in an asymmetric
stretching around the median of the distribution.

Summary of recoil calibration

Figure 1 shows the comparison of ,,, and (b) as a function of
p%e inthe Z — ppu simulated and data samples. Using PFOs
instead of calorimeter-based inputs only improves the recoil
resolution, e.g at 13 TeV o, decreases from ~ 12.1 GeV
to A~ 10.5 GeV around pr ~ 50 GeV, once it is calibrated
and corrected for the scale. Good closure of the calibration
is observed. Similar results are obtained in the Z — ee sam-
ples. The uncertainty in the extrapolation from the Z to the W
is estimated from the differences between the standard devia-
tion and mean of the u | and u distributions in the simulation,
at given values of (EE_T, ptTme’v), to derive alternative sets
of resolution and response corrections r and r’.

A final systematic uncertainty in the recoil calibration is
estimated by using SHERPA signal events as pseudo data in the
calibration procedure. The POWHEG+PYTHIA 8 sample is cal-
ibrated to SHERPA, the full analysis described in Sect. 6 is per-
formed and the difference between the measured p¥ distribu-
tion and the generated spectrum gives the closure of the cor-
rection. To simplify the procedure and avoid double-counting
the extrapolation from Z to W, the calibration of each process
uses only the corresponding signal sample from both event
generators. The p¥ spectrum of SHERPA is also reweighted to
POWHEG+PYTHIA 8 to avoid double-counting the unfolding
prior uncertainty, i.e. the effects tested are residual differ-
ences in the simulation of hadronic jet production beyond
the hardest emission, the underlying event, fragmentation
and hadronisation. The difference between the two genera-
tors in observables relevant to the description of the recoil is
larger than the one between data and POWHEG+PYTHIA 8 in
Z events, which gives confidence that this uncertainty com-
ponent is not accidentally underestimated.

5 Background estimates and event yields
5.1 Background in the W — £v selection

Background contributions from single-boson and diboson
production (electroweak background) and ¢7 and single-top-
quark production (top-quark background) are directly esti-
mated from the MC simulated samples described earlier.
They are dominated by W — tv events with T — fvv
at low uT and top-quark pair production at higher uT. In the
electron channels there is an additional background contribu-
tion from W — ev events where the reconstructed electron
charge is mismeasured.

@ Springer
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/s =13TeVinZ — pp events. Data (black dots) are compared to the
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between SHERPA and POWHEG+PYTHIA 8)
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Background from QCD multijet (MJ) production can-
not be reliably simulated and has to be derived from data.
Depending on the lepton flavour, the MJ background has sig-
nificant contributions from leptons produced in semileptonic
decays of heavy quarks, pion and kaon decays, or photon
conversions, and is referred to as fake leptons below. The
multijet yields in the electron and muon selections of the W-
boson analysis are estimated separately for positively and
negatively charged samples. As multijet production is con-
centrated at lower values of p%, E%‘iss and mT as compared
to the signal, this background is estimated with a template fit
in these kinematic distributions in a phase-space region with
relaxed E‘TniSS and mt selections, called the fit region. The p%,
E'Tniss and mt templates in the fit region for the W — €v sig-
nal and electroweak and top-quark backgrounds are obtained
using simulation. The multijet templates are built from events
passing the same kinematic selections as the nominal selec-
tion except that the lepton isolation requirement is inverted.
In the final step, the multijet yields in the signal region are
determined by multiplying the fit region yields by a transfer
factor that corrects for the acceptance of the ETmiss and mTt
selections and the impact of the inverted isolation require-
ments needed to extract the multijet background templates.

The multijet yield is estimated three times using the p?r,
EITniss and mt distributions separately. The three results are
found to be compatible, and the final yield estimate is derived
from their unweighted mean, neglecting the correlations. As
the shape of the multijet templates depends on the anti-
isolation criterion, mutually exclusive intervals in the iso-
lation variable are chosen to create statistically independent
multijet templates. These samples are designed to be pro-
gressively closer to the signal-candidate selection and are
used to study the dependence of the multijet extraction on
the considered isolation.

Several improvements are included in this background
estimate with respect to a similar method described in Ref.
[70]. In particular, the removal of all energy in the cone
around lepton candidates from the hadronic recoil calcula-
tion, as described in Sect.4.1, is problematic for the case
where leptons are required to fail the isolation selection.
The correct properties in the multijet-enriched sample are
restored by adding back a fraction of the hadronic activity
around the lepton candidate and recalculating the kinematic
variables ur, ETmiSS, and mt accordingly. Another signifi-
cant improvement on the MJ yield estimate is the use of MJ
templates in the fits that have their shapes corrected. This
correction is achieved by combining the shapes from differ-
ent anti-isolation intervals to extrapolate into the fit region.
Instead of repeating the template fit in different anti-isolation
intervals, it is carried out only once for a given kinematic dis-
tribution, and the corresponding dependence of the measured
multijet yield is entirely located in the transfer factor. Exam-
ple results of template fits in the electron and muon channels

are shown in Fig.2. The disagreement observed in Fig.2e
is not a major concern, since the estimation of the multijet
yield using m is always still consistent with the ones using
p% and E%‘iss. In the final signal selection, the background-
dominated region (mt < 50 GeV) is removed. In Fig.3,
the transfer factors accounting for the efficiency of the kine-
matic cuts and the isolation requirements to extrapolate from
the fit region to the signal region are shown as a function
of anti-isolation intervals. The extrapolation was also tested
with alternative function forms, which produced estimations
of yields consistent with the linear extrapolation within the
yield uncertainty.

The final MJ background yield and total uncertainty is
presented in Table 1. The dominant MJ yield uncertainties
arise from: the statistical uncertainty from the limited data
and MC events in the fit region, the linear extrapolation pro-
cedure to the average isolation value in the signal region,
and the possible mis-modelling of the jet activity in the anti-
isolated regions. The uncertainty arising from the latter effect
is studied by categorising events in broad bins of uT.

Corrections to the shape of the multijet background contri-
butions and corresponding uncertainties in the distributions
used in the final measurement are estimated with a simi-
lar procedure. The MJ kinematic distributions in the signal
region are determined by linearly extrapolating the shape
of the distributions observed in the mutually exclusive anti-
isolation intervals into the isolated region. Uncertainties in
the extrapolated distributions are dominated by the statistical
uncertainty. The resulting multijet background distribution is
propagated to the final analysis. A smoothing is applied to the
MJ ut spectra for ut > 100 GeV to avoid large fluctuations
due to low event counts in the data samples.

The estimated multijet background fractions in the
5.02 TeV dataset represent 0.8 and 0.1% of the total num-
ber of observed W™ candidate events in the electron and
muon channels, respectively. In the 13 TeV dataset the cor-
responding fractions are larger at 2.9 and 0.6% because the
gluon-induced multijet production rises faster with /s than
the quark-induced signal. For W candidate events the back-
ground yields are found to be similar to the W~ channels
within uncertainties, and the relative fractions are lower by
the size of the W /W™ cross-section ratio. The different
sources of the MJ uncertainty components in yield and shape
are treated as correlated across the channels, while the sta-
tistical uncertainties are uncorrelated.

The total impact of the uncertainties in the background
estimation on the cross-section measurements is shown in
Figs. 24 and 25 in Appendix A, and is at the level of 0.1-1%
in the low p?’ < 63 GeV region, depending on the channel.
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5.2 Background in the Z — £¢£ selection

As in the W — £v analysis, the electroweak and top-quark
backgrounds are directly estimated from the MC simulated
samples described earlier. They are dominated by diboson
and top-quark pair production at higher ut, but very small
overall.

A data-driven two-dimensional sideband method is
employed to estimate MJ background. The signal region A is
complemented by three orthogonal control regions B, C, and
D enriched in events produced from background processes
with fake leptons. For both channels, events in region B have
the nominal requirements except that the subleading lepton is
required to fail the isolation selection. For events to be regis-
tered in region C in the electron channel, the primary require-
ment is to fail the Medium identification requirement, but
pass the Loose criteria. In addition, only same-charge pairs
are selected and the p?r requirement is loosened to 20 GeV.
For the muon channel, region C is defined to contain only
same-charge muon pairs and also here the p!} requirement is
loosened to 20 GeV. Finally, for region D events are selected
with the modifications of the B and C regions applied at the
same time.

Multijet event yields Ny in each control region are esti-
mated from data by subtracting the contribution from prompt
leptons predicted by the simulation. Because of the very high
signal contamination in the background-enriched regions in
the Z — ee channel, the events with 80 < my; < 100 GeV
are excluded. The total MJ yield in the signal region is then
estimated through Ny}, = NJ; - NS;/N5,. In the electron
channel the final MJ yield is also scaled back to the full m,
range.

The final MJ event yield and uncertainty for each channel
are summarised in Table 2. In all channels, the MJ event
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vals, for a the W& — e'v channel at /s = 5.02TeV and b the
W~ — u~v channel at 4/s = 13 TeV. The data point are reasonably
described by the linear fits indicated by the solid lines. The uncertainties
in the data points are statistical only

estimate is below 0.1% with respect to the expected signal.
In the Z — ee channel at 5.02 TeV the final MJ event esti-
mate was found to be consistent with zero. An upper limit
on the MJ yield in this channel is derived from the statis-
tical uncertainties of the yields in the background-enriched
regions.

The shape of the MJ events is taken from the correspond-
ing distributions in the background-enriched regions. To sup-
press statistical fluctuations for the p%e and uT distributions,
the templates are smoothed with a Landau function and nor-
malised to the inclusive number of MJ events for each chan-
nel.

The total impact of the background estimation on the
unfolded pi‘ and ur distributions for the 5.02 and 13 TeV
datasets is provided in Figs.26 and 27 in Appendix A and is
generally well below 0.1%.

5.3 Detector-level event yields and distributions

The final observed and expected event yields for the full W
and Z selections obtained in the electron and muon channels
for both datasets are summarised in Tables 1 and 2. All cali-
brations and efficiency corrections discussed in Sects. 3 and
4 are applied.

Detector-level distributions for the 5.02 TeV dataset and
for the 13 TeV dataset are provided in Figs.4, 5, 6 and 7 and
Figs. 8,9, 10 and 11 for the W-boson analyses and in Figs. 12
and 13 for the Z-boson analyses. To better visualise the agree-
ment in the shapes, the MC predictions are normalised to the
integral of the data distribution. The underlying ptTrue’V dis-
tributions have been reweighted with a smooth function as
described in detail in Sect. 6.1 to match the data as closely as
possible in the p¥ range of 0—-100 GeV.
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Table 1 Observed and expected event yield comparison for the W-
boson selections in the /s = 5.02 TeV and /s = 13 TeV datasets for
the electron and muon channels split by the charge of the reconstructed
lepton. The uncertainties in the multijet background correspond to the

total uncertainties, while for backgrounds estimated from MC simula-
tion only statistical uncertainties are given. The category W — £v BG
refers to background from W — tv as well as charge misidentification
in the electron channels

Channel Observed Signal W — ¢v BG Z— U Top Diboson Multijet

Vs =5.02TeV W — (v
W™ = e v 274375 264510 £ 170 7303 £ 29 1031 +£6 862.7 £ 2.1 340.5+£2.9 2200 £ 700
Wt — ety 430662 417090 £ 210 9064 + 32 1102 £7 951.4+29 3762 +2.3 2300 £ 900
W™ — uv 288026 273900 £ 170 5160 + 25 8517 £ 21 799.0 £2.0 339.1+1.9 300 £ 340
Wt — uty 457223 438020 £ 210 7854 + 30 9773 £ 22 890.6 £ 2.8 384.6+£23 500 £ 400

Js=13TeV W — lv
W~ —=e v 949297 876490 £ 270 22360 £ 60 6546 + 21 12780 £ 50 1720 £ 50 27000 £ 5000
Wt — ety 1207652 1116800 £ 300 24680 + 60 6883 + 21 13260 £ 50 1720 + 50 29000 + 5000
W~ = pu v 964514 897400 £ 270 14650 £ 50 33940 £ 40 11950 £ 50 1620 + 40 6000 =+ 2000
Wt — utv 1245755 1153400 £ 300 18390 £ 50 37690 + 40 12520 £ 50 1720 + 50 6000 £ 2000

Table 2 Observed and expected event yield comparison for Z-boson
selectionsinthe /s = 5.02 TeV and /s = 13 TeV datasets for the elec-
tron and muon channels. The uncertainties in the multijet background

correspond to the total uncertainties, while for backgrounds estimated
from MC simulation only statistical uncertainties are given

Channel Observed Signal Z— 1T Top Diboson Multijet
J5=502TeV Z — &
Z — ee 51772 51310 £+ 40 23+4 355+ 04 109.1 £2.0 0+ 100
Z— uu 70447 69820 + 60 39+5 440+04 1449 £ 2.1 16 =8
Js=13TeV Z —
Z — ee 165027 158000 £ 100 80+8 500 £ 10 324 £ 15 110 =70
Z— uu 214035 207900 £ 100 80+8 554 +9 414 £ 17 180 £ 40

In the ratio panels, the grey band is the total systematic
uncertainty, while for the brown band the typically small sta-
tistical uncertainty in the MC simulation is added in quadra-
ture. The systematic uncertainty shown is the experimental
uncertainty excluding luminosity, since the MC simulation is
normalised to the data integral, and excluding the uncertainty
derived from the alternative signal simulation using SHERPA.
The x?2/dof shown includes all shown uncertainties and is
calculated with the corresponding covariance matrix taking
into account bin-to-bin correlations of the systematic uncer-
tainties.

Overall, good agreement is observed between the data
and the MC simulation estimates in all the kinematic dis-
tributions. Several channels at 13 TeV show a modest mis-
modelling of the high pr tails by a few percent, such as the
lepton pr distributions for the W boson (Fig. 10). These are
due to imperfections in the pfrrue‘v reweighting. However,
the spectra are sufficiently well modelled to perform the p¥
measurements and corresponding uncertainties are assessed
in the unfolding.

@ Springer

6 Cross-section measurement

The W—, Wt and Z-boson transverse momentum distri-
butions are measured separately for the electron and muon
decay channels. Results are reported in a fiducial phase space
close to the experimental acceptance, and defined by particle-
level kinematics as follows:

o W — ¢v: pk >25GeV, ‘] < 2.5, p} > 25 GeV, and
mt > 50 GeV;

e Z — €€ pL > 25GeV, [n'| < 2.5, and 66 GeV <
Myy < 116 GeV.

The lepton kinematics used in the definition of the cross sec-
tions corresponds to the Born level for QED final-state radia-
tion effects. The primary signal model, POWHEG+PYTHIAS,
uses PHOTOS++ to simulate QED FSR. This setup has been
benchmarked extensively in the past, at the sub-permille
level on the distributions [77]. No explicit uncertainties are
included, although the comparison to SHERPA implicitly
uses another QED FSR model. The Z-boson measurements
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Fig. 4 Missing transverse momentum E-}"iss distributions in the a
W™ = e v,bWt = efv,e W~ - pvandd WT — utv
channels for the /s = 5.02 TeV dataset. The data (black points) is com-
pared to the sum of all expected background and signal contributions,
shown as a solid line, normalised to the total data yield. The lower panel
shows the ratio of the data to the full prediction (black points) as well
as the prediction uncertainties around 1 excluding (including) the MC

include the small virtual photon contributions, i.e. the full
Z/y* — €€ process is measured. The measured differential
cross sections are also used to derive integrated cross sections
and ratios.

The measurement bins are chosen by taking into consid-
eration competing demands on the analysis, namely sensi-
tivity to the underlying physics, the statistical precision in
each bin, and detector resolution effects. The latter are par-
ticularly important for the hadronic recoil observable at low
boson transverse momentum and require a minimum bin size
of 7GeV at low p¥ to ensure that the unfolding systematic
uncertainties are around 1% or lower. The measurement is

performed in ptTme’V bins with bin edges as follows:

° p%v at 5.02 TeV: [0, 7, 14, 21, 28, 35, 42, 49, 56, 63, 77,
92, 115, 145, 175, 220] GeV;

T
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simulation statistical component as dark (light) band. The prediction
uncertainties shown exclude those from the luminosity measurement
and the alternative signal modelling, see text. The x2/dof is computed
using the full covariance matrix of all shown statistical and systematic
uncertainties. The category W — £v BG refers to background from
W — 7v and charge misidentification in the electron channels

° p—‘[}V at 13 TeV: [0, 7, 14, 21, 28, 35, 42, 49, 56, 63, 77,
92, 115, 145, 175, 220, 310, 600] GeV;

° p% at 5.02TeV: [0, 2, 4, 6, 8, 10, 12, 14, 17, 20, 23,
26, 29, 33, 37, 41, 47, 53, 60, 70, 80, 92, 115, 145, 175,
220] GeV;

° p% at 13TeV: [0, 2, 4, 6, 8, 10, 12, 14, 17, 20, 23, 26,
29,33,37,41, 47,53, 60, 70, 80, 92, 115, 145, 175, 220,
310, 600] GeV.

The p% distribution is measured separately using the ut
and the p%z observables. The former is used to validate the
measurement procedures in the same bins as the respective
p¥v measurements, as discussed in Sect. 6.3, while the latter
is used in the main p% measurements with the finer bin-
ning given above. For the differential W /Z ratio measure-
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Fig. 5 Transverse mass mt distribution of the W boson in the a
W= = e v,bWt = efv,e W~ - pvandd WT — utv
channels for the /s = 5.02 TeV dataset. The data (black points) is com-
pared to the sum of all expected background and signal contributions,
shown as a solid line, normalised to the total data yield. The lower panel
shows the ratio of the data to the full prediction (black points) as well
as the prediction uncertainties around 1 excluding (including) the MC

ments, the Z boson distribution is also measured using the
££ observable in the same bins as the W distributions.

6.1 Unfolding

The distributions observed after analysis selections and back-
ground subtraction are corrected for detector effects using an
iterative Bayesian unfolding method [78,79]. First, the data
are corrected for events that pass the detector-level selection
but not the particle-level selection. The iterative Bayesian
unfolding technique is then used to correct for the finite detec-
tor acceptance, resolution and reconstruction efficiency and
estimate the true underlying distribution.

Simulated events are used to determine the response matri-
ces needed to correct for the migration between bins in the
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simulation statistical component as dark (light) band. The prediction
uncertainties shown exclude those from the luminosity measurement
and the alternative signal modelling, see text. The x2/dof is computed
using the full covariance matrix of all shown statistical and systematic
uncertainties. The category W — £v BG refers to background from
W — 7v and charge misidentification in the electron channels

detector- and particle-level distributions. The hadronic recoil
resolution leads to significant migrations in ut. The effect of
the detector resolution on the event migrations is illustrated

in Fig. 14, which compares the observed p%e and uT distri-

butions for given intervals in py"®", Y in simulated Z — pp

events at 13 TeV. Significant dlfferences are observed in the
corresponding reconstructed distributions. The particle-level
binning is therefore optimised separately for each observable.
The number of iterations in the unfolding procedure is opti-
mised to minimise the total measurement uncertainty, and
specifically the uncertainty related to possible biases induced
by the unfolding prior. Methods to estimate the unfolding bias
and the optimisation of the number of iterations are discussed
further in this section.
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Fig. 6 Lepton transverse momentum pr distributions in thea W~ —
e v, bWt = etv,e W= — p~vandd Wt — utv channels for
the /s = 5.02 TeV dataset. The data (black points) is compared to the
sum of all expected background and signal contributions, shown as a
solid line, normalised to the total data yield. The lower panel shows the
ratio of the data to the full prediction (black points) as well as the pre-
diction uncertainties around 1 excluding (including) the MC simulation

After calibration corrections, the detector-level transverse
momentum distributions in data and MC are found to dis-
agree, i.e. the difference is found to be significantly larger
than the experimental sensitivity, especially at 13 TeV.
To minimise the related uncertainties, the simulation is
reweighted in ptTr"e’ Yo optimise the agreement between data
and MC for the reconstructed u (or p%e) distributions for W
(and Z) analyses.” This procedure ensures that the unfolding

bias is kept as low as possible.

2 To achieve this, the analysis including some background estimates is
iterated. Object calibrations, including the hadronic recoil are performed
such that they are to first order insensitive to the p¥ modelling in the
MC simulation.
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statistical component as dark (light) band. The prediction uncertainties
shown exclude those from the luminosity measurement and the alterna-
tive signal modelling, see text. The x2/dof is computed using the full
covariance matrix of all shown statistical and systematic uncertainties.
The category W — £v BG refers to background from W — tv and
charge misidentification in the electron channels

The agreement between data and simulation is optimised
for the ut distribution by minimising the following y*:

X2 =) A(CThy Ay, )
ij
Aj =(Di —B;)— Y T x wy. (6)
k

Here (C’l) ij denotes the inverted total covariance between
detector-level bins i and j, including statistical and sys-
tematic uncertainties in the observed and simulated uT dis-
tributions; A; is the difference between the background-
subtracted data distribution in bin i, D; — B;, and the cor-
responding reconstruction-level simulated distribution. The
latter is obtained from the product between a generator-level

@ Springer



1126  Page 16 of 60 Eur. Phys. J. C (2024) 84:1126

> T T T T T T T T T > T T T T T T T T
8 ATLAS o Data 8 ATLAS ¢ Data
g Vs = 5.02 TeV, 255 pb™' Eg\/ ﬁ«ef v g Vs = 5.02 TeV, 255 pb™' Eg\/ ey

- - - + + -
.2 W —ev =W v BG ..g W —e'v =
g E Multijet g ij
w C—Top w C

@ Diboson @ Diboson
2ldof = 88/75 x2/dof = 92/75

Data/MC

T T T T T T T T T
ATLAS ¢ Data
Vs = 5.02 TeV, 255 pb”
W -suv

A Multijet

1 Top

@ Diboson
x?/dof = 85/75

Events / GeV

Data/MC

90 100
ur [GeV]

©

Fig. 7 Hadronic recoil ut distributions (boson transverse momentum)
intheaW= — e v, bW+ = etv,e W™ = p"vandd WT — utv
channels for the /s = 5.02 TeV dataset. The data (black points) is com-
pared to the sum of all expected background and signal contributions,
shown as a solid line, normalised to the total data yield. The lower panel
shows the ratio of the data to the full prediction (black points) as well
as the prediction uncertainties around 1 excluding (including) the MC

weighting coefficient wy and the transfer matrix 7j; that is
filled with the number of entries in bins i, k at detector and
particle level, respectively. The weight, wy, is the average
in particle-level bin k of a continuous weighting function
w(p® VY that modifies the pY distribution in the MC sam-
ple. The parameters of w( ptTme’ V) are the degrees of freedom
in the minimisation procedure. A satisfactory agreement is

obtained using the empirical function

2
w(pt) = N |:<1 +a pflfue’v +b (p};ue,V) >

X (1 —c+cx VNNPDF/CTlo(PtTme’V))] , @)

where N is an overall normalisation factor and rNNpPDE/CT10

(pfrrue’v) represents the ratio of DYTURBO predictions
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simulation statistical component as dark (light) band. The prediction
uncertainties shown exclude those from the luminosity measurement
and the alternative signal modelling, see text. The x2/dof is computed
using the full covariance matrix of all shown statistical and systematic
uncertainties. The category W — £v BG refers to background from
W — 7v and charge misidentification in the electron channels

obtained using NNPDF3.0 and CT10NLO in the full phase
space. The additional parameters (a, b, c) provide more flex-
ibility to minimise the x> of Eq. (5).

The reweighting functions are optimised separately for
each process and each centre-of-mass energy. They are
derived over the ptTr"e’ v range of 0 — 100 GeV where a good
modelling of the spectrum is critical. The value of the cor-
rection at ptTme’V = 100 GeV is used for ptTme’V > 100GeV,
as the impact on the final results in this region is found to be
negligible. Using the W™ — £~ v at 13 TeV as example, the
two reweighting functions for the electron and muon chan-
nels are shown in Fig. 15a. Since the e and p channel are
compatible for all final states, the averages of the respective
two reweighting functions are later applied to both chan-
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Fig. 8 Missing transverse momentum E-}"iss distributions in the a
W™ = e v,bWt = efv,e W~ - pvandd WT — utv
channels for the /s = 13 TeV dataset. The data (black points) is com-
pared to the sum of all expected background and signal contributions,
shown as a solid line, normalised to the total data yield. The lower panel
shows the ratio of the data to the full prediction (black points) as well
as the prediction uncertainties around 1 excluding (including) the MC

nels. The corresponding effect of this p¥ reweighting on the
reconstructed ut distributions is shown in Fig. 15b.

The reweighed simulation is used to determine the
response matrix used in the unfolding. Both the bin size at
low pl‘y and the number of unfolding iterations are optimised
given the considerations discussed above. More unfolding
iterations increase the statistical uncertainty while reducing
the unfolding bias. Since the statistical uncertainty is rela-
tively small compared with the unfolding bias, a larger num-
ber of iterations is favoured and allows to obtain a small
unfolding bias at the price of a little increase in the statisti-
cal uncertainties. The choice of number of iterations is made
by achieving the lowest quadratic sum of statistical uncer-
tainty, systematic uncertainty and unfolding bias. A number
of 25 iterations is found to be optimal for the 13 TeV analysis

simulation statistical component as dark (light) band. The prediction
uncertainties shown exclude those from the luminosity measurement
and the alternative signal modelling, see text. The x2/dof is computed
using the full covariance matrix of all shown statistical and systematic
uncertainties. The category W — £v BG refers to background from
W — 7v and charge misidentification in the electron channels

to minimise the total uncertainties. In the smaller 5.02 TeV
samples the optimal number of iterations is found to be nine.

For the Z process the same approach is used, with the addi-
tion that separate reweightings are derived using the p?rz and
u distributions for the respective measurements.> Because
of the far better resolution in pr’fe, only two unfolding itera-
tions are used. Uncertainties related to the assumed prior for
the p¥ spectrum in the unfolding are discussed in the next
section.

3 The measurement of p% using the ut distribution is only used in the
validation of the measurement procedure presented in Sect. 6.3.
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Fig. 9 Transverse mass mt distributions of the W boson in the a
W= = e v,bWt = efv,e W~ - pvandd WT — utv
channels for the /s = 13 TeV dataset. The data (black points) is com-
pared to the sum of all expected background and signal contributions,
shown as a solid line, normalised to the total data yield. The lower panel
shows the ratio of the data to the full prediction (black points) as well
as the prediction uncertainties around 1 excluding (including) the MC

6.2 Systematic uncertainties

The present measurement is affected by statistical uncertain-
ties as well as systematic uncertainties related to detector
calibration, the background estimate, the definition of the
response matrix and to the unfolding procedure. For each
uncertainty, the corresponding source of uncertainty is varied
to estimate the effect on the final result. A graphical repre-
sentation of the uncertainties is given in Appendix A.

The effect on the measurement from the finite size of the
data and MC simulated samples is estimated by generat-
ing pseudo-experiment variations of the respective samples
[80]. The resulting statistical uncertainties are uncorrelated
between channels, but partially correlated between bins due
to the unfolding. In the p¥V measurement at 5.02 TeV, where
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simulation statistical component as dark (light) band. The prediction
uncertainties shown exclude those from the luminosity measurement
and the alternative signal modelling, see text. The x2/dof is computed
using the full covariance matrix of all shown statistical and systematic
uncertainties. The category W — £v BG refers to background from
W — 7v and charge misidentification in the electron channels

the event samples are smaller than at 13 TeV, the statistical
uncertainty of the data is the co-dominant uncertainty beyond
p?’ = 20 GeV, going from about 0.5% below this region to
~ 2.5% at p%v = 60 GeV. At 13TeV, it becomes domi-
nant around p%v = 60 GeV. For the p% measurements, the
statistical uncertainty of the data is the dominant source of
uncertainty.

Uncertainties in the scale and resolution of the hadronic
recoil are among the dominant uncertainties in the p}” mea-
surement. They are estimated by propagating the statisti-
cal uncertainties in the calibration procedure and systematic
effects as discussed in Sect. 4. In the first p%v bin these are
usually the largest or second-largest systematic uncertainties
reaching typically 0.6%. They grow moderately with p{fV
depending on the boson charge and on the centre of mass
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Fig. 10 Lepton transverse momentum pr distributionsinthea W~ —
e v, bWt = efv,e W= — p~vandd W — utv channels for
the /s = 13 TeV dataset. The data (black points) is compared to the
sum of all expected background and signal contributions, shown as a
solid line, normalised to the total data yield. The lower panel shows the
ratio of the data to the full prediction (black points) as well as the pre-
diction uncertainties around 1 excluding (including) the MC simulation

energy. In the p%v range of 30-50 GeV, the uncertainty in
the measurement for W™ events is slightly higher than for
W events, due to observed differences between the extrap-
olation uncertainties from the Z-boson. In the 5.02 TeV data,
itreaches 1.5% at 50 GeV, and goes up to ~ 3% at 100 GeV.
At 13 TeV, since more Z events are available for the calibra-
tion, the uncertainty is smaller, and increases slowly to reach
1.5% at 100 GeV.

Lepton-related systematic uncertainties due to energy
scale and resolution as well as reconstruction and selection
efficiency corrections are propagated considering the statisti-
cal and systematic uncertainties in the procedures described
in Sects. 3.1 and 3.2. They have only a small effect on both
the p{fV and the p% measurements.
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statistical component as dark (light) band. The prediction uncertainties
shown exclude those from the luminosity measurement and the alterna-
tive signal modelling, see text. The x2/dof is computed using the full
covariance matrix of all shown statistical and systematic uncertainties.
The category W — £v BG refers to background from W — tv and
charge misidentification in the electron channels

Uncertainties in the background estimation are only sig-
nificant in the W analysis. Uncertainties induced by the simu-
lated backgrounds are obtained by independently varying the
corresponding cross sections. The uncertainty in the multijet
background is dominant in the electron channel. The esti-
mated multijet background yields are treated as correlated
between the channels since the same techniques are used.

The uncertainty assigned to the unfolding procedure
itself is estimated from the dependence of the results on
the assumed priors for the p¥ distributions. The nominal
particle-level spectrum, obtained from the reweighting pro-
cedure described in Sect. 6.1, is varied within the fit uncer-
tainties, taking correlations between the fit parameters into
account. Alternative functional forms are used to test the
influence of the p¥ distribution at low values. The base-
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Fig. 11 Hadronic recoil uT distributions (boson transverse momen-
tum) in thea W= — e v, b WT — etv, e W~ — pvandd
WT — wtv channels for the /s = 13 TeV dataset. The data (black
points) is compared to the sum of all expected background and sig-
nal contributions, shown as a solid line, normalised to the total data
yield. The lower panel shows the ratio of the data to the full prediction
(black points) as well as the prediction uncertainties around 1 exclud-

line particle-level distribution at a given rapidity is modified
using alternative predictions. A binning in rapidity prevents
any modeling bias, since the p¥ spectra depend on rapidity.
Four alternative predictions are chosen: DYTURBO with the
NNPDF3.1 and CT10 PDF sets; POWHEG+HERWIG 7, and
PYTHIA 8, described in more detail in Sect.7.3. The SHERPA
samples introduced in Sect. 2.3 are considered but discarded
due to the poor description of the data below 20 GeV.

The closure of the unfolding procedure is further tested
using the alternative SHERPA model for the signal MC simu-
lation, as discussed at the end of Sect. 4. The SHERPA samples
represent a completely independent implementation of the
physics of vector boson production and decay as compared
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ing (including) the MC simulation statistical component as dark (light)
band. The prediction uncertainties shown exclude those from the lumi-
nosity measurement and the alternative signal modelling, see text. The
x2/dof is computed using the full covariance matrix of all shown statis-
tical and systematic uncertainties. The category W — £v BG refers to
background from W — tv and charge misidentification in the electron
channels

to POWHEG+PYTHIA 8. In many respects, such as the vertex
efficiency (Sect.3.3) and the modelling of quantities rele-
vant for the hadronic recoil (Sect. 4.2), the predictions of the
two generators bracket the data. At 5.02 TeV, the resulting
uncertainty stays subdominant in the region p%v < 30GeV,
whereas at 13 TeV, it is the largest or second-to-largest sys-
tematic uncertainty, reaching more than 1% in the second
bin.

The uncertainties in the integrated luminosities are 1.0
and 0.92% for the 5.02 and 13 TeV datasets, following the
methodology discussed in Ref. [32], using the LUCID-2
detector [29] for the primary luminosity measurements, com-
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text. The x2/dof is computed using the full covariance matrix of all
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Fig. 13 Distributions of dilepton mass myy in the a Z — ee and b
Z — pu channels, of dilepton transverse momentum p%l in the ¢
Z — ee and d Z — ppu channels, and of hadronic recoil ut in the e
Z — ee and £ Z — puu channels in the /s = 13 TeV analysis. The
data (black points) is compared to the sum of all expected background
and signal contributions, shown as a solid line, normalised to the total
data yield. The lower panel shows the ratio of the data to the full predic-
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tion (black points) and the prediction uncertainties around 1 excluding
(including) the MC simulation statistical component as dark grey (light
brown) band. The prediction uncertainties shown exclude those from
the luminosity measurement and the alternative signal modelling, see
text. The x2/dof is computed using the full covariance matrix of all
shown statistical and systematic uncertainties
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Fig. 15 a Fitted truth reweighting functions wr in the electron and
muon channels (full lines) for W~ — £~ v at+/s = 13 TeV. The dashed
lines represent the uncertainty on the reweighting functions from the

plemented by measurements using the inner detector and
calorimeters.

6.3 Validation of recoil-based measurement with Z
dilepton

In the Z samples, the transverse momentum spectra can be
inferred either from the p%’é or from the ut distributions. As
shown in Fig. 14, a sizeable difference is observed between
the resolutions of the two observables. Therefore a compari-
son of the corresponding unfolded distributions is a powerful
tool to validate the recoil calibration and the measurement of
pr -

For the validation, the p% spectra are unfolded from the
p%g and ut distributions using the same binning as used
for the p}” measurement. The uncertainty in the difference
can be represented in covariance matrix form, accounting

[O): ) IS I W WA WA W WA W F
: 10 20 30 40 50 60 70 80 920

u; [GeV]

(b)

fit. b The data-to-simulation ratios of the reconstructed uT distributions
before (blue triangles) and after (red squares) the reweighting. Error
bars are statistical only

for correlations where relevant. Since the two measurements
are extracted from the same events, the statistical correla-
tion is estimated by using the bootstrap method. The com-
patibility is estimated evaluating the x> computed for the
differences of the unfolded distributions. The electron and
muon-channel measurements in a given bin are added. The
leading uncertainties arise from data statistical uncertainties,
hadronic recoil calibration and components of the unfold-
ing uncertainty. Lepton calibrations are only significant at
13 TeV. The number of degrees of freedom is one less than
the number of bins due to the additional constraint of the
same total cross section extracted from the two observables.
Figure 16 compares both measured spectra at each centre-of-
mass energy. The x2/dof values computed with the 5.02 and
13 TeV datasets are 14.9/14 and 8.7/16, respectively, which
represents an excellent compatibility.
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Fig. 16 Spectra of p% measured using either p%z (black line) or ut
(blue points), at a /s = 5.02TeV and b \/s = 13 TeV. The respec-
tive measurements, shown in the top panel, largely overlap. The lower
panel shows the the ratio of the uT over the p%e measurements with the

7 Results
7.1 Combination of electron and muon channels

The electron and muon channel cross sections are combined
assuming Gaussian uncertainties, following the best linear
unbiased estimator prescription (BLUE) [81,82]. The x2 to
be minimised is:

2N
2 - -1 -
X = Z(mi_mi)(c )ij (mj —mj), (8)
ij=1
where m; are the measurements in the i = 1...N bins
of the distributions in the electron and muon channels,
i.e the 2N-sized vector m = {mf, mfv m‘]‘, ...,m’/f,},
m = {my,..,my;mi,..,my} is the vector of averages

to be determined, and C~! is the inverse of the 2N x 2N
measurement covariance matrix. The covariance matrix C is
constructed as

Cij = Ci + Y, )
k

where C®? is the statistical covariance and can be written as

Cstat 0
Cstat — ( e > , (10)
0 Cput

and C;t&‘) are non-diagonal, N x N covariance matrices
resulting from the unfolding of the electron- and muon-
channel distributions. For each systematic source of uncer-
tainty k,

syst,k k~k
ct = rkrk (11)
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uncertainties estimated from the square root of the diagonal elements of
the total covariance matrix used to compute the compatibility between
them

is the product of the effects of varying source k in bins i and

Jj-
The vector s that minimises the x 2 is:

m=MH'C'H) 'H C ' m, (12)

where H is a2N x N matrix such that H;; = 1 when mea-
surement bini = 1--- 2N contributes to the combined value
j=1---N,and H;; = 0 otherwise. The covariance matrix
of the combined measurement is given by:

C=H"c"m) . (13)

This procedure is correct in the Gaussian limit and when
the uncertainties do not depend on the value of the mea-
sured quantity. Many sources of uncertainty are, however,
defined relative to the measurement; for example, luminos-
ity or efficiency uncertainties are fixed fractions of the mea-
sured cross section. Such uncertainties are then smaller for
lower measured values, biasing the average towards the low-
est measured cross section. The combination procedure is
therefore iterated and the covariance matrix elements are
rescaled according to the combined uncertainties of the pre-
vious iteration [83]. Stable results are obtained after four
iterations.

The uncertainty model is detailed, with about 1800 sys-
tematic sources. Lepton-related uncertainties are treated as
uncorrelated between measurements at different /s, but fully
correlated within one /s sample. Recoil uncertainties are
similarly correlated between the W—, W and Z measure-
ments at a given /s, with the exception of the & ET modelling
that is only correlated for a type of vector boson. Background
uncertainties are treated as fully correlated across all chan-
nels, except for the QCD multijet between W and Z sam-
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Fig. 17 Uncertainty contributions in the combined normalised pr distributions for W~ at a /s = 5.02TeV and b \/s = 13TeV, W' at ¢

/5 =5.02TeVandd /s = 13TeV, and Z at e /s = 5.02TeV and f /s = 13 TeV

Table 3 Integrated fiducial

cross sections for W—, W+ and Process ofid(+/s = 5.02TeV) [pb] ofid(+/s = 13 TeV) [pb]

i ﬁr%“i“‘fg‘ ;L\f =5.02TeV | p=y 1384 42 (stat) £ 5 (syst.) £ 15 (lumi.) 3486 + 3 (stat.) = 18 (syst.) = 34 (lumi.)
W+ — ¢ty 2228 4 3 (stat.) & 8 (syst.) & 23 (lumi.) 4571 + 3 (stat.) &= 21 (syst.) = 44 (lumi.)
AN, 333.0 + 1.2 (stat.) & 2.2 (syst.) + 3.3 (lumi.) 7803 = 2.6 (stat.) & 7.1 (syst.) + 7.1 (lumi.)
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Table 4 Ratio of integrated

oa(/s = 13TeV)/oga(y/s = 5.02 TeV)

2.516 & 0.005 (stat.) £ 0.010 (syst.) % 0.036 (lumi.)
2.050 & 0.003 (stat.) £ 0.008 (syst.) £ 0.029 (lumi.)
2.344 £ 0.011 (stat.) £ 0.011 (syst.) % 0.032 (lumi.)

Cross-section ratio at /s = 5.02 TeV

Cross-section ratio at /s = 13 TeV

1.609 £ 0.003 (stat.) &= 0.004 (syst.)
4.16 £ 0.02 (stat.) £ 0.03 (syst.)
6.69 + 0.02 (stat.) & 0.05 (syst.)

10.85 £ 0.04 (stat.) = 0.07 (syst.)

1.308 4 0.003 (stat.) &= 0.004 (syst.)
4.46 £ 0.02 (stat.) &+ 0.05 (syst.)
5.84 £ 0.02 (stat.) £ 0.06 (syst.)
10.30 & 0.04 (stat.) &= 0.10 (syst.)
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Fig. 18 Uncertainty contributions in the ratios of combined normalised pr distributions for W/ W™ ata /s = 5.02TeV and b /s = 13 TeV as
well as the ratios of measurements at different centre-of-mass energies /s = 13 TeV to /s = 5.02TeV forc W~ andd W+

ples. Unfolding uncertainties are treated as correlated across
a given spectrum as well as between the electron and muons
channels, but uncorrelated otherwise. The generator uncer-
tainties are separately correlated between all W and all Z
analyses across both /s datasets, but uncorrelated between
W and Z. Finally, the luminosity systematic uncertainty is
correlated among all analyses using a given /s data sam-
ple, but treated as uncorrelated between the 5.02 and 13 TeV
datasets.
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Combinations are performed for absolute and normalised
differential cross sections. The compatibility of the electron
and muon channel measurements is generally good, as evi-
denced by combination x2 values close to the number of
degrees of freedom. The combined uncertainties on the nor-
malised spectra are shown as a function of p]W and p% in
Fig. 17, with an overall precision of about 1% at low pr,
reaching about 10% towards the end of the spectrum. The
W-boson uncertainties are dominated by unfolding system-
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Table 6 Measured integrated fiducial cross sections for W—, W and
Z production at \/s = 5.02 TeV and /s = 13 TeV with total uncertain-
ties (‘Data’) are compared to DYTURBO predictions at NNLO+NNLL
using three different NNLO PDF sets: CT18, MSHT20 and NNPDF3.1.

Uncertainties in the theoretical predictions correspond to those obtained
by variations of the factorisation and renormalisation scales (‘scale’) and
those computed from the variations in each PDF given by eigenvector
or replica variations (‘PDF’)

PDF set W= — (v Wt — ¢ty Z — 0L

oa(v/s = 5.02TeV) [pb]

Data 1384 + 16 2228 +25 333.0 £ 4.1

CTI8 1360 % 10 (scale) 39 (PDF) 2200 £ 10 (scale) *3) (PDF) 320 £ 1 (scale) 75 (PDF)
MSHT20 135177 (scale) "33 (PDF) 2180 £ 10 (scale) F3) (PDF) 324 £ 1 (scale) *1 (PDF)
NNPDF31 1381 + 6 (scale) =+ 16 (PDF) 223278 (scale) + 25 (PDF) 329 + 1 (scale) & 4 (PDF)

06a(v/5 = 13TeV) [pb]

Data 3486 + 38 4571 £ 49 780.3 £ 10.4

CTI8 3410130 (scale) TS0, (PDF) 4460190 (scale) ™89 (PDF) 74873 (scale) T1% (PDF)
MSHT20 3400130 (scale) T¢) (PDF) 4460130 (scale) 59 (PDF) 763 (scale) '], (PDF)
NNPDF31 3450130 (scale) = 30 (PDF) 4510130 (scale) = 40 (PDF) 7691 (scale) + 7 (PDF)

atic uncertainties at low p}” , and statistical uncertainties at
high p?’ . The generator dependence of the recoil calibration
procedure is sizeable at 13 TeV. The Z-boson uncertainties
are fully dominated by statistical uncertainties.

7.2 Integrated cross sections and distribution ratios

Integrated fiducial cross sections are obtained by summing
the measured distributions over a given spectrum, and the
corresponding uncertainty is given by summing the corre-
sponding covariance matrix elements. The definition of the
fiducial volume is given in Sect. 6, and the results are sum-
marised in Table 3. Experimental systematic uncertainties
excluding the luminosity are at the level of 0.4 and 0.5% for
W-boson production at 5.02 and 13 TeV, respectively. The
corresponding numbers for the Z-boson cross sections are 0.7
and 0.9%. The luminosity uncertainty is 1.0% at 5.02 TeV,
and 0.9% at 13 TeV.

Similar measurements at 5.02 TeV previously published
by ATLAS in Ref. [84] are not directly comparable to the new
results due to small differences in the fiducial volume defi-
nition. However, the relative uncertainties are improved by
about a factor of two due to the larger dataset and improved
experimental calibrations, including the luminosity measure-
ment. The measurements at 13 TeV are compatible with those
performed by ATLAS with the very early Run 2 data with
a luminosity of just 81 pb~! [85] and improve the precision
by a factor of 3.5 for the W measurement and a factor of 1.7
for the Z measurement. The 13 TeV Z-boson measurement
is also compatible with the improved ATLAS measurement
of Ref. [86] that has a slightly lower precision because of the
preliminary luminosity calibration used then.

The measured ratios of integrated fiducial cross sections
are givenin Tables 4 and 5. As expected, all cross sections rise
with /s, as lower parton momentum fractions x are probed
and the densities of sea quarks and antiquarks rise towards
low x. The increase in the W™ cross section is the smallest
because it has the largest contribution from higher x valence
quarks that contribute less to the phase space measured at
higher \/s.

Cross-section ratios are also formed of the absolute and
normalised differential distributions, both between different
processes at a given /s and between the same processes at
different /s. Theoretically, ratios probe specific aspects of
the modelling of W and Z production. The W*/W ™~ and
W/ Z ratios are expected to be relatively insensitive to uni-
versal resummation effects, but the low-pt range is sensi-
tive to the different initial quark flavours and specifically
the contribution of heavy quarks. Experimentally, some of
these ratios benefit from a partial cancellation of system-
atic uncertainties. Most notably, the recoil calibration at a
given 4/s is strongly correlated between the W and W~
measurements as it stems from the same calibration, mostly
using Z events. Figure 18a, b illustrates how the associated
uncertainties largely cancel in the W/ W™ ratios, resulting
in a measurement uncertainty of around 1% at low pt. By
contrast, since this calibration is obtained independently at
/s = 5.02TeV and 13 TeV, the related uncertainty increases
in a ratio, as shown in Fig. 18c, d and the typical precision
is around 2% at lower pr, increasing significantly towards
higher pr. The electron—-muon combination of these ratios
have generally very good x2/dof.
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NNLO+NNLL using three different NNLO PDF sets: CT18, MSHT20
and NNPDF3.1

Table 7 Ratios of measured integrated fiducial cross sections at /s =
13TeV and /s = 5.02TeV for W=, WT and Z production with
total uncertainties (‘Data’) are compared to DYTURBO predictions at

PDF set W~ = (v Wt — ¢ty Z—

01id (/5 = 13TeV) /oa(v/s = 5.02 TeV)

Data 2.516 £ 0.038 2.050 = 0.030 2344 £ 0.036

CTI18 2.499T000T (scale) T 042 (PDF) 2.02910019 (scale) 9029 (PDF) 2.33510012 (scale) 0042 (PDF)
MSHT20 2.515%0007 (scale) 056 (PDF) 2.04010009 (scale) 0012 (PDF) 2.35810005 (scale) 0035 (PDF)
NNPDF31 2.50070:00] (scale) + 0.031 (PDF) 2.0229080 (scale) =+ 0.029 (PDF) 2.3351003 (scale) = 0.026 (PDF)
Table 8 Ranos’of measured. PDF set W W w2z

integrated fiducial cross sections - -

of WH/W~ and W*/Z for the Cross-section ratio at /s = 5.02 TeV

/5 = 5.02TeV and Data 1.609 + 0.005 10.85 £ 0.08

/s = 13 TeV data with total o001 018 008

uncertainties (‘Data’) are CTI18 1.61210003 (scale) (0% (PDF) 11.13750¢ (scale) £ 0.11 (PDF)

compared to DYTURBO MSHT20 1.61870:99! (scale) + 0.008 (PDF) 10.9200¢ (scale)™0-! (PDF)
predictions at NNLO+NNLL 0.001 0.04 '
using three different NNLO NNPDF31 1.616% 105 (scale) = 0.018 (PDF) 10.98% s (scale) = 0.15 (PDF)

PDF sets: CT18, MSHT20 and Cross-section ratio at /s = 13 TeV

NNPDF3.1
Data 1.308 £ 0.005 10.30 £ 0.11
CTI8 1.30910:003 (scale) (007 (PDF) 10.53 £ 0.03 (scale) *|2 (PDF)
MSHT20 1.31240:003 (scale)* (0% (PDF) 10.29 £ 0.03 (scale)” (0] (PDF)
NNPDF31 1.30779:9%9 (scale) & 0.003 (PDF) 10.37 % 0.03 (scale) =+ 0.06 (PDF)

7.3 Comparison to predictions

The final measurements, obtained from the combination of
electron and muon channels, are compared to an extensive list
of predictions from higher-order resummed predictions and
MC event generators. As a representative example of resum-
mation predictions, calculations from DYTURBO v1.2.3 are
presented. These predictions are computed by performing
the resummation of logarithmically-enhanced contributions
in the small g7 region of the lepton pairs at NNLL accu-
racy and also include the corresponding finite-order QCD
contributions at NNLO (corrections up to a%). Three dif-
ferent NNLO PDF sets are used: CT18 [87], MSHT20 [88]
and NNPDF3.1 [89]. Theoretical uncertainties are estimated
through variations of the nominal factorisation, renormalisa-
tion and resummation scales by a factor of two up and down,
excluding variations in opposite directions, and taking the
envelope of all variations. The PDF uncertainties for each set
are estimated by calculating the variations for all eigenvector
or replicas and combining the results following the prescrip-
tions relevant for each PDF set. When computing the uncer-
tainties in ratios or across differential spectra, the effect of a
certain PDF eigenvector or replica variation is taken as cor-
related. Similarly, the effect of each scale variation is treated
as fully correlated between all vector bosons, /s and across

@ Springer

spectra. Additional comparisons at /s = 13 TeV to predic-
tions by the RADISH program are presented in Appendix B.

The integrated cross-section measurements and ratios pre-
sented in Sect. 7.2 are compared to the integrated DY TURBO
predictions in Table 6. Good agreement with the central val-
ues of the NNPDF3.1 already within the experimental uncer-
tainties is seen, while the CT18 and MSHT20 predictions
tend to underestimate the cross sections, similar to previous
observations [84,86]. When considering the dominant PDF
uncertainties, the agreement with all PDF sets is satisfactory.
Table 7 compares the measured ratios of cross sections at
/s = 13TeV and /s = 5.02TeV to the predictions. The
increases in cross section are well predicted by all PDF sets.
Table 8 then presents ratios at fixed /s, which are again gen-
erally compatible with the predictions. The W / Z ratios pre-
dicted by CT18 are 1-2 standard deviations above the data,
which is similar to an observation at /s = 7 TeV attributed
to the strange-quark density [77].

Differential predictions are also obtained from MC event
generators that combine LO or NLO matrix elements and
match them to parton showers and models for underlying
event, hadronisation and particle decay. The MC samples
already described in Sect.2.3, namely POWHEG+PYTHIA 8
with the AZNLO tune and SHERPA [2.2.1/2.2.5], are included,
however without the reweighting to match the reconstruction-
level data described in Sect. 6.1. A POWHEG+HERWIG 7 sam-
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Z as well as the ratios, e W+ /W~ and f W*/Z compared to a variety

of MC predictions (coloured lines) as described in the text. The lower
panels show the ratio of prediction to data with data markers centred at
one and error bars giving the size of the total measurement uncertainties
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uncertainties as shaded band) as described in the text. The lower panels
show the ratio of prediction to data with data markers centred at one
and error bars giving the size of the total measurement uncertainties
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ple is simulated using a similar set-up as POWHEG+PYTHIA 8,
but using HERWIG 7 [13,90] for the parton shower, hadroni-
sation and underlying event using the default tune. A pre-
diction with PYTHIA 8 alone matches LO matrix elements
to a parton shower with the CTEQ6L1 PDF set and the
AZ parameter set tuned to describe 7 TeV p%’z and ¢* mea-
surements [15]. Further predictions at 13 TeV with multijet-
merged predictions at NLO as described in Ref. [91] are pre-
pared with SHERPA [2.2.11] and MADGRAPH_AMC@NLO
FXFX+PYTHIA 8 [92,93] and presented in Appendix C. The
fiducial predictions are extracted with the RIVET toolkit [94].

To separate overall normalisation and shape effects, all
differential comparisons are shown using normalised spectra.
Figures 19 and 20 compare the measurements and some ratios
at 4/s = 5.02TeV to DYTURBO and the MC predictions,
respectively. The equivalent comparisons at /s = 13TeV
are given in Figs. 21 and 22.
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bars giving the size of the total measurement uncertainties

As expected, many features are broadly observed across
all final states and in both /s datasets. First, the datais precise
and discriminating up to about p¥ = 100GeV at 5.02 TeV
and p¥ = 200GeV at 13TeV. The DYTURBO resummed
predictions show the best agreement across the spectrum and
generally match the data at the percent level. When focusing
on the lower p¥ < 30GeV region, the W measurements
show overall the largest deviation from the DYTURBO pre-
dictions. The three investigated PDF sets produce only small
differences in the shapes of the distributions, but theoretical
uncertainties at higher p¥ are significant, dominated by the
scale variations.

The MC predictions that were tuned to /s = 7 TeV data,
POWHEG+PYTHIA 8 AZNLO and PYTHIA 8 AZ, describe rea-
sonably well the low- p¥ region that is relevant for the mea-
surement of the W-boson mass. However, they show worse
agreement for p) > 40 GeV. The POWHEG+HERWIG 7 pre-
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dictions does not perform well across the whole spectrum.
The SHERPA [2.2.1/2.2.5] predictions match the data best
at higher p¥ , but they deviate significantly in the region
p¥ < 20GeV, a behaviour that was improved in SHERPA
[2.2.11] by optimising the matching conditions [91], see also
Appendix C.

The ratios W /W~ and W*/Z are measured to percent-
level precision and show some interesting features at both /s
values. The differences between the predictions and uncer-
tainties shrink in these ratios. The PYTHIA 8 AZ prediction is
clearly ruled out by the data in the W/ W™ ratio. However,
this is an effect of mismodelled angular decay distributions
and thus the fiducial acceptance. The ratios at »/s = 13 GeV
show the largest differences between data and predictions at
lower p¥ < 30GeV.

The ratios of normalised differential distributions at \/s =
13TeV to /s = 5.02TeV are shown in Fig.23. Here
DYTURBO is in excellent agreement with the data, while
several MC predictions fail to follow the energy dependence
in the low p¥ region correctly.

8 Conclusion

This paper presented an extensive set of measurements of W-
and Z-boson pr distributions at two centre-of-mass energies:
/s =5.02TeV and /s = 13 TeV. The measurements were
performed with pp collision data delivered by the LHC and
recorded by the ATLAS detector in special low pile-up con-
ditions in 2017 and 2018.

While the p% distribution had been measured in great
detail previously using the dilepton system produced in Z-
boson decays, the direct measurement of the p%v distribution
relies on the full reconstruction of the hadronic recoil in W-
boson events. The dedicated datasets, reconstruction and cal-
ibration techniques allowed an unprecedented granularity of
about7 GeV in p%’ and a final precision at the level of 1 —2%.
All measurements have been performed in the electron and
muon decays of the bosons and the results are combined.

A unique feature of the analysis presented is the wide cov-
erage of six high-precision absolute and normalised cross
section distributions for the three vector boson final states
W=, Wt and Z at two well separated centre-of-mass ener-
gies. In addition, integrated fiducial cross sections and a vari-
ety of ratios are presented. The integrated results in particular
profit from the very precise luminosity measurement with an
uncertainty of 0.9—1.0%, leading to improvements in the
precision compared to existing results by a factor of two or
more. The integrated results and ratios are generally compat-
ible with DYTURBO predictions at order NNLO+NNLL.

The comparison of differential spectra to different MC
simulations shows a variety of deficiencies in the descrip-
tion of the transverse momentum distribution; many are

@ Springer

common for all vector bosons. The agreement is better at
/s = 5.02TeV, especially for those predictions that were
tuned to Z-boson measurements at /s = 7 TeV. The ratios
show generally a better agreement as expected due to the
similarity in the processes. The higher-order resummed pre-
dictions from DYTURBO match the data best across the
spectrum. All predictions show similar disagreements with
the data in the W+/W~ and W*/Z ratios, especially at
/s = 13TeV.

These detailed measurements are of great importance for
future measurements of the W-boson mass that rely on a good
modelling of the p%v spectrum. The results can be used to test
and constrain various theoretical uncertainties affecting the
predictions. Different contributions may be understood from
the different ranges of parton momentum fractions and initial
parton flavours that are probed by W~, W and Z production
at /s = 5.02TeV and /s = 13 TeV.
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bution 4.0 International License, which permits use, sharing, adaptation,
distribution and reproduction in any medium or format, as long as you
give appropriate credit to the original author(s) and the source, pro-
vide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indi-
cated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permit-
ted use, you will need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.
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Appendix

A Measurement uncertainty breakdown for all channels
The uncertainty contributions in the unfolded, normalised
p{}y and p% spectra for each decay channel are given in

Figs. 24, 25, 26 and 27 for the W-boson and Z-boson analy-
ses on the 5.02 TeV (13 TeV) datasets.
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Fig. 24 Uncertainty contributions in the normalised p%v distribution
inthea W= — e v,bWF — etv, e W~ — puvandd
W — pTv channels for the /s = 5.02 TeV dataset, focusing on the
low p%v < 63 GeV region. The ‘Background’ component refers to the
sum of uncertainties in the normalisation of the simulated background
samples and the uncertainties in the yield and shape of the multijet back-
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ground estimate. The ‘Electron efficiency’ and ‘Muon efficiency’ com-
ponents refer to the total uncertainty in the lepton efficiency scale fac-
tors: electron trigger, reconstruction, identification, isolation (electron
channel) and muon trigger, identification, track-to-vertex association,
isolation (muon channel). The uncertainties are shown as a percentage
of the unfolded data per pt bin
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Fig. 25 Uncertainty contributions in the normalised p%v distribution
inthea W= — e v,bWF — etv, e W~ — puvandd
W+ — ptv channels for the /s = 13 TeV dataset, focusing on the
low p%v < 63 GeV region. The ‘Background’ component refers to the
sum of uncertainties in the normalisation of the simulated background
samples and the uncertainties in the yield and shape of the multijet back-
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Fig. 26 Uncertainty contributions in the normalised p% distribution in
thea Z — ee and b Z — pu decay channels for the /s = 5.02 TeV
dataset. The ‘Background’ component refers to the sum of uncertain-
ties in the normalisation of the simulated background samples and the
uncertainties in the yield and shape of the multijet background esti-

ground estimate. The ‘Electron efficiency’ and ‘Muon efficiency’ com-
ponents refer to the total uncertainty in the lepton efficiency scale fac-
tors: electron trigger, reconstruction, identification, isolation (electron
channel) and muon trigger, identification, track-to-vertex association,
isolation (muon channel). The uncertainties are shown as a percentage
of the unfolded data per pr bin
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mate. The ‘SF tot.” component refers to the total uncertainty in the
lepton efficiency scale factors: electron trigger, reconstruction, identi-
fication, isolation (electron channel) and muon trigger, identification,
track-to-vertex association, isolation (muon channel). The uncertainties
are shown as a percentage of the unfolded data per pt bin
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Fig. 27 Uncertainty contributions in the normalised p% distribution in
thea Z — ee and b Z — pu decay channels for the \/s = 13 TeV
dataset. The ‘Background’ component refers to the sum of uncertain-
ties in the normalisation of the simulated background samples and the
uncertainties in the yield and shape of the multijet background esti-

B Comparisons to RADISH+NNLOJET predictions
and DY TURBO uncertainty composition

Figure 28 compares the measurements at /s = 13 TeV to
predictions obtained by the RADISH program [9,96]. Com-
pared to the DYTURBO predictions shown in the main body,
these were computed at a higher perturbative accuracy by
matching to a NNLO prediction of Z+jet production (O (af )
from NNLOJET [97] with resummation of log(m;/pt)
terms at next-to-next-to-next-to-leading-logarithm (N3LL)
accuracy [98]. The NNPDF3.1 set of PDFs is used with

QCD scales set to py = puf = /(mee)? + (py)? and the

resummation scale set to Q = my,/2. Uncertainties in this
prediction are derived from variations of u, and pf and two
variations of Q by a factor of two up and down. As compari-
son, the DYTURBO predictions are shown as computed with
the same PDF set and the uncertainty decomposed into those
originating from the PDF variations and the scale variations.
At /s = 5.02TeV the RADISH+NNLOJET predictions
were not available, therefore Figs.29 and 30 repeat the
DYTURBO predictions as shown in the main body, but pro-
vide the same decomposition of the uncertainties into those
estimated by QCD scale variations and those from PDFs.
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mate. The ‘SF tot.” component refers to the total uncertainty in the
lepton efficiency scale factors: electron trigger, reconstruction, identi-
fication, isolation (electron channel) and muon trigger, identification,
track-to-vertex association, isolation (muon channel). The uncertainties
are shown as a percentage of the unfolded data per pr bin

C Comparisons to multijet-merged predictions

Figure 31 compares the measurements at /s = 13TeV
to three multijet-merged predictions that were discussed in
detail in Ref. [91]. All samples show a similar behaviour
across the W—, W, Z measurements and are very close to
the data for the W+ /W™ ratio. The SHERPA [2.2.11] sam-
ple improves the behaviour of the SHERPA [2.2.1] sample in
the region pt = 20 GeV, where matrix-element and parton
shower emissions are matched. Both SHERPA samples have
some room for improvement in the region of lowest pt <
10 GeV. The MADGRAPH_AMC®@NLO FXFX+PYTHIA 8 is
very close to SHERPA [2.2.11] at higher pr > 40 GeV and
appears to behave better at low pr < 10GeV. It shows,
however, some excess over data for pr = 20-30 GeV.

D Total integrated W and Z cross sections and ratios
The total production cross section for pp — W — £v and

pp — Z/y* — ££ may be obtained from the fiducial mea-
surements presented in this paper in Table 3 through theo-
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Fig. 28 Measureme

10!
pY’ [GeV]

G

nts of normalised differential distributions at

/s = 13 TeV (black points) fora W=,b W, ¢ the sum W=*,d Z as well
as e the ratios Wt/ W~ and f W*/Z compared to RADISH+NNLOJET

and DYTURBO predi

ctions with the NNPDF3.1 PDF set as described

in the text. The shaded areas show the theoretical uncertainties derived

®

from variations of the QCD scales and PDFs, the latter only for the
DYTURBO predictions. The lower panels show the ratio of prediction
to data with data markers centred at one and error bars giving the total

measurement uncertainties
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Fig. 29 Measurements of normalised differential distributions at text. The lower panels show the ratio of prediction to data with data
Vs = 5.02TeV (black points) for a W=, b W, ¢ the sum W+, d markers centred at one and error bars giving the total measurement
Z as well as e the ratios W+ /W~ and f W /Z compared to DYTURBO uncertainties

predictions with different PDF sets (coloured lines) as described in the
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Fig. 30 Ratios of normalised differential distributions at /s = 13 TeV
to /s = 5.02TeV (black points) for a, ¢ W* and b, d Z compared
to a, b DYTURBO predictions with different PDF sets or b, d a variety

retically calculated acceptance factors A as oy = 0fid/A.
For the Z/y* case, the total phase space retains the invariant
mass range of 66 < my, < 116 GeV. Table 9 summarises the
A values as computed from the nominal POWHEG+PYTHIA 8
samples using the CT18 PDF set. The uncertainties are esti-
mated from variations of QCD scales, PDFs and the differ-
ence to the alternative SHERPA samples. The corresponding
total cross sections are given as well. The typical uncertainty
on the acceptance correction is 2%. The equivalent compu-
tations for cross-section ratios are presented in Table 10.
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of MC predictions (coloured lines) as described in the text. The lower
panels show the ratio of prediction to data with data markers centred at
one and error bars giving the size of the total measurement uncertainties

Tables 11 and 12 display extrapolation factors E that may
be used to translate the measured fiducial cross sections and
ratios, respectively, to the fiducial phase space of the CMS
analysis [99]:

o W — tv: pt > 25GeV, |n‘] < 2.4, pt > 0, and
mt > 40 GeV;

e Z — €€ pL > 25GeV, [n'| < 2.4, and 60 GeV <
Mmyy < 120 GeV.

As the phase spaces are similar, these factors are generally
close to unity (within about 10%) and the theoretical uncer-
tainties, computed in the same way as for A factors, are small.
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(coloured lines) as described in the text. The lower panels show the ratio

of prediction to data with data markers centred at one
ing the size of the total measurement uncertainties

and error bars giv-

Table 9 Acceptance factors A

. . W~ — v Wt — v W — v Z — o

to derive total production cross

sections for W—, WT and Z Vs =5.02TeV

production at 5.02 and 13 TeV A 0.475 £ 0.004 0.506 =+ 0.008 0.494 =+ 0.006 0.492 + 0.006

with total theory uncertainties.

The measured fiducial cross ofid [pb] 1384 + 16 2228 + 25 3612 £+ 40 333.0£4.1

sections and ratios are repeated otor [pb] 2913 + 41 4401 + 85 7316 + 124 677 + 12

from Table 3 and the resulting

total cross sections are given Vs =13TeV
A 0.399 + 0.006 0.386 % 0.009 0.391 £ 0.008 0.393 £ 0.011
ofa [pb] 3486 + 38 4571 £49 8057 + 88 780.3 £ 10.4
oot [pb] 8740 + 160 11850 £ 310 20580 + 460 1986 + 59
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Table.10 Acceptance. factors A W/ w- Wtz

to derive total production

cross-section ratios at 5.02 and V5 =502TeV

13 TeV with total theory VAV

uncertainties. The measured AT/A 1.065 & 0.012 1.003 & 0.008

fiducial ratios are repeated from Vv

Table 5 and the resulting total %/ 1.609 = 0.005 10.85 £ 0.08

cross-section ratios are given ool 1.511 4 0.017 10.82 £0.12
Vs =13TeV
AV AV 0.968 £+ 0.011 0.996 + 0.010
o/l 1.308 £ 0.005 10.30 £ 0.11
oo 1.351 £0.017 10.34 £ 0.15

Table 11 Extrapolatlop factors Experiment W — v Wt oo 7 00

E to translate the fiducial

integrated cross sections to the /s =5.02TeV

phase space of the analysis E 1.0951 £ 0.0053 1.1009 = 0.0042 0.9637 £ 0.0008

performed by the CMS

Collaboration [?9]- The ) ATLAS [pb] 1384 £ 16 2228 +25 333.0+4.1

measured fiducial cross sections  yy Ag@CMSfid [pb] 1516 £ 19 2453 £ 29 320.9 4 4.0

are repeated from Table 3 and

the resulting extrapolated cross s =13TeV

sections in the CMS fiducial E 11156 % 0.0031 11154 4 0.0014 0.9621 % 0.0011

volume are given
ATLAS [pb] 3486 + 38 4571 £ 49 780.3 £ 10.4
ATLAS @CMSfid [pb] 3889 + 44 5099 + 55 750.7 £ 10.0

Table 12 Extrapolation factors - R T

E to translate the fiducial Experiment UAVAL4 W=/z

integrated cross-section ratios to V5 =5.02TeV

the phase space of the analysis — pv gV’ 1.0052 £ 0.0013 1.1401 £ 0.0050

performed by the CMS

CollabO?tfiizn ['991]' The ATLAS 1.609 + 0.005 10.85 + 0.08

measured iduclal cross-section 1y AS@CMSfid 1.617 % 0.005 1237 +£0.11

ratios are repeated from Table 5

and the resulting extrapolated Vs = 13TeV

cross-section ratios in the CMS -

fiducial volume are given EV/EY 0.9998 £ 0.0033 1.1594 £ 0.0009
ATLAS 1.308 £ 0.005 10.30 £ 0.11
ATLAS @CMSfid 1.308 £ 0.007 11.94 +£0.13
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