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A B S T R A C T

We developed a 6D multi-particle tracking program CETASim in C++ to simulate intensity-dependent effects
in electron storage rings. The program can simulate the beam collective effects due to short-range/long-range
wakefields for single/coupled-bunch instability studies. It also features the simulation of interactions among
charged ions and the trains of electron bunches, including both fast ion and ion trapping effects. The bunch-
by-bunch feedback is also included so that the user can simulate the damping of the unstable motion when its
growth rate is faster than the radiation damping rate. The particle dynamics is based on the transfer maps from
sector to sector, including the nonlinear effects of amplitude-dependent tune shift, high-order chromaticity, and
second-order momentum compaction factor. Users can also introduce a skew quadrupole useful for emittance
sharing and exchange studies. This paper describes the code structure, the physics models, and the algorithms
used in CETASim. We also present the results of its application to the PETRA-IV storage ring.
1. Introduction

The 4th generation light sources move towards a diffraction-limited
storage ring (DLSR) where the intense bunched beam with ultra-small
emittance is stored for many hours for X-ray user operations. Because of
the small beam dimensions with appreciable beam intensities, various
collective effects will limit the performance of the ring in delivering the
optimum beam parameters for user operations. Traditionally, the short-
and long-range wakefield effects are the leading causes of instability
that we must mitigate; however, we found that the ion, beam loading,
transverse coupling, and other effects will also significantly impact
the beam parameters. Since the Touschek lifetime impacts a whole
aspect of operation, predicting and improving the lifetime becomes
vital. These require investigating advanced beam dynamics caused by
collective effects.

Multi-particle tracking has been a popular method to investigate
the collective effects in the electron storage rings; various codes have
been developed, including ELEGANT [1], MBTRACK [2], and PyHEAD-
TAIL [3] 𝑒𝑡𝑐. The benchmark between the codes is an ongoing effort in
the light source communities. The motivation for developing CETASim
is to have a light tool that includes the fundamental physics of var-
ious collective effects and approaches for instability mitigation. It is
also beneficial for future studies since CETASim can be updated and
upgraded appropriately when new physics needs arise. The remainder
of this paper is organized as follows. In Section 2, the architecture
of the code is introduced. Section 3 explains the physics models and
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algorithms for various collective effects used in CETASim. Section 4
showed simulation results when the code was used to study the PETRA-
IV storage ring as a demonstration. A summary and conclusions are
given at the end.

2. General code overview

We developed CETASim following object-oriented concepts in C++
programming language [4]. Fig. 1 shows the main classes designed
in CETASim and a rough logical flow to set up the simulation. The
program generates the specified bunch train and launches the particle
tracking task using the input parameters in the run setup. For the multi-
bunch problem, the users can set each bunch charge individually while
keeping the number of macro-particles per bunch constant. It is a handy
feature for investigating transient beam loading compensation and ion
cleaning when head and tail bunches are set to accommodate a larger
bunch charge (guarding bunches). CETASim can set multiple beam-ion
interactions in the ring to investigate ion effects. At each interaction
point, multiple ion species, local gas temperatures, and pressures can be
set independently. The impedance class uses analytical formulas to con-
struct the model impedance in a ring. At the current stage, two types of
impedance elements, resistive wall, and resonator model, are available
in CETASim. Meanwhile, CETASim can also import impedance data
from an external file. The exciter class can set an external exciter to
the electron bunches with a given frequency, which plays as a coupled
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Fig. 1. General overview of CETASim code.
bunch mode driver in the ‘‘drive-damp’’ simulation. In a particular case
of longitudinal coupled bunch motion, the resonator class deals with
the transient beam loading effect. The cavity dynamics, driven by the
generator current and the beam current, are simultaneously simulated
in a self-consistent manner. We plan to implement cavity feedback to
stabilize cavity voltage based on control parameters. The bunch-by-
bunch feedback class adopts 𝐹 𝑖𝑛𝑖𝑡𝑒 𝐼 𝑚𝑝𝑢𝑙 𝑠𝑒 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 (FIR) filter to
compute the kicker response based on the multi-turn beam position
monitor (BPM) data. The data output uses the SDDS format, which can
be post-processed by the SDDS toolkit [5].

3. Physical models in CETASim

3.1. Particle convention in CETASim

In CETASim the position of every macro-particle is described by
a 6D vector 𝒙 = (𝑥, 𝑝𝑥, 𝑦, 𝑝𝑦, 𝑑 𝑧, 𝛿) in phase space, where 𝑥 and 𝑦 are
particle positions in the horizontal and vertical planes, 𝑝𝑥 and 𝑝𝑦 are
the horizontal and vertical momentum normalized by the reference
momentum 𝑝0, 𝑑 𝑧 and 𝛿 = (𝑝 − 𝑝0)∕𝑝0 are the longitudinal positions
and momentum deviation to the reference particle. The sign convention
is such that the head of the particles has a positive distance, namely,
𝑑 𝑧 > 0. If time-dependent elements are included, such as RF cavities,
𝑑 𝑧 is converted to the time deviation by 𝑑 𝜏 = −𝑑 𝑧∕𝛽 𝑐 to compute the
RF phase, where 𝑐 is the speed of light, 𝛽 is the ratio of particle nominal
velocity to 𝑐.

3.2. Beam transfer in one turn

3.2.1. The longitudinal beam transformation
The longitudinal dynamics are described by

𝑑 𝑧𝑖+1 = 𝑑 𝑧𝑖 − 𝐿
3
∑

𝑗=1
𝛼𝑐 𝑗 (𝛿𝑖)𝑗

𝑑 𝛿𝑖+1 = 𝑑 𝛿𝑖 + 1
𝛽2𝐸0

(−𝑈0 +
∑

𝑛
𝑒𝑉𝑛,𝑟𝑓 sin(𝜔𝑛,𝑟𝑓𝑑 𝜏𝑖 + 𝜙𝑛)),

(1)

where 𝛼𝑐 𝑗 is the 𝑗th order of momentum compaction factor, 𝐸0 is the
nominal particle total energy, 𝑈0 is the energy loss per turn due to the
synchrotron radiation, 𝑛 is the cavity index, 𝑉𝑛,𝑟𝑓 , 𝜔𝑛,𝑟𝑓 and 𝜙𝑛 are the
cavity voltage, angular frequency and phase respectively and 𝑒 is the
electron charge.
2 
3.2.2. The transverse plane
In CETASim, users can split the ring into several sections. Then,

the effect as beam-ion can be simulated with local lattice parameters
several times instead of once per turn. In general, the beam transfer
from the 𝑖th to the (𝑖 + 1)th beam-ion interaction is represented by a
symplectic map [6]

𝒙𝒊+𝟏 = 𝑯−1
𝑖+1𝑩

−1
𝑖+1𝑴 𝑖+1|𝑖𝑩𝑖𝑯 𝑖𝒙𝒊. (2)

𝑯 is the dispersion matrix

𝑯 =
⎛

⎜

⎜

⎝

𝑰 0 −𝑯𝑥
0 𝑰 −𝑯𝑦

−𝑱 𝟐𝑯𝑻
𝒙 𝑱 𝟐 −𝑱 𝟐𝑯𝑻

𝒚 𝑱 𝟐 𝑰

⎞

⎟

⎟

⎠

, (3)

where

𝑯𝑥 =
(

0 𝜂𝑥
0 𝜂′𝑥

)

, 𝑯𝑦 =
(

0 𝜂𝑦
0 𝜂′𝑦

)

, 𝑱2 =
(

0 1
−1 0

)

, (4)

and (𝜂𝑥 𝜂′𝑥, 𝜂𝑦 𝜂′𝑦) are dispersion functions. 𝑩 = (𝑩𝑥,𝑩𝑦,𝑩𝑧) and 𝑴 𝒊+𝟏|𝒊 =
(𝑴𝑥,𝑴𝑦,𝑴𝑧)𝑖+1|𝑖 are the diagonal Twiss and rotation matrix that

𝑩𝑗 =
⎛

⎜

⎜

⎝

1
√

𝛽𝑗
0

𝛼𝑗
√

𝛽𝑗

√

𝛽𝑗

⎞

⎟

⎟

⎠

, 𝑴𝑗 ,𝑖+1|𝑖 =
(

cos𝜓𝑗 sin𝜓𝑗
− sin𝜓𝑗 cos𝜓𝑗

)

𝑖+1|𝑖
, 𝑗 = 𝑥, 𝑦, 𝑧,

(5)

where 𝜓𝑗 ,𝑖+1|𝑖 represents the phase advance between the 𝑖th and (𝑖+ 1)th
ring sections, 𝛼𝑗 , 𝛽𝑗 are the Twiss parameters. In CETASim, 𝛼𝑧 and 𝜓𝑧
are assumed to be zero, 𝛽𝑧 = 𝜎𝑧∕𝜎𝑒, where 𝜎𝑧 and 𝜎𝑒 are the natural
bunch length and energy spread.

CETASim also includes chromaticity and amplitude-dependent tune
shift effects in simulation. Take the one-turn map for example and the
one-turn phase advances are noted as 𝜓(𝑥,𝑦) = 2𝜋 𝜈(𝑥,𝑦), then the tunes
applied in tracking are

𝜈𝑥 = 𝜈𝑥,0 + 𝜉𝑥𝛿 +
2
∑

𝑛=1
(
𝜕𝑛𝜈𝑥
𝜕 𝐴𝑛𝑥

𝐴𝑛𝑥
𝑛!

+
𝜕𝑛𝜈𝑥
𝜕 𝐴𝑛𝑦

𝐴𝑛𝑦
𝑛!

) + 𝜕2𝜈𝑥
𝜕 𝐴𝑥𝜕 𝐴𝑦

𝜈𝑦 = 𝜈𝑦,0 + 𝜉𝑦𝛿 +
2
∑

𝑛=1
(
𝜕𝑛𝜈𝑦
𝜕 𝐴𝑛𝑥

𝐴𝑛𝑥
𝑛!

+
𝜕𝑛𝜈𝑦
𝜕 𝐴𝑛𝑦

𝐴𝑛𝑦
𝑛!

) + 𝜕2𝜈𝑦
𝜕 𝐴𝑥𝜕 𝐴𝑦

(6)

where 𝜈(𝑥,𝑦),0 is the nominal tune, 𝜉(𝑥,𝑦) is the chromaticity, 𝐴(𝑥,𝑦) is the
single particle oscillation amplitude

𝐴 =
𝑥2𝛽 + (𝛼𝑥𝑥𝛽 + 𝛽𝑥𝑥′𝛽 )2 𝐴 =

𝑦2𝛽 + (𝛼𝑦𝑦𝛽 + 𝛽𝑦𝑦′𝛽 )2 . (7)
𝑥 𝛽𝑥
𝑦 𝛽𝑥
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Noticeably, (𝑥𝛽 𝑥′𝛽) and (𝑦𝛽 𝑦′𝛽) in Eq. (7) are the particle betatron oscil-
ation excluding the influence from the dispersion [1]. The derivation

of 𝜈(𝑥,𝑦) reference to 𝐴(𝑥,𝑦) up to the second order has to be specified by
he users in priori. Once the ring is separated into several sections in
imulation, 𝜓(𝑥,𝑦),𝑖+1|𝑖 can be obtained by Eq. (6) as well with a linear

weighing 𝐴(𝑥,𝑦),𝑖+1|𝑖 and 𝜉(𝑥,𝑦),𝑖+1|𝑖.

3.2.3. Synchrotron radiation and quantum excitation
The synchrotron radiation and quantum excitation effect are simu-

lated once per turn. In CETASim, We follow the approaches in Ref. [6]
o simulate the synchrotron radiation and quantum excitation effects in
he normalized frame 𝑿 = 𝑩 𝑯 𝒙 according to
(

𝑿𝟏
𝑿𝟐

)

= 𝜆𝑥

(

𝑿𝟏
𝑿𝟐

)

+
√

𝜖𝑥(1 − 𝜆2𝑥)
(

𝑟̂1
𝑟̂2

)

(

𝑿𝟑
𝑿𝟒

)

= 𝜆𝑦

(

𝑿𝟑
𝑿𝟒

)

+
√

𝜖𝑦(1 − 𝜆2𝑦)
(

𝑟̂3
𝑟̂4

)

𝑿𝟓
𝑿𝟔

)

=
(

1 0
0 𝜆2𝑧

) (
𝑿𝟓
𝑿𝟔

)

+

(

0
√

𝜖𝑧(1 − 𝜆4𝑧)

)

(

0
𝑟̂6

)

.

(8)

Here 𝑟̂ is an independent Gaussian random variable with a unit vari-
ance; 𝜆𝑥,𝑦,𝑧 = exp(−1∕𝜏𝑥,𝑦,𝑧) is the transport coefficient with 𝜏𝑥,𝑦,𝑧
representing the synchrotron radiation damping time in the unit of the
number of turns; 𝜖𝑥, 𝜖𝑦 and 𝜖𝑧 are the equilibrium beam emittance,

here 𝜖𝑧 = 𝜎𝑧𝜎𝑒. Once the synchrotron radiation and quantum exci-
ation are done in the normalized frame 𝑿, the physical vector 𝒙 is
ecovered by 𝒙 = 𝑯−1𝑩−1𝑿.

3.3. Impedance and wakes models in CETASim

The CETASim uses the broadband impedance in the frequency do-
ain to simulate the single-bunch collective effect [7–9]. The coupled

unch effect is simulated in the time domain using the analytical
ormula of resistive wall and resonator wakes [7]. The impedance and
ake data can be generated analytically or provided by users.

3.3.1. RLC impedance and wake
Eq. (9) gives the impedance of the RLC circuit as a function of

ngular frequency 𝜔,

𝑍∥
𝑚(𝜔) =

𝜔
𝑐
𝑍⟂
𝑚 (𝜔) =

𝑅𝑠
1 + 𝑖𝑄(𝜔𝑟𝜔 − 𝜔

𝜔𝑟
)
, (9)

where 𝑅𝑠 is the resistance with a dimension 𝛺∕𝐿2𝑚, 𝑄 is the quality
actor, 𝜔𝑟 is the resonant angular frequency. Correspondingly, the

longitudinal (𝑊 ′
𝑚(𝑧)) and the transverse (𝑊𝑚(𝑧)) wake functions are

𝑊 ′
𝑚(𝑧) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0 𝑧 > 0
𝑅𝑠
𝜏𝑓

𝑧 = 0

2𝑅𝑠𝜏𝑓
𝑒𝑧∕𝑐 𝜏𝑓 (cos 𝜔𝑧𝑐 + 1

𝜔𝜏𝑓
sin 𝜔𝑧

𝑐 ) 𝑧 < 0,

𝑚(𝑧) =
{

0 𝑧 = 0
𝑐 𝑅𝑠𝜔𝑟
2𝑄 𝑒𝑧∕𝑐 𝜏𝑓 sin 𝜔𝑧

𝑐 𝑧 ≤ 0,

(10)

where 𝜏𝑓 = 2𝑄∕𝜔𝑟 represents the filling or damping time in the circuit,
𝜔 =

√

𝜔2
𝑟 − 1∕𝜏2𝑓 . −𝑧∕𝑐 represents the time passed by referenced to the

𝛿 impulse at the impedance element.

3.3.2. Resistive wall impedance and wake
The resistive wall (RW) impedance from an infinitely thick metallic

beam pipe of radius 𝑏 and conductivity 𝜎 is well-known [7]. For
n elliptical beam pipe, the code uses Yokoya’s form factors [10] to
ccount for the ellipticity. Eq. (11) shows the model of RW impedance

per unit length as a function of angular frequency 𝜔
𝑍∥
𝑚(𝜔)
𝐿

= 𝜔
𝑐
𝑍⟂
𝑚 (𝜔)
𝐿

=
4∕𝑏2𝑚

(1 + 𝛿 )𝑏𝑐
√

2𝜋 𝜎 − 𝑖𝑏2 𝜔 + 𝑖𝑚𝑐2

𝑚0

|𝜔| 𝑚+1 𝜔 s

3 
≈
√

2
𝜋 𝜎

1
(1 + 𝛿𝑚0)𝑏2𝑚+1𝑐

|𝜔|1∕2[1 − 𝑠𝑔 𝑛(𝜔)𝑖], (11)

where 𝛿𝑚,0 is the Kronecker-Delta function, 𝑖 is the imaginary unit,
𝑠𝑔 𝑛 is the 𝑆 𝑖𝑔 𝑛 function. Limiting the RW impedance to the lowest
orders 𝑚 = 0, 1 in the longitudinal and transverse, respectively, the
longitudinal and transverse wake functions can be obtained by Fourier
ransformation. Define 𝑧0 = (2𝜒)1∕3𝑏 as the characteristic distance,
here 𝜒 = 𝑐∕(4𝜋 𝜎 𝑏) is a dimensionless parameter, the longitudinal and

transverse RW wakes are [2]:

𝑊 ′
0 (𝑧) =

1
𝑏2

[ 𝑒
𝑧∕𝑧0

3
cos(

√

3𝑧
𝑧0

) −
√

2
𝜋 ∫

∞

0
𝑑 𝑥𝑥

2𝑒𝑥2𝑧∕𝑧0
𝑥6 + 8 ]

𝑊1(𝑧) = 32
𝑏3

(2𝜒)1∕3[− 𝑒
𝑧∕𝑧0

12
cos(

√

3𝑧
𝑧0

) − 1

4
√

3
𝑒𝑧∕𝑧0 sin(

√

3𝑧
𝑧0

)

+

√

2
𝜋 ∫

∞

0
𝑑 𝑥 𝑒

𝑥2𝑧∕𝑧0

𝑥6 + 8 ].

(12)

If the simplified RW impedance in Eq. (11) is adopted, the RW wakes
exhibit the usual long-range formula

𝑊 ′
0 (𝑧) ≈

1
2𝜋 𝑏

√

𝑐
𝜎

1
|𝑧|3∕2

𝑊1(𝑧) ≈ − 2
𝜋 𝑏3

√

𝑐
𝜎

1
|𝑧|1∕2

. (13)

Fig. 2 compares the exact and approximate solution of the RW
impedance and wakes. In terms of impedance, the discrepancy exists
both in the low and high-frequency regions. The results from the exact
and the approximated solutions are the same in the medium frequency
region. The wakes from the exact and approximate solutions agree well
when 𝑢 = 𝑧∕𝑧0 > 5. Since the distance among different bunches is much
onger than the characteristic distance 𝑧0, the asymptotic wake Eq. (13)

is used in CETASim for the coupled-bunched simulation to relax the
computation load.

3.4. Single bunch effect

The energy change within the bunch caused by the longitudinal
wake or impedance can be expressed as

𝑒𝑉 ∥(𝑧) = −𝑒∫
∞

𝑧
𝜌(𝑧′)𝑊 ′

0 (𝑧−𝑧
′)𝑑 𝑧′ = − 𝑒

2𝜋 ∫

∞

−∞
𝑒𝑖𝜔𝑧∕𝑐𝜌(𝜔)𝑍∥

0 (𝜔)𝑑 𝜔, (14)

where 𝜌(𝜔) is the charge-density spectrum in frequency domain. In
the transverse plane, we consider the dipole 𝑊 𝐷

1 and quadrupole
𝑄
1 wakes, the impedance of which is denoted as 𝑍𝐷

1 (𝜔) and 𝑍𝑄
1 (𝜔)

espectively. The transverse kick from the impedance within the bunch
an be expressed as

𝑒𝑉 ⟂(𝑧) = −𝑒∫
∞

𝑧
𝜌(𝑧′)𝑥(𝑧′)𝑊 𝐷

1 (𝑧 − 𝑧′)𝑑 𝑧′

− 𝑒∫

∞

𝑧
𝜌(𝑧′)𝑥(𝑧)𝑊 𝑄

1 (𝑧 − 𝑧′)𝑑 𝑧′

= −𝑖 𝑒
2𝜋 ∫

∞

−∞
𝑒𝑖𝜔𝑧∕𝑐 𝜌̃𝐷(𝜔)𝑍𝐷

1 (𝜔)𝑑 𝜔

− 𝑖 𝑒
2𝜋
𝑥(𝑧)∫

∞

−∞
𝑒𝑖𝜔𝑧∕𝑐𝜌(𝜔)𝑍𝑄

1 (𝜔)𝑑 𝜔,

(15)

where, 𝑥(𝑧) is the transverse position offset along the beam, 𝜌𝐷(𝜔) is
he spectrum of the dipole moment 𝜌(𝑧)𝑥(𝑧).

Noticeably, in simulation, it is always recommended to ensure the
number of macro-particles is large enough to sample the longitudinal
unch profile 𝜌(𝑧) correctly, which significantly increases the compu-
ation load. In CETASim, a Gaussian filter is applied to smooth the
ongitudinal profile when the number of the macro-particles is not
arge enough. Care has to be taken on this point when benchmarks are
aunched among different simulation codes.

For a given impedance, Eqs. (14) and (15) in frequency domain, are
sed to compute 𝑒𝑉 ∥(𝑧) and 𝑒𝑉 ⟂(𝑧) in CETASim. In the future, if there
s a requirement to do the simulation with the time domain method, a
ubroutine can be developed to import the wakes from an external file
upplied by the user to get 𝑒𝑉 ∥(𝑧) and 𝑒𝑉 ⟂(𝑧) as well.
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Fig. 2. Comparison of the exact and approximated solutions of the resistive impedance (above) and wakes (bottom). The sub-figures on the left and right correspond to the
longitudinal (𝑚 = 0) and the transverse (𝑚 = 1) respectively.
3.5. Coupled bunch effect

If the wakes are generated by the RW or high-Q resonators, which
last longer than the bunch spacing, the motion of the bunches will be
coupled. Assuming there are 𝑁𝑏 bunches in the ring, the kick at the 𝑗th
bunch at the 𝑛th turn from the longitudinal wakes 𝑊 ′

0 and transverse
dipole (𝑊 𝐷

1 ) and quadrupole wakes (𝑊 𝑄
1 ) can be expressed as

𝛥𝑝𝑗𝑧;𝑛 ∼
𝑛−1
∑

𝑘=0

𝑁 𝑏−1
∑

𝑖=0
𝑊 ′

0 (ℎ𝑐 𝑇𝑟𝑓 (𝑛 − 𝑘) + 𝛿 𝑠𝑖;𝑗 )

𝛥𝑝𝑗𝑥;𝑛 ∼
𝑛−1
∑

𝑘=0

𝑁 𝑏−1
∑

𝑖=0
[⟨𝑥⟩𝑖𝑘𝑊

𝐷
1 (ℎ𝑐 𝑇𝑟𝑓 (𝑛 − 𝑘) + 𝛿 𝑠𝑖;𝑗 )

+ ⟨𝑥⟩𝑗0𝑊
𝑄
1 (ℎ𝑐 𝑇𝑟𝑓 (𝑛 − 𝑘) + 𝛿 𝑠𝑖;𝑗 )],

𝛿 𝑠𝑖;𝑗 =
{

(𝑖 − 𝑗)𝑐 𝑇𝑟𝑓 𝑗 ≤ 𝑖
(𝑖 − 𝑗 + ℎ)𝑐 𝑇𝑟𝑓 𝑗 > 𝑖

(16)

where ℎ is the RF harmonic number, 𝑇𝑟𝑓 is the RF period, ⟨𝑥⟩𝑖𝑘 is bunch
centroid of the 𝑖th bunch at 𝑘th previous turn. CETASim can simulate
the long-range wakes from the RW (Eq. (10)) and RLC (Eq. (13))
elements. The user can specify the wake length in the number of turns.

3.6. Bunch-by-bunch feedback

The bunch-by-bunch feedback can mitigate the coupled bunch insta-
bilities. It detects the transverse or longitudinal positions and creates
the kicker signal for each bunch. A digital FIR filter to process the
position signal into the kicker strength is expressed as

𝛩𝑛 =
𝑁
∑

𝑘=0
𝑎𝑘𝜃𝑛−𝑘 (17)

where 𝑎𝑘 represents the filter coefficient, 𝜃𝑛−𝑘 and 𝛩𝑛 are the input and
output of the filter. The number of the input data 𝑁 + 1 is defined as
taps of the filter. With a given coefficient, the bunch momentum change
at the kicker in the 𝑛th turn due to the bunch-by-bunch feedback can
be found
4 
𝛥𝑝𝑥;𝑛 ∼ 𝐾𝑥
𝑁
∑

𝑘=0
𝑎𝑘,𝑥⟨𝑥⟩𝑛−𝑘, 𝛥𝑝𝑦;𝑛 ∼ 𝐾𝑦

𝑁
∑

𝑘=0
𝑎𝑘,𝑦⟨𝑦⟩𝑛−𝑘,

𝛥𝛿𝑛 ∼ 𝐾𝑧
𝑁
∑

𝑘=0
𝑎𝑘,𝑧⟨𝑧⟩𝑛−𝑘,

(18)

where ⟨𝑥, 𝑦, 𝑧⟩𝑛−𝑘 is the bunch centroids of the 𝑘th previous turn at the
BPM, 𝐾𝑥,𝑦,𝑧 is the gain factor. Particles in one bunch experience the
same kick. The shunt impedance and power constraint of the kicker,
specified by the users, limit the maximum kick strength experienced
by particles.

3.7. Beam-ion effect

CETASim simulates the Coulomb interaction between the electron
bunch and the ionized gases [11]. In accelerators, if the gas pressure 𝑃 ,
gas temperature 𝑇 , and ionization collision cross-section 𝛴 are given,
the number of ionized ions can be obtained by

𝛬 = 𝛴
𝑃 𝑁𝐴
𝑅𝑇

𝑁𝑏, (19)

where 𝑁𝑏 is the number of electron particles, 𝑅 the ideal gas constant
and 𝑁𝐴 is the Avogadro constant. The ions can be locally trapped by
passing electron bunches acting as the focusing lenses. The trapping
condition is

𝐴 ≥ 𝐴𝑐 =
𝑄𝑁𝑏𝑟𝑝𝛥𝑇𝑏𝑐
2𝜎𝑦(𝜎𝑥 + 𝜎𝑦)

(20)

where 𝐴 is the ion mass, 𝑄 is the ion charge number, 𝑟𝑝 is the classical
radius of the proton, 𝛥𝑇𝑏 is the bunch separation in time. Only the
ions with a mass number larger than the critical mass number 𝐴𝑐 can
be trapped. This formula assumes a linear focusing and uniform fill
pattern. Note that the critical ion mass 𝐴𝑐 varies following the betatron
functions around the ring.

In CETASim, we assume the electron bunch has a rigid Gaussian
distribution. The 𝐵 𝑎𝑠𝑠𝑒𝑡𝑡𝑖 − 𝐸 𝑟𝑠𝑘𝑖𝑛𝑒 formula [12] is applied at the
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interaction point 𝑠𝑖 to get the beam ion interaction force

𝑭 𝒚(𝒙,𝒚) + 𝑖𝑭 𝒙(𝒙,𝒚) = 𝛿(𝑠𝑖)
√

𝜋
2(𝜎2𝑥 − 𝜎2𝑦 )

{𝑤(
𝑥 + 𝑖𝑦

√

2𝜋(𝜎2𝑥 − 𝜎2𝑦 )
) − exp(− 𝑥2

2𝜎2𝑥
−

𝑦2

2𝜎2𝑦
)𝑤(

𝑥 𝜎𝑦
𝜎𝑥

+ 𝑖𝑦 𝜎𝑥
𝜎𝑦

√

2𝜋(𝜎2𝑥 − 𝜎2𝑦 )
)},

(21)

where 𝑤(𝑧) is the complex error function, 𝜎𝑥 and 𝜎𝑦 are the rms bunch
size [13]. Note 𝑁𝑖 as ionized ions; the motions of electrons and ions
follow the equation [14]

𝑑2⟨𝒙⟩
𝑑 𝑠2 =

2𝑟𝑒
𝛾

𝑁𝑖
∑

𝑖=0
𝑭 (⟨𝒙⟩ −𝑿𝒊),

𝑑2𝑿𝒊

𝑑 𝑡2 =
2𝑁𝑏𝑟𝑒𝑐2

𝑀𝑖∕𝑚𝑒

𝑁𝑏
∑

𝑗=0
𝑭 (𝑿𝒊 − ⟨𝒙⟩),

(22)

where 𝑿𝒊 = (𝑥, 𝑦)𝑖 is the ion position, ⟨𝒙⟩ = (⟨𝑥⟩, ⟨𝑦⟩) is the electron
bunch centroids, 𝑭 is the Coulomb force between the ions and elec-
trons, 𝑟𝑒 is the classical electron radius, 𝛾 is the relativistic factor of
electron beam, 𝑀𝑖 and 𝑚𝑒 are the mass of ion and electron. This model
assumes that the electron bunch rigid follows Gaussian distribution
(weak–strong model) with centroid oscillation. CETASim also supplies
a subroutine assuming that ion distribution follows the Gaussian profile
as well. Then the motion of individual electrons kicked by the ions can
be simulated in a similar way (quasi-strong–strong model). This method
is not physically correct, since ions normally do not follow the Gaussian
shape, however, it can give a first glance of incoherent electron particle
behavior in simulation.

3.8. Beam loading effect and cavity feedback

The longitudinal dynamics due to the cavity’s RF mode can also be
simulated. CETASim follows the algorithm in P.B. Wilson’s paper [15],
where the beam-induced voltage is treated in the phasor frame. The
force electron experiences in terms of beam-included voltage in the
phasor fame are equivalent to the force in terms of the long-range wake.
However, in the phasor frame, the history of the bunches in previous
turns is no longer needed, reducing the computation load significantly.

The transient beam loading effect particularly refers to the funda-
ental cavity mode, which is the same mode building up the accelera-

tion field. By modeling the fundamental mode of the cavity as an RLC
ircuit, the generator dynamics and beam dynamics are coupled. In a
ing with multiple RF systems, at least the main cavity has to be active,
hich brings additional complexity to the whole study, especially when

he cavity feedback has to be included further.
In the RLC circuit model, note the driven current as 𝑰̃(𝑡) in general,

the voltage excited 𝑽̃ (𝑡) follows the differential equation [16]
𝑑2

𝑑 𝑡2 𝑽̃ (𝑡) + 𝜔𝑟
𝑄𝐿

𝑑
𝑑 𝑡 𝑽̃ (𝑡) + 𝜔2

𝑟 𝑽̃ (𝑡) = 𝜔𝑟𝑅𝐿
𝑄𝐿

𝑑
𝑑 𝑡 𝑰̃(𝑡), (23)

where 𝜔𝑟, 𝑄𝐿 and 𝑅𝐿 are the circuit angular resonant frequency, the
oaded quality factor and the shunt impedance respectively.

Note 𝜔𝑟𝑓 as the angular frequency of the driving term 𝑰̃(𝑡), if several
conditions are met: (1) the second-order terms can be neglected; (2)
𝑄𝐿 ≫ 1; (3) 𝛥𝜔 = 𝜔𝑟−𝜔𝑟𝑓 ≪ 𝜔𝑟, and together with the zero-order hold
method [16,17], the solution of Eq. (23) can be further simplified in
he state space
(

ℜ𝑽̃
ℑ𝑽̃

)

𝑡+𝛥𝑡
= 𝑒−𝜔1∕2𝛥𝑡

(

cos𝛥𝜔𝛥𝑡 − sin𝛥𝜔𝛥𝑡
sin𝛥𝜔𝛥𝑡 cos𝛥𝜔𝛥𝑡

) (
ℜ𝑽̃
ℑ𝑽̃

)

+
𝜔𝑟𝑅𝐿

2𝑄𝐿(𝜔2
1∕2 + 𝛥𝜔

2)

(

𝐴 𝐵
−𝐵 𝐴

) (
ℜ𝑰̃
ℑ𝑰̃

)

𝑡

(24)

where ℜ and ℑ represent the real and imaginary part of the phasor,

𝜔1∕2 = 1∕𝜏𝑓 , 𝛥𝑡 is the time step, 𝐴 and 𝐵 are

5 
𝐴 = 𝛥𝜔𝑒 1∕2 sin𝜔1∕2𝛥𝑡 − 𝜔1∕2𝑒 1∕2 cos𝜔1∕2𝛥𝑡 + 𝜔1∕2

𝐵 = 𝜔1∕2𝑒
−𝜔1∕2𝛥𝑡 sin𝜔1∕2𝛥𝑡 + 𝛥𝜔𝑒

−𝜔1∕2𝛥𝑡 cos𝜔1∕2𝛥𝑡 − 𝛥𝜔.
(25)

In CETASim, the current 𝑰̃(𝑡) is splitted into two parts, the generator
current 𝑰̃𝒈(𝑡) and beam current 𝑰̃𝒃(𝑡) [18], which drive the generator
voltage 𝑽̃ 𝒈(𝑡) and beam-induced voltage 𝑽̃ 𝒃(𝑡) respectively. The total
avity voltage that beam can sample as a function of time 𝑡 is

𝑽̃ 𝒄 (𝒕) = 𝑽̃ 𝒈(𝑡) + 𝑽̃ 𝒃(𝑡). (26)

Since the generator current 𝑰̃𝒈(𝑡) is continuous, for a given initial
riving current 𝑰̃𝒈(𝟎), Eq. (24) is numerically solved by CETASim to

obtain 𝑽̃ 𝒈(𝒕) step by step in the time domain. It is referenced as the
generator dynamics. Moreover, Eq. (24) is still valid even when there
exists feedback current 𝜹𝑰̃𝒈(𝒕).

Unlike 𝑰̃𝒈(𝑡), the beam current (bunched beam train) 𝑰̃𝒃(𝑡) is discrete
hich can be expressed as

𝑰̃𝒃(𝑡) ∝
𝑘=∞
∑

𝑘=−∞
𝛿(𝑡 − 𝑘𝑇𝑟𝑓 ) = 𝐼𝐷 𝐶 + 2𝐼𝐷 𝐶

𝑘=∞
∑

𝑘=1
exp(𝑖𝑘𝜔𝑡), (27)

where 𝐼𝐷 𝐶 is the DC component of beam current. Noticeably, only the
frequency component at 𝜔𝑟𝑓 is synchronized with the bunch repetition
rate so that the driving current due to the beam can be further simpli-
fied to −2𝐼𝐷 𝐶 exp(𝑖𝜔𝑟𝑓 𝑡). In principle, the beam-induced voltage 𝑽̃ 𝒃(𝒕)
can be obtained by solving Eq. (23) as well. However, this procedure
can be significantly simplified from the fundamental theory of beam
loading. Assume there is a bunch with charge 𝑞 passing through the
cavity at time 𝑡 − 𝛥𝑡, then the beam-induced voltage follows

𝑽̃ 𝒃(𝑡) = (𝑽̃ 𝒃(𝑡 − 𝛥𝑡) + 𝑽̃ 𝒃𝟎∕𝟐) exp(𝛼 𝛥𝑡), 𝛼 = − 1
𝜏𝑓

(1 − 𝑖 t an𝛹 ) (28)

where 𝛹 is the cavity de-tuning angle. The phase and amplitude of the
beam induced voltage 𝑽̃ 𝒃𝟎∕𝟐 is 𝜋 and |𝑽̃ 𝒃𝟎| = 𝑞 𝜔𝑟𝑅𝐿∕𝑄𝐿. Eq. (28)
shows that the accumulated beam-induced voltage 𝑽̃ 𝒃(𝑡) adds an im-
ulse 𝑽̃ 𝒃𝟎∕𝟐 whenever a charged bunch passes by, then decays and
otates by a factor of exp(𝛼 𝛥𝑡) until the next bunch comes. The infor-
ation on the bunches at previous turns is not needed.

Noticeably, if there exist longitudinal beam offsets, the total cavity
voltage [19] each bunch samples usually deviate from the designed
value due to the beam-induced voltage, especially when the ring is
illed non-uniformly,

𝑽̃ 𝒄 (𝑡) = 𝑽̃ 𝒈(𝑡) + 𝑽̃ 𝒃(𝑡) ≠ 𝑉 𝑠𝑒𝑡
𝑐 exp(𝑖𝜔𝑟𝑓 𝑡 + 𝜙). (29)

Thus, cavity feedback is required to compensate for the transient beam-
loading effect. Fig. 3 shows a loop of cavity feedback at the generator
side. The performance of the cavity feedback systems is determined by
the measured cavity phasor 𝑽̃ 𝒄 (𝑡) at times 𝑡 = 𝑛𝑇𝑟𝑓 , which is multiple
of the RF cycle. The cavity feedback filter could be a 𝐹 𝑖𝑛𝑖𝑡𝑒 𝐼 𝑚𝑝𝑢𝑙 𝑠𝑒
𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 (FIR) or a 𝐼 𝑛𝑓 𝑖𝑛𝑖𝑡𝑒 𝐼 𝑚𝑝𝑢𝑙 𝑠𝑒 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 (IIR) types, which takes
the generator current deviation 𝛿𝑰̃𝒈(𝑡) and cavity voltage error 𝛿𝑽̃ (𝑡) =
𝑽̃ 𝒔𝒆𝒕

𝒄 (𝑡) − 𝑽̃ 𝒄 (𝑡) as input and gives 𝛿𝑰̃𝒈(𝑡) to be modified at the generator
side as output. At the time 𝑛𝑇𝑟𝑓 , the addition generator current can be
expressed explicitly as

𝛿𝑰̃𝒈(𝑛𝑇𝑟𝑓 ) = − 1
𝑎0

𝑁
∑

𝑖=1
𝑎𝑖𝛿𝑰̃𝒈((𝑛 − 𝑖)𝑇𝑟𝑓 ) + 1

𝑏0

𝑀
∑

𝑗=0
𝑏𝑗𝛿𝑽̃ 𝒄 ((𝑛 − 𝑗)𝑇𝑟𝑓 ), (30)

where 𝑎𝑖 and 𝑏𝑗 are coefficients of filters, 𝑁 and 𝑀 are the orders of
the filters.

Finally, we summarize the steps for the transient beam loading and
cavity feedback simulation in one turn,

1. Solve Eq. (24) with a given 𝑰̃𝒈(0) to get the 𝑽̃ 𝒈(𝑡);
2. Solve Eq. (28) to get the 𝑽̃ 𝒃(𝑡);
3. Solve Eq. (29) to get the 𝑽̃ 𝒄 (𝑡);
4. Transfer the particle by the one-turn map;
5. Solve Eq. (30) to get the 𝜹𝑰̃𝒈(𝑡).
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Fig. 3. Interaction between generator dynamics, beam dynamics, and cavity feedback.
Table 1
Nominal lattice parameters of PETRA-IV H6BA lattice [20].

Parameters Units Symbol DW closed DW open

Energy GeV 𝐸 6 6
Circumference m 𝐶 2304 2304
Natural emittance pm 𝜖0 20 43
Emittance ratio 𝜅 0.1 0.1
Tunes 𝜈𝑥/𝜈𝑦 135.18/86.27 135.18/86.23
Momentum compact factor 𝛼𝑐 3.33 × 10−5 3.33 × 10−5
Damping time ms 𝜏𝑥 17.76 39.23
Damping time ms 𝜏𝑦 22.14 69.63
Damping time ms 𝜏𝑠 12.62 56.84
Natural energy spread rad 𝜎𝐸 8.9 × 10−4 7.37 × 10−4
Natural bunch length mm 𝜎𝑠 2.3 1.794
Energy loss MeV 𝑈0 4.166 1.423
Main cavity voltage MV 𝑉𝑐 ,1 8 8
Main cavity harmonics ℎ 3840 3840

Two more points to be emphasized: (1), The algorithm assumed a
zero bunch length. This approximation is not appropriate for a bunch
with a finite length. In that case, the bunch can be cut into bins in
the time sequence, and each bin can be treated as zero-length micro-
bunches. (2), if multi-cavities are included in the system, CETASim
applies the same procedure to simulate the generator dynamics, beam
dynamics and cavity feedback for each cavity sequentially.

4. CETASim benchmarks and implementation

We take the H6BA lattice of the PETRA-IV storage ring [20] as
the test bed to show the capability of CETASim. Table 1 shows the
main lattice parameters. PETRA-IV will adopt an active 3rd harmonic
cavity to lengthen the bunch. The ideal bunch lengthening condition
requires ℜ(𝑽̃ 𝒄 (𝜏 = 0)) = 𝑈0∕𝑒 to compensate the radiation loss 𝑈0,
ℜ(𝑽̃ ′

𝒄 (𝜏 = 0)) = ℜ(𝑽̃ ′′
𝒄 (𝜏 = 0)) = 0 to have a flat RF potential.

For collective effect, we use the RW impedance and the geometric
impedance. The insertion device (ID) chambers contribute more to the
RW impedance than the ring chambers. The geometrical impedance is
due to the elements in the ring such as BPMs, Bellows, Flanges, 𝑒𝑡𝑐.
The program ImpedanceWake2D [21] is used to compute the resistive
wall impedance. GdfidL computes the geometric wake potentials [22],
where a 1 mm long Gaussian bunch is used as the driving bunch.
Fig. 4 shows the wake potential in the longitudinal, horizontal, and
vertical planes of a 1-mm Gaussian bunch and its impedance. Here, the
transverse wake potential and impedance are multiplied by the average
betatron function ⟨𝛽⟩ so that the unit differs from conventional ones.

4.1. Beam equilibrium state with zero beam current

As a first step, we check the algorithm by demonstrating the effects
of radiation damping and quantum excitation. We prepare one bunch
6 
with an initial Gaussian distribution in the longitudinal and transverse
phase space with 3 × 104 macro-particles. The initial condition of the
bunch is with the emittance 𝜖𝑥,0 = 𝜖𝑦,0 = 10 pm, the energy spread
𝜎𝐸 ,0 = 8.9 × 10−4 r ad, and the bunch length 𝜎𝑧,0 = 5.3 × 10−3 m. The
emittance ratio 𝜅 is set as 0.1. The radiation damping times shown in
Table 1 [20] are applied in simulation. Fig. 5 shows how the bunch
length, energy spread, and transverse emittance evolve as a function of
tracking turns. The beam evolves into the natural equilibrium state as
expected.

4.2. Single bunch effect

With the broadband impedance shown in Fig. 4, we study the single-
bunch effects [23]. The longitudinal impedance leads to potential
well distortion and bunch lengthening effects. Once the single bunch
current increases and the longitudinal microwave instability threshold
is reached, the energy spread also increases. We compare two RF
configurations, namely, the main cavity only and the main cavity with a
3rd harmonic cavity. With the harmonic system, the generator voltage
and phase are set to maintain the ideal bunch lengthening condition.
Fig. 6 shows the single bunch length and energy spread as a function of
the bunch current. In each sub-figure, two groups of curves are given.
The red ones are from CETASim and the black ones are from Elegant.
The bunch length given by CETASim agrees well with the results given
by Elegant. We notice some discrepancies in the energy spread above
the microwave instability threshold. It could be derived from different
types of filters for longitudinal profile smoothing purposes.

In the transverse plane, the impedance leads to the Transverse
Mode Coupling Instability (TMCI) and head–tail instabilities. The az-
imuthal modes shift as the single bunch current increases. At a certain
point, these azimuthal modes start to overlap and merge; then the
beam becomes unstable. If there exists dipole impedance only, this
mode coupling condition can be studied analytically through Sacherer’s
method [7]. Applying this method, one can set up a group of in-
tegral equations and solve it consistently to get the mode-coupling
condition–Vlasov solver. We set the simulation with zero chromatic-
ity as a benchmark study and only considered the vertical dipole
impedance. The comparison of the azimuthal mode frequency shift
between CETASim tracking and the Vlasov solver in CETA [24] code
package is shown in Fig. 7. The black dots and contours represent the
Vlasov solver and CETASim results respectively. The contour represents
the strength of the oscillation modes in the logarithmic scale. The
results from CETASim simulation are consistent with the predictions
from the Vlasov solver, showing that the TMCI beam current threshold
is around 0.11 mA.

One way to increase the transverse single-bunch current limit is to
set a non-zero chromaticity 𝜉. The chromaticity introduces a head–tail
phase advance and shifts the mode spectrum by 𝜔𝜉 = 𝜉 𝑓0∕𝜂, where 𝜂
is the lattice slip factor, and 𝑓 is the nominal revolution frequency.
0
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Fig. 4. Top: wakes of a 1 mm leading electron Gaussian bunch due to the geometrical impedance and the resistive wall impedance. Bottom: the geometrical impedance and the
resistive wall impedance. From left to right, figures correspond to the longitudinal, horizontal, and vertical directions, respectively. The quadruple impedance is not plotted here.
Fig. 5. Bunch energy spread, bunch length (top), and transverse beam emittance (bottom) as a function of tracking turns. The beam evolves to the natural equilibrium state as
expected. The macro-particle number is set as 3 × 104 in the simulation.
Fig. 8 shows the single bunch current limit as a function of chro-
maticity without and with 3rd harmonic cavity. The transverse dipole,
quadrupole impedance, and longitudinal impedance are all considered
7 
in the simulation. The threshold current is the lowest bunch current,
with zero particle loss at the elliptic aperture of (𝑎, 𝑏) = (15, 10) mm.
The macro-particle number is set as 3 × 104 in the simulation.
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Fig. 6. Single bunch length (left), energy spread (right) as a function of bunch current.
Fig. 7. Comparison of the TMCI threshold from Vlasov solver (black dots) and
CETASim (contours). The contour represents the strength of the oscillation modes in
the logarithmic scale. In tracking, only the vertical dipole impedance is taken into
account.

4.3. Coupled-bunch instability due to the long-range wakes

The frequency shift of multi-bunch coherent modes can be expressed
as

(𝛺𝜇 − 𝜔𝛽 )⟂ = −𝑖𝑀 𝑁 𝑟0𝑐
2𝛾 𝑇 2

0 𝜔𝛽

∞
∑

𝑝=−∞
𝑍⟂

1 [𝜔𝛽 + (𝑝𝑀 + 𝜇)𝜔0]

(𝛺𝜇 − 𝜔𝑠)∥ = 𝑖
𝑀 𝑁 𝑟0𝜂
2𝛾 𝑇 2

0 𝜔𝑠

∞
∑

𝑝=−∞
(𝜔𝑠 + 𝑝𝑀 𝜔0 + 𝜇 𝜔0)𝑍

∥
0 [𝜔𝑠 + 𝑝𝑀 𝜔0 + 𝜇 𝜔0],

(31)

where 𝑀 is the number of equal spaced bunch number, 𝑁 is the
electron particle number per bunch, 𝜇 is the coupled bunch mode
index varying from 0 to 𝑀-1, 𝜔𝛽 and 𝜔𝑠 are the transverse and
longitudinal oscillation angular frequency. The coupled bunch mode
can be reconstructed in particle tracking studies when the bunch-by-
bunch and turn-by-turn data are available. Take the horizontal plane,
8 
for example; the coupled bunch mode can be obtained from the Fourier
spectrum of the one-turn complex signal 𝑧𝜇 at a certain BPM

𝑧𝜇 = ( 𝑥𝜇
√

𝛽𝑥
− 𝑖(

√

𝛽𝑥𝑝𝑥,𝜇 +
𝛼𝑥
√

𝛽𝑥
𝑥𝜇))𝑒

−𝑖 2𝜋 𝜈𝑥 (𝜇−1)𝑀 , (32)

where 𝛽𝑥 and 𝛼𝑥 are the Twiss parameters at the BPM. The growth rate
of the 𝜇th mode can be obtained by an exponential fitting of the 𝜇th
mode spectrum amplitude as a function of tracking turns.

However, in a real machine, what can be measured at the BPM
is limited to only position information. Hence, CETASim follows the
method of the drive-damp experiment to get the coupled bunch insta-
bility growth rate [25]. A driver can be set in CETASim to excite the
beam with a given kick strength and frequency 𝑓𝜇 by which the 𝜇th
coupled bunch mode can be excited. Then the signal

𝑆̃𝜇𝑛 =
𝑀
∑

𝑚=0
𝑠̃𝜇𝑛,𝑚 =

𝑀
∑

𝑚=0
𝑥𝑛,𝑚 exp(−𝑖2𝜋 𝑓𝜇ℎ𝑇𝑟𝑓∕𝑀), (33)

is recorded turn by turn. The growth rate of the excited 𝜇th mode can
be found by an exponent fitting of |𝑆̃𝜇𝑛 |. Then, one can reconstruct the
full picture of the coupled-bunch mode by scanning the driver’s driving
frequency 𝑓𝜇 .

CETASim has two analytical models to generate the long-rang
wakes: the RLC model and the RW model. Below, two examples are
given for the transverse coupled bunch effect study. In the first case,
the transverse impedance modeled by an RLC resonator with the
parameters 𝑅𝑠 = 5 × 109 Ω∕m2, 𝑄 = 1 × 10−3 and 𝜔𝑟 = 2𝜋 × 4.996 × 108
1∕s. The second one is a simplified resistive wall impedance of the
PETRA-IV storage ring, where the vacuum chamber is grouped into 4
types of sections as shown in Table 2. The characteristic distance 𝑧0
of these four sections are in the order of 1. × 10−5 m, which is much
smaller than the RF bucket distance 𝑐 𝑇𝑟𝑓 = 0.6 m, so that Eq. (13)
applied in CETASim is still a good approximation. In the simulation, the
ring is filled uniformly by 80 bunches, and each bunch has a current
of 1 mA. The long-range wakes are truncated at the 20th turn in this
study, which is chosen as a compromise between simulation speed and
accuracy. Meanwhile, this 20 turns long-range wake applied here also
ensures the coupled bunch mode growth rate simulation converged
as well. In Fig. 9, we give the results of the coupled bunch mode
growth rate from CETASim tracking (‘Ideal’) and analytical predictions
(‘Prediction’). These agree well with each other. In this simulation
study, the synchrotron radiation damping is turned off.

Fig. 10 represents the coupled bunch modes reconstructed from the
drive-damp method. The driving strength of the exciter is 0.2 μrad,
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Fig. 8. The single bunch current threshold as a function of chromaticity without (left) and with (right) the 3rd harmonic cavity. The macro-particle number is set as 3 × 104 in
the simulation.
Table 2
Simplified resistive wall sections in PETRA-IV.
Section Number len./m gaps/mm 𝛽𝑥/m 𝛽𝑥/m Conduct. 𝜎/Ω−1 m−1 𝑧0/m

5 mm ID 4 5 5 3.14 3.14 2.5 × 107 1.74 × 10−5
6 mm ID 17 5 6 3.14 3.14 2.5 × 107 1.97 × 10−5
7 mm ID 5 10 7 6.08 6.08 2.5 × 107 2.18 × 10−5
ring 1 2149 20 2.71 4.25 5.9 × 107 2.08 × 10−5
Fig. 9. Growth rate of the transverse coupled bunch modes from RLC (top) and RW (bottom) wakes. The RLC parameters are 𝑅𝑠 = 5.× 109 Ω∕m2, 𝑄 = 1.× 103 and 𝜔𝑟 = 2𝜋× 4.996 × 108
1∕s. The RW parameters are shown in Table 2. The ring is filled uniformly by 80 bunches and each bunch current is 1 mA. The long-range wakes last 20 turns, and the SR
damping is turned off. ‘Ideal’ and ‘Prediction’ indicate the results are obtained from Eqs. (31) and (32) respectively.
and the excitation time is limited to the first 300 turns. The bunch-
by-bunch data of the following 700 turns are used for coupled bunch
mode growth rate calculation. The simulation conditions are the same
as those used in Fig. 9, except the radiation damping is turned on. The
results obtained from Eq. (32) (‘Ideal’) are also plotted for comparison.
Both methods give the same coupled bunch growth rate. Compared
to results in Fig. 9, the growth rates are decreased by turning on the
radiation damping.
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In the longitudinal plane, the tracking studies with the longitudinal
long-range wakes can be set up similarly in CETASim.

4.4. Transient beam loading effect

Transient beam loading brings two effects: the longitudinal cou-
pled bunch instability and an unexpected bunch lengthening [26]. In
CETASim, the coupled bunch instability can be turned off by ignoring
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Fig. 10. Growth rate of the transverse coupled bunch modes from RLC (top) and RW (bottom) wakes. The long-range wakes last 20 turns, and the synchrotron radiation damping
is turned on. ‘Drive-damp’ indicates the results are obtained from Eq. (33).
Fig. 11. The amplitude (left) and phase (right) of beam-induced voltage 𝑽̃ 𝒃, generator voltage 𝑽̃ 𝒈 and cavity voltage 𝑽̃ 𝒄 on the main cavity (top) and harmonic cavity (bottom)
as function of turns. The beam current is taken into account from the 5𝑡ℎ turn.
the dynamical variation of the beam-induced voltage. In that case, the
tracking results always converge to an equilibrium state. If tracking is
set up as that one bunch is composed of one macro-particle, according
to the phase and voltage bunches sampled, the bunch profiles can be
found analytically

𝜌(𝑧) = 𝜌0 exp(−
1

2𝜋 ℎ𝑓0𝛼𝑐𝛿2
𝐻1(𝑧)),

𝐻1(𝑧) =
ℎ𝜔2

0𝑒

2𝜋 𝛽3𝑐 𝐸 (ℜ[
∑

𝑛 ∫

𝑧

0
𝑽̃ 𝒄 ,𝒏(𝑧′)𝑑 𝑧′]

+ ∫

𝑧

0 ∫

∞

𝑧′′
𝑒𝜌(𝑧′)𝑊 ′

0 (𝑧
′′ − 𝑧′)𝑑 𝑧′𝑑 𝑧′′).

(34)
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Here, 𝐻1(𝑧) is the Hamiltonian composed of terms due to the RF
potential and the short-range wakes [7], 𝑛 is the cavity index. If multi-
particles are set per bunch, then the bunch profile can be obtained by
binning the distribution longitudinally in real space. Table 3 gives the
RF parameters of the main cavity and the 3rd harmonic systems in
PETRA-IV. The cavities are de-tuned to the ‘optimized’ condition for
the lowest power consumption. The filling pattern of the ring is set as
ℎ = 3840 = 80 × (20 × (1 + 1) + 8). There exist 80 bunch trains, and in
each bunch train, every bucket is occupied by the electron beam except
the last 8 buckets. The total beam current is 200 mA. Here, we give
the simulation results by turning off the longitudinal coupled bunch
instability. Fig. 11 shows how the amplitude and phase of the beam
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Fig. 12. The cavity voltage 𝐴𝑏𝑠(𝑽̃ 𝒄 ) (left), cavity phase 𝐴𝑟𝑔(𝑽̃ 𝒄 ) (middle) bunch sampled as functions of RF bucket index at the main cavity (top) and harmonic cavity (below);
the right column gives the bunch center and bunch length as functions of RF bucket index. The total beam current is 200 mA.
Table 3
RF parameters of PETRA-IV storage ring.

Parameter Symbol Main RF (𝑛 = 1) Harmonic RF (𝑛 = 3)

RF freq. (Hz) 𝑓𝑟𝑓 ,𝑛 4.996 × 108 1.499 × 109
Ref. voltage (V) 𝑉𝑐 ,𝑛 8 × 106 2.223 × 106
Synchronous phase (Rad) 𝜙𝑛 2.516 −0.236
Detuning freq. (Hz) 𝛥𝑓𝑛 −27.9 × 103 277.6 × 104
Coupling factor 𝛽𝑛 3.0 5.3
Shunt impedance 𝑅𝑠,𝑛 81.6 × 106 36. × 106
Quality factor 𝑄0,𝑛 29 600 17 000
Gen. Curr. Amp. (Amp.) 𝐴𝑏𝑠(𝑰̃𝒈) 0.626 0.275
Gen. Curr. Phase (Rad) 𝐴𝑟𝑔(𝑰̃𝒈) 0.947 −1.952
Total generator power (W) 𝑃𝑔 ,𝑛 1.34 × 106 7.40 × 104
Total reflected power (W) 𝑃𝑟,𝑛 4.98 × 103 1.09 × 105

induced voltage 𝑽̃ 𝒃, generator voltage 𝑽̃ 𝒈 and cavity voltage 𝑽̃ 𝒄 are
built up as functions of turns. The generator voltage driven by 𝑰̃𝒈 is
simulated from the 0𝑡ℎ turn with the optimum de-tuning condition. In
contrast, the beam-induced voltage driven by 𝑰̃𝒃 is simulated from the
5𝑡ℎ turn. The cavity voltage 𝑽̃ 𝒄 beam supposed to sample converges to
the designed values as expected.

Fig. 12 shows the simulation results by setting one macro-particle
per bunch. The sub-figures on the left and middle depict the cavity
voltage and phase sampled by the bunches in the first 4 bunch trains.
The sub-figures on the right show the bunch center shift and length
variation. The periodic filling pattern leads to a periodical voltage
sampling, further reducing to a periodical bunch center offset and
bunch lengthening effect. The bunch profile obtained from Eq. (34) as a
function of the RF bucket index is shown in Fig. 13. The result suggests
that the bunch lengthening is very sensitive to the phase variation in
cavities.

We would like to introduce a simple equation [27], which can be
used to estimate the cavity phase modulation 𝛿 𝜙𝑚𝑎𝑥 due to the empty
gaps 𝛿 𝑡 in a bunch train,

𝛿 𝜙𝑚𝑎𝑥,𝑛 = 1
2
𝑅𝑠,𝑛
𝑄0,𝑛

2𝜋 𝑓𝑟𝑓 ,𝑛
𝑉𝑐 ,𝑛

𝐼𝐷 𝐶𝛿 𝑡. (35)

With the filling pattern ℎ = 3840 = 80 × (20 × (1 + 1) + 8), Eq. (35)
gives the peak-to-peak phase variation around 0.0037 and 0.029 r ad for
the main cavity and harmonic cavity, which are rather good estimation
compared to the results from CETASim simulation shown in Fig. 12.

Simulation with macro-particles per bunch can be done similarly.
Set 3000 macro-particles in each bunch and turn off the longitudinal
11 
Fig. 13. Bunch profiles in the first bunch train as a function of RF bucket index. The
profile are obtained from Eq. (34).

coupled bunch instability in tracking. We give the results of bunch
center shift and bunch length variation after 3000 turns in Fig. 14.
The bunch profiles are given in Fig. 15. Compared with the results in
Figs. 12 and 13, single-particle and multi-particle tracking show good
agreements.

The transient beam loading will lead to longitudinal coupled bunch
instability once the natural damping is not strong enough. If so, the
low-level RF feedback, RF feedforward, or longitudinal bunch-by-bunch
feedback have to be applied to stabilize the beam. Here, we briefly
introduce the stabilization mechanism when applying low-level RF
feedback. Note the cavity impedance as 𝑍(𝜔), from the control theory,
when the low-level RF feedback is included in the control loop, the
impedance sampled by the beam will be modified by

𝑍𝑐 𝑙(𝜔) =
𝑍(𝜔)

1 + exp(−𝑖𝜔𝜏)𝐺(𝜔)𝑍(𝜔) exp(𝑖𝜙) , (36)

where 𝜏 is the overall loop delay, 𝜙 is the loop phase adjusted and
𝐺(𝜔) is the gain. In Ref. [27], it is shown that the minimum value of
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Fig. 14. Bunch center and bunch length variation of the first 4 bunch trains as a function of RF bucket index. The results are obtained from multi-particle tracking, and each
bunch is composed of 3000 macro-particles.
Fig. 15. Bunch profiles as a function of RF bucket index in the first bunch train. The
results are obtained from multi-particle tracking, and each bunch is composed of 3000
macro-particles.

the impedance beam can sample is
𝑅𝑚𝑖𝑛 =

2
𝜋
𝜏
𝑅𝑠
𝑄
𝜔𝑟𝑓 . (37)

For a rough estimation, in the harmonic cavity of PETRA-IV, with an
overall loop delay 𝜏 = 150 ns, the 𝑅𝑚𝑖𝑛 would be decreased by a factor
of 20.

In the following, we show the benchmark between CETASim and El-
egant of the transient beam loading simulation when the coupled bunch
instability is turned on. To stabilize the beam, the shunt impedance
of the main cavity and harmonic cavity is reduced by 2 and 20,
respectively. Correspondingly, the cavity de-tuning frequencies 𝛥𝑓𝑛 are
modified to 𝛥𝑓 = −13.953 kHz and 𝛥𝑓 = 13.882 kHz to maintain
1 3

12 
the ‘‘optimized’’ de-tuning condition. The beam filling pattern is set as
ℎ = 3840 = 2 × (100 × (1 + 9) + 920), which means there are 2 bunch trains,
and each train includes 100 bunches. The total beam current is set to
200 mA as well. Fig. 16 compares the beam-induced and generator
voltage on the bunch center at the 1000𝑡ℎ turn. The main cavity and
harmonic cavity results from Elegant and CETASim agree well.

4.5. Beam-ion effect

As shown in Eq. (20), ions with a mass number larger than 𝐴𝑐 can
be trapped in rings. If the oscillation of the trapped ions is confined
within the beam pipe, beam-ion instability could be excited. Roughly
speaking, with a high bunch charge, ions are over-focused and get lost
within the gaps between bunches. With a low bunch charge, more ions
can be trapped. However, if the bunch charge is too small, only a few
ions can be ionized, leading to a weak beam-ion effect as well [28].
In this sense, we expect the beam-ion effect to be interesting in the
medium bunch charge region. In CETASim, the ion motion is limited
in the transverse direction. CETASim supplies several parameters to
compromise simulation speed and accuracy, such as the number of
macro-ions generated per collision, the transverse range beyond which
the ions are cleaned, the number of beam-ion interactions per turn,
etc. Below, we give two examples of the beam-ion effect simulation in
PETRA-IV storage ring, single and multi-ion species. The filling pattern
is set as the brightness mode operation scheme, ℎ = 3840 = 80 × (20 × (1 +
1) + 8), and the bunch charges are identical among the 1600 bunches.
The total gas pressure is assumed to be 1 𝑛𝑇 𝑜𝑟, and the gas temperature
is 300 K. We set one beam-ion interaction point in one turn and take
the value of the average betatron function to get the one-turn transfer
matrix. In the simulation, one electron bunch is represented by one
macro-electron particle. The electron bunch position is initialized on
the axis. Ions are cleaned when their transverse distances reference to
the ideal orbit are larger than 10 times the maximum effective beam
size 𝑎𝑏𝑠(𝑿𝒊) > 10 × (𝑎𝑏𝑠(⟨𝒙⟩) + 𝝈𝒙).

Set residual gas composed by CO only, Fig. 17 shows the equilib-
rium transverse ion CO+ profile in the unit of rms beam size after 10 K
turns tracking when the total beam current is 5 mA. For each beam-ion
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Fig. 16. The amplitude and phase of the beam induced voltage 𝑽̃ 𝒃 and generator voltage 𝑽̃ 𝒈 each bunch sampled at the main cavity (left) and the harmonic cavity (right) after
1000 turn tracking by Elegant and CETASim.
Fig. 17. The equilibrium ionized CO+ profile on 𝑥 and 𝑦 plane in the unit of rms beam size. The total beam current in simulation is set as 5 mA. The profiles of the accumulated
ion cloud do not follow the Gaussian shape. The ion gas is composed of CO only.
Fig. 18. Left: the square root of the maximum vertical action
√

𝐽𝑦 among 1600 bunches as a function of tracking turns; Middle: beam ion growth rate as a function of the total
beam current; Right: the final accumulated ion charge after 10 K turns tracking as a function of the total beam current. The ion gas is composed of CO only. The maximum bunch
action

√

𝐽𝑦 saturate to a value around
√

40𝜖𝑦.
collision, 50 macro-ions are generated. The ion density profile does not
follow a Gaussian shape as shown in Ref. [29]. Fig. 18 (left) gives the
square root of the maximum vertical action

√

𝐽𝑦 among 1600 bunches
as a function of tracking turns. The action

√

𝐽𝑦 is defined as

𝐽𝑦 =
1
2
(
1 + 𝛼2𝑦
𝛽𝑦

𝑦2 + 2𝛼𝑦𝑦𝑝𝑦 + 𝛽𝑦𝑝2𝑦), (38)

where 𝛼𝑦 and 𝛽𝑦 are the Twiss functions at the beam-ion interaction
points. The square root of the bunch action

√

𝐽𝑦 increases firstly and
then gets saturated gradually to around

√

40𝜖𝑦. Fig. 18 (middle) gives
the growth rate of

√

𝐽𝑦 as a function of the total beam current. The
growth rate is obtained by an exponential fitting of

√

𝐽𝑦 data selected
in between (√0.1𝜖𝑦,

√

3𝜖𝑦), indicating that the beam-ion effect is more
severe in the median beam current region. Fig. 18 (right) shows the
final accumulated CO+ charge as a function of the beam current. Again,
more ions could be accumulated at the median beam current region.
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In the second simulation, the initial gas composition is set the
same as that in APS-U [30]. The residual gas comprises H2, CH4, CO,
and CO2. The percentage of each gas is 0.43, 0.08, 0.36 and 0.13.
Simulation results are shown in Fig. 19. Similar to the results obtained
from the single-ion gas setting, the beam-ion effect is more severe in the
median beam current region. The

√

𝐽𝑦 saturates gradually to a value
around

√

20𝜖𝑦. The growth rate is reduced roughly by a factor of 2.
The sub-figure on the right shows the ion charge accumulated after 10
K tuns tracking. Clearly, the higher the total beam current is, the less
of the lighter ions can be trapped. The total accumulated ion charge
decreased roughly by a factor of 2.

There are several things noticeable in the beam-ion study. Firstly,
the beam-ion instability is usually self-limited. Secondly, the growth
rate will differ according to the

√

𝐽𝑦 selected for fitting. Thirdly, the
convergence of the simulations as different parameter settings, such
as the number of beam-ion interaction points, the number of ions
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Fig. 19. Left: the square root of the maximum vertical action
√

𝐽𝑦 among all bunches as a function of tracking turns; Middle: beam ion growth rate; Right: the final accumulated
ion charge after 10 K turns tracking. The maximum bunch action

√

𝐽𝑦 saturate to a value around
√

20𝜖𝑦.
generated per beam-ion collision, the range to clean ions, etc, has to
be studied beforehand. From our experience, cutting the ring into 10
sections is usually good enough to get the convergence in the ion charge
accumulation. Setting 10 macro-ions per collision is a good compromise
between simulation speed and accuracy. Set ion cleaning condition 𝑚
as 10 (𝑎𝑏𝑠(𝑿𝒊) > 𝑚 × (𝑎𝑏𝑠(⟨𝒙⟩) + 𝜎𝒙)) is usually a good choice. The last
thing is about the incoherent effect. If one wants to simulate the bunch
emittance growth instead of the coherent bunch center oscillation,
multi-electron particles can also be set in the simulation. However, in
the current version of CETASim, it is still the 𝐵 𝑎𝑠𝑠𝑒𝑡𝑡𝑖−𝐸 𝑟𝑠𝑘𝑖𝑛𝑒 model
applying to get the Coulomb force among ions and electrons in this
‘‘strong–strong’’ scenario. A Poisson solver based on the Particle-In-
Cell methods would be added to the beam-ion module to handle the
problem of self-consistence in the ‘strong–strong’ simulation.

4.6. Bunch-by-bunch feedback

The bunch-by-bunch feedback samples the beam transverse or lon-
gitudinal centroid information in the bunch-by-bunch sense [31,32].
Passing these position signals through an FIR filter, the feedback creates
bunch-by-bunch momentum kicks to the beam. In Ref. [32], Nakamura
shows that the coefficients 𝑎𝑘 for an FIR filter can be found by the
time domain least square-fitting (TDLSF) method. Here we introduce
Nakamura’s method for filter design briefly. The oscillation of the beam
at the 𝑘th turn is approximated by

𝑥[𝑘] =
𝑀
∑

𝑚=0
𝐴𝑚 cos((1 + 𝛥𝑚𝑘 )𝜙𝑚𝑘 + 𝜓𝑚)

≈
𝑀
∑

𝑚=0
(𝑃𝑚0 cos(𝜙𝑚𝑘 ) + 𝑃𝑚1 𝜙𝑚𝑘 sin(𝜙𝑚𝑘 ) +𝑄𝑚0 sin(𝜙𝑚𝑘 ) +𝑄𝑚1 𝜙𝑚𝑘 sin(𝜙𝑚𝑘 ))

(39)

where 𝑀 is the number of oscillation of the beam, 𝐴𝑚 is the amplitude,
𝜙𝑚𝑘 and (1 +𝛥𝑚)𝜙𝑚𝑘 are the assumed and actual phase advance at the 𝑘th
turn, 𝑃 and 𝑄 are undefined parameters. In the same way, the output
of the filter at the current turn can be found

𝑦[0] =
𝑀
∑

𝑚=0
𝐺𝑚(𝑃𝑚0 cos(𝜑𝑚 + 𝜁𝑚) + 𝑃𝑚1 𝜑𝑚 sin(𝜑𝑚 + 𝜁𝑚)

+ 𝑄0 sin(𝜑𝑚 + 𝜁𝑚) +𝑄𝑚1 𝜑𝑚 cos(𝜑𝑚 + 𝜁𝑚))

(40)

where 𝐺𝑚 and 𝜁𝑚 are the required gain and phase shift of the FIR filter,
𝜑𝑚 is the assumed phase advance from BPM to the kicker. The FIR
coefficients connects 𝑥[𝑘] to 𝑦[0] with the required values of 𝐺𝑚, 𝜁𝑚,
𝜑𝑚 and 𝜙𝑚𝑘 . Assuming the fitting function as 𝑆 =

∑𝑁
𝑘=0(𝑥[−𝑘] − 𝑥−𝑘)2,

the least square fitting method would reduced to the condition
𝜕 𝑆
𝜕 𝑃𝑚𝑖

= 𝜕 𝑆
𝜕 𝑄𝑚𝑖

= 0, (41)

by which the FIR coefficient 𝑎𝑘 can be obtained.
Following this TDLSF method, a preliminary 10-tap FIR filter is

designed in the transverse directions for the PETRA-IV storage ring.
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The FIR filter has a zero amplitude response at the frequency 𝑛𝑓0 (DC
rejection) so that the components caused by the closed orbit distortions,
unequal bunch signal shapes from pickup electrodes, reflection at cable
connections, 𝑒𝑡𝑐, are filtered out. The information of the current turn is
dropped off, indicating a one-turn delay 𝑎0 = 0. The first derivative of
the phase response curves at the fractional betatron tune 𝜈 𝑓0 is designed
to be zero to enlarge the phase error tolerance. The normalized ampli-
tude response at the target tune is a local minimum. The filter phase
response curve within (−𝜋 , 0) limits the stable working region. Fig. 20
shows the filter coefficients and the phase and amplitude responses as
functions of the tune fractions. In the simulation study, the pickup and
kicker are located at the same place, which means the phase responses
of the filter at the target tunes have to be −𝜋∕2. If the maximum power
𝑃𝑚𝑎𝑥 and the kicker impedance 𝑍𝑘𝑖𝑐 𝑘𝑒𝑟 are specified in the input file,
the kicker voltage will be limited to √

2𝑃𝑚𝑎𝑥𝑍𝑘𝑖𝑐 𝑘.
Fig. 21 compares the transverse coupled bunch mode growth rate

due to the RW wakes with and without bunch-by-bunch feedback.
The simulation conditions are the same as those in Fig. 9. The 10
taps FIR filter bunch-by-bunch feedback is also applied in tracking. All
modes are suppressed. With the same beam condition, we also give the
motions of the 80 bunch centroids in the ‘‘grow-damped’’ simulation
in Fig. 22. During the tracking, the bunch-by-bunch feedback is turned
on from 1000 to 1300 turns and from 1600 to 3000 turns. Without the
feedback, the bunches are unstable due to the transverse long-range RW
wakes. When the bunch-by-bunch feedback is turned on, oscillations of
all of the bunches can be stabilized to zero.

4.7. Emittance exchange and linear coupling

Skew quadrupole leads to a coupling effect between the horizontal
and vertical planes, which re-distributes the equilibrium geometri-
cal emittances together with the synchrotron radiation damping and
quantum-excitation effects. Here, we note K as the skew quadruple
strength with dimension 1∕m. In Ref. [33], Lindberg shows a model
to predict the equilibrium emittance as a function of the difference of
fraction tune 𝛥𝑟,

𝜖𝑥 = 𝜖0
1 + 1

4𝜏𝑥
(𝜏𝑦 − 3𝜏𝑥) sin2 𝜃

1 + 1
4𝜏𝑥𝜏𝑦

(𝜏𝑥 − 𝜏𝑦)2 sin
2 𝜃

𝜖𝑦 = 𝜖0

1
4𝜏𝑥

(𝜏𝑦 + 𝜏𝑥) sin2 𝜃
1 + 1

4𝜏𝑥𝜏𝑦
(𝜏𝑥 − 𝜏𝑦)2 sin

2 𝜃

(42)

where, sin2 𝜃 = 𝜅2

𝜅2+𝛥2𝑟
and 𝜅 =

√

𝛽𝑥𝛽𝑦
4𝜋2 𝐾

2 is the linear coupling coeffi-
cient. If the working tune smoothly crosses the difference resonance,
the geometrical emittance would be exchanged between the horizontal
and vertical planes due to this linear coupling.

An extra skew quadrupole can be set beside the one-turn transfer
map Eq. (2) in CETASim to study the effect. The skew quadrupole’s
strength and the working tunes can be set as ramping variables as a
function of the tracking turns. We give two cases for linear coupling
studies. The first is the static case in which all the lattice parameters
are fixed during tracking. The second one is the dynamical cases, during
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Fig. 20. The horizontal and vertical 10-tap FIR filter coefficients 𝑎𝑘 (left), the frequency response of phase (middle) and amplitude (right). The horizontal and vertical target tune
fractions are 0.18 and 0.27.
Fig. 21. Comparison of the transverse coupled bunch growth rate due to the RW with and without bunch-by-bunch feedback. The simulation condition is the same as in Fig. 9.
The 10 taps bunch-by-bunch feedback shown in Fig. 20 is applied in tracking.
Fig. 22. Trajectories of the 80 bunches centroids. The bunch-by-bunch feedback is
turned on from 1000 to 1300 turns and from 1600 to 3000 turns during tracking. The
long-range RW wakes are turned on during the whole simulation.

which the difference resonance is crossed by ramping the working tune.
Still, the nominal settings of the PETRA-IV lattice and beam condition
are applied as the initial conditions. Fig. 23 shows the simulation
results from CETASim. The left sub-figure shows the final equilibrium
emittance as a function of tune difference in the static simulation. The
skew quadrupole strength is set as 0.05 1∕m. Tracking results show
good agreements compared to the predictions from Eq. (42). The sub-
figure on the right shows how the horizontal and vertical emittance
are exchanged when the difference resonance is smoothly crossed. The
skew quadrupole strength is set to 5 × 10−4 1∕m, and the vertical tune
ramps from 0.17 to 0.19 within 105 turns.
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5. Summary and outlook

The paper introduces the code CETASim, developed recently, in
detail. The motivation for CETASim development is to have a simu-
lation tool that covers the collective effects in electron storage rings,
especially when different filling pattern schemes are of great concern.
The charge of the bunches can be set differently to study the effects of
the ‘‘guarding bunches’’, which are normally used for transient beam
loading compensation and ion cleaning. The code’s architecture is care-
fully designed to expand the code without too many difficulties if some
other beam dynamics have to be considered. Instead of the element-
by-element tracking method, CETASim takes the transfer map from
sector to sector for simplicity, where the amplitude-dependent tune
shift and the momentum compaction factor can be considered up to the
second order. Currently, CETASim includes modules to study the single-
bunch effects, coupled-bunch effects, transient beam loading, beam-ion
effects, and bunch-by-bunch feedback. These modules are benchmarked
with results from the theoretical predictions or tracking from Elegant.
For the transient beam loading study, the coupled generator dynamics
and beam dynamics are treated self-consistently. The coupled-bunch
instability can be turned off, which is not physical; however, it can
help the user understand how different bunches are lengthened due to
different filling patterns.

Still, several things need to be upgraded in the future. The first is
to have a subroutine to import the external short-range and long-range
wakes and apply them in simulation. As we mentioned in the paper,
for the single bunch effect, CETASim takes the impedance as the green
function, and for the coupled bunch effect, the long-range wakes are
limited to the analytical RW and RCL models. The second one is to
have a module to simulate the cavity feedback self-consistently. At this
moment, a very simple ideal cavity feedback is available. In the future,
we will update the cavity feedback module to cover the real experiment
setups with the help of the low-level RF group. The third one is the
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Fig. 23. Left: equilibrium geometrical emittance as a function of distance to difference resonance. Right: The horizontal and vertical geometrical emittance are exchanged when
the difference resonance is smoothly crossed in 105 turns.
Coulomb interaction between electrons and ions. The 𝐵 𝑎𝑠𝑠𝑒𝑡𝑡𝑖−𝐸 𝑟𝑠𝑘𝑖𝑛𝑒
formula based on the 2D Gaussian distribution function is not an accu-
rate approach to get the Coulomb force among the ions and electrons. A
self-consistent PIC subroutine will be developed to handle this problem.
Finally, we plan to improve the performance of CETASim, including
algorithm optimization and parallelization in the future.
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