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Abstract

The H1 Collaboration reports the first measurement of the 1-jettiness event shape observable 77 in
neutral-current deep-inelastic electron-proton scattering (DIS). The observable 7% is equivalent to a
thrust observable defined in the Breit frame. The data sample was collected at the HERA ep collider
in the years 2003-2007 with center-of-mass energy of /s = 319 GeV, corresponding to an integrated
luminosity of 351.1pb~!. Triple differential cross sections are provided as a function of 7f, event
virtuality @2, and inelasticity y, in the kinematic region @? > 150GeV?. Single differential cross
section are provided as a function of 7¥ in a limited kinematic range. Double differential cross sections
are measured, in contrast, integrated over 77 and represent the inclusive neutral-current DIS cross
section measured as a function of Q2 and y. The data are compared to a variety of predictions and
include classical and modern Monte Carlo event generators, predictions in fixed-order perturbative
QCD where calculations up to O(a?) are available for 7% or inclusive DIS, and resummed predictions at
next-to-leading logarithmic accuracy matched to fixed order predictions at @(a?2). These comparisons
reveal sensitivity of the 1-jettiness observable to QCD parton shower and resummation effects, as well
as the modeling of hadronization and fragmentation. Within their range of validity, the fixed-order
predictions provide a good description of the data. Monte Carlo event generators are predictive over
the full measured range and hence their underlying models and parameters can be constrained by

comparing to the presented data.

1 Introduction

Measurements in high-energy lepton-proton deep-
inelastic scattering (DIS) have played an important
role in understanding the structure of Quantum
Chromodynamics (QCD) [1-4]. Inclusive neutral-
current DIS cross section measurements probe the
distribution of partonic constituents of the pro-
ton, and test perturbative QCD (pQCD) over a
wide range of energy scale. Beyond those inclu-
sive cross sections, dedicated measurements of the
shape and substructure of the hadronic final state
(HF'S) provide rigorous tests of pQCD calculations.
Observables related to the HFS are among oth-
ers the properties of jets, heavy-quark production,
or event shape quantities. They are sensitive to
the strong coupling constant and the gluon con-
tent of the proton. In addition, they can be used
to test the modeling of non-perturbative (NP)
effects, particularly hadronization and fragmen-
tation. However, comprehensive measurements of
HF'S observables over the full HFS phase space in
neutral-current DIS were not performed in the past
due to experimental and theoretical limitations.

Event shapes have been studied extensively in
ete™ collisions [5-21], and in hadron-hadron colli-
sions [22-32]. Several event shape observables were
also measured in neutral-current (NC) DIS using
data from the HERA-I data taking period (1992-
2000) [33-37], which demonstrated sensitivity to
the strong coupling constant as(myz), as well as to
hadronization and resummation effects. Neverthe-
less, event shapes have not been studied to date

as extensively in DIS as in eTe~ and hadronic
collisions due to the more limited precision in pre-
dicting event shapes in DIS as compared to eTe™
collisions [38—41]. In this article, the H1 Collabora-
tion reports the first measurement of the 1-jettiness
event shape observable 70 in ep collisions. This
variable has theoretical advantages over previously
studied event shape observables, since it is free
of non-global logarithms [42,43] and thus can be
calculated with high theoretical accuracy. Further-
more, it is closely related to event shapes in eTe™
collisions.

A traditional event shape observable is thrust
T [44,45], which quantifies the momentum distri-
bution of the HFS along a defined axis. There is
freedom in choosing the projection axis, normaliza-
tion and reference frames to analyzing the thrust
observable in DIS. A common choice of these con-
ditions is given by the Breit frame of reference [46],
with the polar angle dividing the event into two
hemispheres. These are referred to as the current
(or jet) hemisphere, He, and the target fragmen-
tation (or beam) hemisphere, with polar angles
smaller or larger than 7, respectively !, In the Breit
frame, the photon momentum ? is aligned with the
positive z axis, i.e. ¢ = (0,0,Q;0). A natural

L This sign convention for the z axis in the Breit frame is
opposite to that of the HERA laboratory coordinate system,
where the proton moves along the positive z direction, while in
the Breit frame as defined here it moves along the negative z
direction. The photon then moves in the positive z direction [46].
Some HERA papers define the z-axis in the Breit frame with
opposite sign.

%In NC DIS, the interaction is mediated by a photon, vZ
interference, or Z exchange, which is denoted photon exchange
in the following. The photon four-momentum ¢ is determined



choice for the axis of Thrust is the photon axis with
normalization %, and thus this variant of thrust is
computed as

TZQ:QZ%, (1)

i€Hce

where the sum runs over all HFS particles in
the Breit frame current hemisphere H¢ [47]. This
variant of Thrust is a scaling variable [46].

A generalized set of inclusive observables defined
with respect to the Breit frame axis, named
current jet thrust observables, is discussed in
Ref. [48]. Power corrections, next-to-leading order
QCD corrections, and resummed predictions for
such observables have been calculated [43,49-55].
A change in notation has likewise been introduced,

T2Q = 1-— TzQ (2)

It was shown that 7.¢ is infrared and collinear safe,
that it fulfills the criteria required for analytic or
automatized resummation, and that it is free of
non-global logarithms [46, 56-58].

In the framework of soft-collinear effective the-
ory (SCET), 7. is one variant of a more gen-
eral class of global event-shape observables called
1-jettiness [52,59-61],

2 .
T.Q =T = o Z min (zg; P - p;, (¢ + i P) - pi) ,
i€ X
(3)

where in this case ¢ runs over all final state par-
ticles, which renders the calculation of 7} free of
non-global logarithms. Here, xp; is the Bjorken-z
scaling variable, ¢ is the exchanged photon four-
momentum, and P is the incoming proton four-
momentum. The observable 7} is a special case of a
general class of N-jettiness observables [59,62-65].
Using momentum conservation, 7{ can be rewritten

= 1—2-Zmax <O, q~pz> =1-2. Z P
i€X 449 iene 474

(4)

where the sum runs over all HFS particles in

the first expression, but only over particles in the

Breit frame current hemisphere #H¢ in the sec-

ond expression. Following Eq. (4) the 1-jettiness

from the incoming and outgoing lepton four-vectors, ¢ = k — k’.
The photon virtuality is Q% = —¢ - q.

is proportional to the sum of particle 4-momenta
radiated into H¢, and projected onto the photon
four-momentum. It ranges from zero to unity, with
7% ~ 0 indicating an event structure with a single
collimated jet emitted into H¢ along the photon
direction. There are DIS event configurations at low
xpj where the current hemisphere is empty, corre-
sponding to 7P = 1 [46,51,61]. When the full range
of ¥ is considered, 7 € [0,1], each event in NC
DIS has an associated value of 77.

This article presents a first measurement of 77,
which constitutes the first triple-differential mea-
surement of an hadronic event shape observable
over the full phase space of selected NC DIS event
kinematics. It is made possible by recent theo-
retical developments and improved experimental
reconstruction techniques and is based on data
recorded with the H1 detector at the HERA col-
lider for ep collisions at /s = 319GeV with
an integrated luminosity of 351.1pb~'. Differen-
tial cross sections as a function of 77, as well as
the triple-differential cross section as a function of
photon virtuality @2, event inelasticity y, and 77,
are reported over a large kinematic range. Inclu-
sive DIS cross sections as a function of Q2 and y,
obtained by integrating the triple-differential cross
section, are also measured. The data are compared
to theoretical calculations based on Monte Carlo
(MC) event generators and pQCD, probing their
sensitivity to parton showering, resummation, g,
and non-perturbative effects.

2 Experimental setup

The data were taken with the H1 detector in the
years 2003 to 2007 using electron or positron?
beams that were collided with a proton beam at
a center-of-mass energy of /s = 319GeV. The
data correspond to an integrated luminosity of
L = 351.1pb~1 [66]. The H1 experiment [67-72]
is a general purpose particle detector with full
azimuthal coverage around the electron—proton
interaction region. The H1 Collaboration uses a
right handed coordinate system, where the pro-
ton beam direction defines the positive z axis. The
nominal interaction point is located at z = 0.

The H1 detector consists of several subsystems.
The main subsystems used for this analysis are the
tracking detectors, the liquid argon (LAr) calorime-
ter, and the backward calorimeter (SpaCal). All

3The term ‘electron’ is used in the following to refer to both
electrons and positrons.



these systems are situated inside a superconducting
solenoid that provides a magnetic field of 1.16T.
The central tracking system consists of drift and
proportional chambers, together with silicon-strip
detectors close to the interaction region and covers
the polar angular range 15° < 6 < 165°. The trans-
verse momentum resolution of charged particles is

Opr/Pr =02%pr/GeV & 1.5 %.

The LAr sampling calorimeter consists of an elec-
tromagnetic section made of lead absorbers and an
hadronic section with steel absorbers, covering the
polar angular range 4° < 6 < 154°. The energy
resolution is o /E = 11%/+/E/GeV & 1% for elec-
trons and og/E ~ 55%/+/E/GeV®3% for charged
pions. The LAr calorimeter is used for triggering
and particle reconstruction in this analysis.

The SpaCal (‘Spaghetti Calorimeter’) is a lead-
scintillating fiber calorimeter with electromagnetic
and hadronic sections, covering the backward direc-
tion with polar angular range 153° < 6 < 177°.
The electromagnetic energy resolution o(FE)/E is
7%/ E/GeV & 1%, and in the hadronic section it
is (56 £ 13) % for charged pions.

Online triggering and event selection follow the pro-
cedure described in Ref. [73]. Events are triggered
by a high-energy cluster in the LAr calorimeter,
with the scattered electron identified using isolation
criteria. Events are accepted if the scattered elec-
tron has energy E! > 11GeV and is found in the
high-efficient regions of the LAr calorimeter trigger
system, which corresponds to about 90% of its n—
o coverage. The trigger efficiency for inclusive DIS
events is greater than 99 %.

In order to suppress non-collision backgrounds from
cosmic muons, beam-gas interactions, and high
energetic muons produced off the proton beam in
the HERA tunnel, a triggered event must fulfill cer-
tain requirements [73, 74]. Events with an energy
deposition in the range § > 175° are found to
be sensitive to non-collision backgrounds and are
removed. Events with a topology similar to QED
Compton events are also removed [73].

Tracks of charged particles are reconstructed from
hits in the tracking detectors. The energy depo-
sitions of charged and neutral particles in the
calorimeters are clustered and calibrated. Parti-
cle candidate four-vectors are then reconstructed
offline using an energy-flow algorithm which com-
bines information from tracks with that from

clusters [75-77]. The energy of particle candi-
dates is calibrated using a neural-network based
shower-classification algorithm and a dedicated jet-
calibration sample [78]. The scattered electron can-
didate is identified as the electromagnetic cluster in
the LAr calorimeter which has the highest energy
in the event, and which satisfies isolation criteria
and is matched with a track [79].

Radiative photons may distort the kinematic recon-
struction. Isolated high-energy depositions in the
central or backward part of the electromagnetic
calorimeters (f > %) are found to have a good asso-
ciation with photons radiated off the incoming or
scattered electron. Such clusters are treated in the
same manner as radiated photons at particle level.
If their angular distance to the scattered electron
candidate is smaller than the distance to the nega-
tive z-axis, they are recombined with the scattered
electron to form a dressed scattered electron with
four-vector p.; otherwise, their energy deposition is
removed from the event record. This procedure sup-
presses photons from initial-state QED radiation,
which effectively reduce the energy of the incoming
lepton. In addition, it provides well-reconstructed
observables in the presence of final-state QED radi-
ation. All remaining particle candidates which are
not classified as the scattered electron, comprise
the hadronic final state (HFS), with their sum
corresponding to the HFS four-vector, p,. The
incoming electron energy is reconstructed by the
Y method [80], which makes use of the energy
and longitudinal momentum of pp + pe. The pho-
ton four-vector ¢ is calculated using the incoming
electron energy and p.. HFS particles satisfying
p; - q < 0 are associated to the current hemisphere
Hc in the Breit frame, with their sum forming the
current-hemisphere four-vector p..

The DIS kinematic observables are calculated from

the four vectors p. with energy E. and transverse

momentum Pr ., and pp, using the I3 method [80,

1),

_ PR,

n ot ©)
Tz = Epy  ys

and for certain purposes the electron method is

employed instead,

_ E}L 2
Ys = PP S QE
cos

Pi.
’ (6)

wing QF = 1
e

=1 Ee
ve=1- 55"

where the variables ¥; denote ¥; = E; — P, ; for
i = e, h. The electron and proton beam energies



are B, = 27.6GeV and FE,, = 920GeV, respec-
tively. The I3 method achieves good resolution in
y over the entire kinematic range [80-82]. Inserting
—Q% for q - ¢ in Eq. (4) provides best resolution
for the calculation of 7§ [83]. However, the elec-
tron method provides higher resolution in Q% and
is therefore used for Q? dependent measurements,
x dd—%. The electron-beam energy does not enter
the equations of the I method, which thereby
is largely insensitive to initial state QED radia-
tive effects. The hadronic angle is defined in this

. o Eh
analysis as -y, = 2arctan Pr

To achieve high resolution and to reduce initial-
state QED radiation effects, events are selected
as follows: the ratio of the transverse momen-
tum of the HFS and scattered lepton satisfies
0.6 < Prp/Pr. < 1.6; their difference satisfies
Prn — Pr.. < 5GeV; and the longitudinal energy-
momentum balance is in the range 45 < ¥p + %, <
62 GeV. The current hemisphere four-vector has
polar angle 6. and pseudorapidity 7., which are
used to classify phase-space regions with lower res-
olution or reconstruction performance, and to sup-
press QED radiative effects and contributions from
non-collision backgrounds. The following types of
events are rejected at detector-level:

® Lvents with 0, — v, > 3, or with 0. > 3.05,
or with 8. > 2.6 where 3 of the boost vector
b= 2ap;P +q (8 = %) fulfills B > 0.9, are
found to be events with an initial state radi-
ated photon or where a radiated photon was
converted to hadrons;

e Events with 6. < 0.12 cannot be reconstructed
well due to limited acceptance in the forward
direction;

e Events at low 70 (77 < 0.3) are found to have
poor resolution when 8./~ > 1.3;

e Events at large 77 and low Q2 (7 > 0.65 and
Q* < 700GeV?) have poor resolution when
£ >0.9and Pr./Pr. < 0.35;

e Events at very high value 7¢ (7 > 0.95) have
poor resolution when 5 > 0.97;

® Events at low Q> (Q% < 700 GeV?) have poor
resolution for 7. + In (tan ) > 0.3.

e Events with y. > 0.94 are removed in order
to suppress background contributions from
photoproduction.

After the application of all acceptance, background
and cleaning cuts, about 35 to 80 % of the events
generated within the phase space of the measure-
ment are accepted at the detector-level.

The final selected NC DIS kinematic range of
the analysis is shown in Figure 1 as a function
of zp; and @Q?. The kinematic range is limited

T T T 117 ‘ T T T 11T T T T LT TTr
| |:| Bin ranges £
|:| 1D cross section range
10* |- Constant inelasticity y =~ £ E
— [ i
> L
[0)
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10° E
102 ] Ll I L1
107® 10 10~ 1

Fig. 1: DIS kinematic plane as a function of xg; and
Q2. The kinematic range of the measurement is dis-
played as colored area. The dark shaded area indicates
the kinematic range of the reported single-differential
cross section (200 < Q% < 1700GeV? and 0.2 < y <
0.7).

by acceptance, resolution, and trigger: The polar-
angle acceptance of the LAr calorimeter, 8 <
154°, defines the Q2 region of the measurement,
Q? > 150 GeV?; The electron energy acceptance
corresponds to y < 0.7 for Q% < 1000 GeV?;
The inelasticity is required to be y > 0.05, since
acceptance and resolution deteriorate for lower y,
where the hadronic angle -, becomes small and
the Lorentz-factor 3 of the boost vector approaches
unity.

The binning used in this analysis is also pre-
sented in Table 1. Over most of the phase space
the binning is dictated by the resolution of 7?.
Coarser binning is chosen at the boundaries of the
kinematic range due to the following factors:

® low y or large Q?%: large values of 70 have low
statistics or lower resolution;
e low y and 7 < 0.05: very low cross section

which cannot be resolved.

Altogether 308 cross section values are measured.
The respective highest ¥ bins (0.98 < 7¥ < 1 and



Observable Binning name Notation

Binning

Tf ‘rf nominal b(leU
‘r{’ Tf coarse bg_li)
'rf 'rf coarse low y bfj)
Yy Y by
Q? Q° bo2

[0,0.05,0.1,0.15,0.22,0.3,0.4,0.54,0.72, 0.86, 0.98, 1.0 + €]
[0,0.05,0.1,0.15,0.22,0.3,0.4,0.6, 1.0 + €]

[0,0.1,0.15,0.22,0.3,0.4,0.6, 1.0 + €]
[0.05,0.1,0.2,0.4,0.7,0.94]

[150, 200, 280, 440, 700, 1100, 1700, 3500, 8000, 20000 GeV?

Table 1: Binnings used in the analysis.

0.6 < 77 < 1) include events with 7% = 1, in which
the current hemisphere is empty. Such events are
related to low values of  [46,51,61], and are present
because 77 is defined in the Breit frame. They are
absent for event shape observables defined in the
partonic center-of-mass frame, like thrust in eTe™
collisions [43,61].

3 Monte Carlo simulations
and model predictions

MC event generators are used to correct the data
for detector acceptance and resolution effects, and
for contributions from ep collisions outside the
phase-space of this analysis. The generated events
are processed with a detailed simulation of the
H1 detector based on GEANT3 [84], supplemented
by fast shower simulations [85-90]. The simulated
data are reconstructed and processed with the same
analysis algorithm as the real data [91-97].

Detector effects are corrected using reqularized
unfolding, based on the simulation of NC DIS
events using the MC event generators Djan-
goh 1.4 [98] and Rapgap 3.1 [99]. Djangoh uses
Born level matrix elements for NC DIS and dijet
production and applies the color dipole model
from Ariadne [100] for higher-order emissions. Rap-
gap implements Born level matrix elements for
NC DIS and dijet production and uses the lead-
ing logarithmic approximation for parton shower
emission. Both generators are interfaced to Hera-
cles [101] for higher order QED effects at the lepton
vertex. Both generators utilise the CTEQG6L par-
ton distribution function (PDF) set [102] and the
Lund hadronization model [103, 104]. Hadroniza-
tion model parameters were determined by the
ALEPH Collaboration [105].

Contributions to the event yield from processes
other than NC DIS are simulated with a variety
of MC event generators. Photoproduction events
are simulated using Pythia 6.2 [106, 107]. Events
with di-lepton production are generated using

Grape [108]. A sample of QED Compton events
is simulated using the program Compton [109].
Deeply virtual Compton scattering (DVCS) is sim-
ulated with Milou [110]. NC DIS events for lower
values of 2 and for charged current DIS are sim-
ulated with Djangoh. Overall, more than 3.4 x 108
signal events were simulated with Djangoh and
Rapgap, and about 5.3 x 10® events were simulated
in total.

The fully-corrected 7{ cross section measurements
are compared to a set of theoretical predic-
tions. The following classes of prediction are stud-
ied: two common MC event generators as used
at HERA; three modern general-purpose event
generators which are widely used in high-energy
physics; one dedicated event generator incorporat-
ing transverse-momentum dependent effects; and
two variants of fixed-order predictions. In order to
explore the sensitivity of the data to various QCD
effects, in each MC event generator one element is
varied, such as the parton shower model, the fixed-
order prediction and its matching or merging pro-
cedure with the parton shower, the hadronization
model, or the PDF set. The fixed-order predictions
include variations of the renormalization and fac-
torization scales. In addition, dedicated predictions
for the inclusive NC DIS cross sections are stud-
ied. The following MC event generators from the
HERA era are considered:

e Djangoh 1.4 and Rapgap 3.1, similar to those
described above, but with radiative effects
switched off in Heracles.

The following modern MC event generators are
studied:

e Pythia 8.3 [111,112], where the impact of the
parton-shower is studied by employing three
different parton-shower models: i) ‘default’
dipole-like p,-ordered shower with a local
dipole recoil strategy (Pythia 8.310) [113],
ii) pj-ordered Vincia parton shower based
on the antenna formalism at leading color



(Pythia 8.307) [114-117], and iii) the
Dire [118-120] parton shower which is an
improved dipole-shower with additional treat-
ment of collinear enhancements (Pythia
8.307). All models use the Pythia 8.3 default
Lund string model for hadronization [112] and
the PDFALHC21 PDF set [121] for the hard
PDFs. The Vincia and Dire parton shower
use a value of 0.118 for the strong coupling at
the mass of the Z boson.

Powheg Box plus Pythia
(Powheg+Pythia) [122] implements predic-
tions in NLO QCD matched to parton showers
using the Powheg method [123, 124], where
the radiation phase space is parameterised
according to the Frixione-Kunszt-Signer
(FKS) subtraction technique [125]. Dedicated
momentum mappings preserve the DIS kine-
matic variables. The NLO predictions (up to
O(ag)) are then interfaced to parton showers
and hadronziation from Pythia 8.308.

Herwig 7.2 [126], where the impact of dif-
ferent modelling of the hard interaction and
its merging or matching with the parton-
shower model is studied in three variants:
The default prediction implements leading-
order matrix elements supplemented with an
angular-ordered parton shower [127] and clus-
ter hadronization model [128,129]. The sec-
ond variant utilises MC@NLO [130] which
implements NLO matrix element corrections.
Matching with the default angular-ordered
parton shower is performed [131]. The third
variant also utilises NLO matrix elements,
but with dipole merging and a dipole par-
ton shower [131]. Herwig-generated events are
further processed with Rivet [132].

Sherpa 2.2 [133, 134], where the modelling
of hadronization effects can be studied by
using two different hadronization models.
The default Sherpa 2.2 predictions are based
on multi-leg tree-level matrix elements from
Comix [135] that are combined in the
CKKW merging formalism [136] with dipole
showers [137, 138] and supplemented with
the cluster hadronization as implemented in
AHADIC++ [139]. As an alternative predic-
tion, the parton-level calculation is supple-
mented with the Lund string fragmentation
model [140].

Predictions from the pre-release version of
Sherpa 3.0 [141] are provided by the Sherpa
authors featuring a new cluster hadronization
model [142] and matrix element calculation
at NLO QCD obtained from OpenLoops [143]
with the Sherpa dipole shower [138] based on
the truncated shower method [144,145]. The
predictions are associated with scale uncer-
tainties from a 7-point scale variation by
factors of two.

The following dedicated MC event generators are
studied:

Cascade 3 [146] implements off-shell processes
via the automated matrix element calcula-
tors KaTie [147] and Pegasus [148], parton
shower and hadronization through Pythia 6.
This utilises transverse momentum dependent
(TMD) PDF sets in the parton branching
(PB) methodology [149]. Two PB TMD PDF
sets are studied, denoted as set I and set
2 [150]. They differ primarily in the scale
choice for QCD evolution.

The following exact QCD predictions are studied:

Next-to-next-to-leading order (NNLO) predic-
tions in perturbative QCD up to third order in
as (O(a?)) are obtained for the process ep —
e+2jets+ X with the program NNLOJET [55,
151-153]. The factorization and renormaliza-
tion scales are chosen to be pu = . Scale
uncertainties are determined by the largest
difference in the 7-point scale-variation pre-
scription, with scale factors 0.5 and 2. The
PDF set PDF4LHC21 [121] is used. Non-
perturbative correction factors are applied to
these parton-level predictions as multiplicative
correction factors for hadronization effects.
These NNLO predictions are valid only in the
region where the ep — e + 2jets + X process
dominates and hadronization corrections are
small. This corresponds to the region 70 >
0.1 and 7 # 1. The NNLO predictions can
formally be brought to next-to-next-to-next-
to-leading (N3LO) order for NC DIS using the
projection to Born method [55,154].

Analytic predictions are provided in
NNLO®NLL'®Had accuracy [155], using
NLO pQCD matrix elements for dijet produc-
tion projected onto the NNLO NC DIS cross
section [156] and supplemented with automa-
tised next-to-leading logarithmic accuracy



using the Caesar framework [56-58] as imple-
mented in the Sherpa framework [157]. For
these predictions, hadronization corrections
are applied as a multiplicative correction
matrix obtained from Sherpa 3.0 [158].

Further predictions for 7 have been reported

previously but are not available here. These
include NNLO predictions supplemented with par-
ton shower [156], next-to-next-to-leading logarith-
mic and next-to-NLL predictions [159], analytic
NLL predictions [61], and N3LO predictions using
the projection to Born method and a dispersive
model for hadronization effects [55,154].

The following predictions are compared to the
inclusive NC DIS cross sections measured in bins
of Q2 and y:

® Predictions in NNLO pQCD are obtained
with the program Apfel++ [160, 161], using
the three loop splitting and coefficient func-
tions [162-165] together with the PDF set
NNPDF31.nnlo_as_0118. The predictions are
associated with PDF uncertainties and with
scale uncertainties, where the latter are
defined as 7-point scale variations in the coef-
ficient functions. An alternative prediction
is obtained with the HIPDF2017NNLO PDF
set [166].

® Predictions in approximate next-to-next-to-
next-to-leading order (aN3LO) are obtained
for inclusive NC DIS cross sections using the
program Apfel++ [160, 161] and using the
MSHT PDFs at a3NLO order [167] and four-
loup splitting functions from Refs. [168-170].

4 Data correction: regularized
unfolding

The data are corrected for detector effects, back-
ground processes, and higher-order QED effects
using regularized unfolding [171,172]. This section
presents the unfolding procedure and the mea-
surement of the fully-corrected cross section. In
addition, correction factors for hadronization and
electroweak effects are discussed.

The signal Monte Carlo generators Djangoh and
Rapgap are used together with the detailed sim-
ulation of the H1 detector to generate synthetic
detector-level events along with corresponding
particle-level events (MC event simulation). Within

the scope of the analysis, the detector response is
found to be well modelled in all studied aspects,
which is essential for obtaining accurate unfolding
results. Figure 2 shows comparison of these simula-
tions to data for the observables Q2, y, and 77. Both
MC event simulations, although based on different
physics models, are found to describe the data well.
Comparisons to other observables, related closely
to the detector performance, are discussed in the
following.

Figure 3 shows the distribution of PP the
particle-candidate longitudinal momentum in the
Breit frame, compared with simulations for recon-
structed clusters and tracks. Good overall agree-
ment between simulations and data is observed,
for both clusters and tracks. The measurement of
70 includes only particle candidates of the current
hemisphere. Figure 4 shows relative contributions
from different polar angular regions 6 and par-
ticle energies E. The largest contributions are
from objects in the central detector (25 < 6 <
153°), and from objects with large energy (E >
1.0 GeV). Both types of object are measured well
by the relevant H1 sub-detector components, and
are modelled well by the MC event simulations.

At the particle level (also denoted as generator or
hadron level), the scattered electron is identified
with the electron emitted at the DIS vertex. In the
case of a photon radiated off the incoming or scat-
tered lepton, the photon is recombined with the
scattered electron if the angular distance is smaller
than the angular distance to the —z-axis; otherwise
it is removed from the event record.

The HFS is formed from all remaining particles
with proper lifetime ¢ > 10mm. The DIS kine-
matic observables at the particle level are then
computed using equations (5) and (6).

The triple-differential cross section is reported as a
function of 7% in bins of (Q?,y), and is obtained as

dO’i
dT{’

(A+ (ﬁdata - ﬁBkg))i

2 —
(Q 7y) - E . Aq-fﬂ'

-cqED,i, (7)

where 7i4.12 denotes a large data vector of event
counts; fipk, is a corresponding vector with the esti-
mated number of events from processes other than
high-Q? inclusive NC DIS; ALy ; is the bin width
of the ith bin of the respective 7{ distribution; and
AT denotes the regularized inverse of the detector
response matrix. The parameter cqrp is the QED
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Fig. 2: Detector level distributions of Q2 (left), y (middle), and 77 (right) of the selected data. The definition
of these observables is given by Eq. (5) and (6). The data are compared to the MC event simulations Djangoh
and Rapgap. Both simulations include estimated background contributions from processes other than high-Q2
NC DIS, as indicated by the green line (visible on logarithmic scale).
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in the Breit frame of reconstructed particle candidates in the selected
> 0 are displayed, since only those contribute to the actual calculation

of T{) . Particle candidates are defined by an energy-flow algorithm taking clusters and tracks into account. Left:
the PP distribution for clusters not associated with a track, right: the P2 distribution for objects associated
with a track. The detector-level data are compared to the MC event simulations Djangoh and Rapgap, which
include further MC samples for background processes. Further details are given in the Figure 2 caption.

correction factor, and L specifies the integrated
luminosity of the measurement. For this analysis,
£ = 351.1pb ™" [66], where the et beam data con-
tribute an integrated luminosity of 191.0pb~!, and
the e~ beam data have an integrated luminosity of
160.1pb~1.

The detector response matrix A is determined
using both signal MC event simulators. The TUn-
fold package [172] is used to calculate the reg-
ularised inverse AT and to propagate its uncer-
tainties. Finer binning is used at detector than at
particle level; typically there are 12 bins in the
detector-level histogram. The vector 7 has 4331
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entries in the extended detector-level phase space,
0.01 < y < 0.94 and Q% > 60GeV?, and the vec-
tor AT# has 572 entries at the particle level. The
extended detector-level phase space in y and Q2
accounts for migrations into and out of the fiducial
measurement phase space. In order to obtain the
final 324 cross section points from the 572 values,
two adjacent values are combined each, with excep-
tions made at lowest and largest 77. This procedure
stabilizes the unfolding and reduces dependencies
on the MC models. The regularization procedure
employs the so-called curvature mode of TUnfold,
which approximates second derivatives, and it acts
on the differences of the unfolded results and the
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Fig. 4: Left: The normalized contribution to T:{) for differently reconstructed particle candidates (tracks or clusters
as defined in Figure 3) in three distinct polar regions 6. The regions are chosen according to 6-ranges, where
different components of the H1 detector are relevant for particle reconstruction [69-72]. Right: The normalised
contribution to Tf for different ranges of particle energies F/ and for differently reconstructed particle candidates.
The data are compared to the MC event simulations Djangoh and Rapgap. The relative contributions are obtained
by calculating a weight w = >~ b pBreit >l PBret for each event and each contribution. The resulting

distributions are normalized to the 7¢ distribution.

MC predictions as a bias distribution. The regular-
ization is applied separately for each 7 distribution
in the individual (Q?,y) intervals. The regulariza-
tion parameter is set to a small value 7 = 10732
as suggested by the analysis of Stein’s Unbiased
Risk Estimator, SURE [173]. The regularization
has a moderate impact on the result, and reduces
large fluctuations and sizable negative correlations
between adjacent data points in some regions of the
analysis.

The background vector figyg consists of events from
photoproduction, charged current DIS, di-lepton
production, and DVCS processes. A small number
of simulated events which are outside the enlarged
phase space at particle level (e.g. y < 0.01, or Q% <
120 GeV?) but migrate into the enlarged detector-
level phase space are treated as background, and
are also included in figkg (“acceptance correction”).

The multiplicative factor cqrp corrects the data
for higher-order QED effects and for the positron
charge. It is defined as the ratio of the cross

section predicted without (o€ ” ;) to the one with
QED radiative effects (oyaq). The factors are deter-
mined using the Djangoh event generator, where
higher-order QED effects are implemented from
Heracles [101]. The factors are validated with
Rapgap. The denominator o,,q includes radiative
cross sections for electron—proton and positron—
proton scattering with relative integrated luminos-
e p

ity weights as for real data. The numerator o, 4
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is defined for non-radiative electron—proton scat-
tering (e~ p). The resulting cross section measure-
ments are therefore reported for e”p scattering. 4
The effects of longitudinal polarization of the lep-
ton beam are negligible, due to a nearly balanced
mixture of running periods with opposite lepton
beam helicities. The QED correction cqrp corrects
for first-order real emission of photons off the lep-
ton line, including QED Compton enhancement,
photonic vertex correction, and purely photonic
self-energy contributions at the external lepton
lines. This defines the non-radiative cross section
level (0P ;), which is reported as the main result
of the paper. The data still include higher-order
purely weak effects, self-energy corrections of the
exchanged bosons, second order electroweak correc-
tions, and photon-PDF induced contributions.

The QED correction factors cqrp are largely inde-
pendent of the kinematic variables 7P, Q2, and
y owing to the use of the I¥X method and the
treatment of radiated photons at the radiative par-
ticle level. Effectively, cqrp corrects mainly for the
cut on the longitudinal energy-momentum balance
((E — P.)gen > 45GeV), which has no effect at the
non-radiative cross section level, but is active at the
radiative particle-level. When the inverse of cqgp is
applied, the cross section at the radiative level dis-
cussed above is obtained (see also Ref. [83]), where
the treatment of radiated photons is relevant.

1At earlier HERA publications eTp cross sections were com-
monly reported.



To enable comparison with a range of theoreti-
cal calculations, additional correction factor are
determined which optionally can be applied:

e The correction factor cnoz corrects further for
all leading and subleading electroweak cor-
rections, which are vZ and pure Z-exchange,
and first order purely weak vertex, self-energy
and box corrections. Hence, only leptonic and
hadronic corrections to the photon self-energy
remain (oy—only)-

The correction factor cgorn corrects further to

the so-called DIS Born level (op.F)), where
first order purely weak vertex, self-energy and
box corrections are corrected. In addition,
corrections for leptonic and hadronic contri-
butions to the photon and Z self-energy are
applied.

The correction factor c.+, corrects the
reported e”p non-radiative cross sections to

+
an eTp initial state (of P ).

norad
The QED correction factor and the optional cor-
rection factors can be summarized as:

e’ p

o O~ —onl
j— norad —_— y—only
CQED = 2%, CNoZ = — =, »
nerad (8)
o_e_p et p
— Born — norad
CBorn — e—p 7 Ce+p = e p
norad norad

The single-differential cross section as a function of
72 in the NC DIS kinematic range, 200 < Q% <
1700 GeV? and 0.2 < y < 0.7, is obtained by inte-
grating the triple differential cross section for 7¢
over (Q%,y). The inclusive NC DIS cross section
as a function of Q2 and ¥ is obtained by integrat-
ing the 70 distribution over the (Q2,y) range. The
single-differential and the inclusive NC DIS cross
do o are reported separately for

> drb dQ2dy’
e~ p and eTp scattering, where only data from the
respective running periods were analyzed. Unfold-
ing is carried out separately for e™p and e~ p data
in these cases.

sections and

The result of integrating the 7¥ distribution, as
described above, is consistent with the inclusive
DIS cross section reported previously [74]. How-
ever, the present measurement is not corrected to
the bin center but is reported in intervals of @Q?
and y, whereas previous inclusive DIS cross section
measurements were reported as a function of @Q?
and xg;j [74,79,174-177]. This is the first inclusive
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NC DIS cross section measurement at HERA that
is corrected using regularised unfolding.

Fixed order calculations do not account for non-
perturbative effects due to hadronization of partons
into stable hadrons. Such effects can approximately
be accounted for by means of bin-wise multiplica-
tive correction factors cpa.q, defined as the ratio
of calculated particle-level and parton-level cross
sections. Such hadronization corrections are deter-
mined using Djangoh and Rapgap, which are found
to be consistent with each other. These factors are
also validated using Pythia 8.3. The hadronization
correction factors approximately decrease like 1/Q),
and are found to be similar in size to hadroniza-
tion corrections reported for eTe™ at /s ~ Q at
PETRA [20,178,179].

5 Uncertainties

The measurement is affected by a number of sys-
tematic effects. The following sources of uncertain-
ties are considered:

® Statistical uncertainties of the data are prop-
agated to the unfolded cross sections. This
procedure results in bin-to-bin correlations,
which are provided as supplementary material
on the H1 webpage [180].

The energy of the scattered lepton is mea-
sured with a precision of 0.5% in the central
and backward region of the detector, and
with 1% precision in the forward region of
the detector [74]. The efficiency of the elec-
tron identification algorithm is studied with
an alternative track-based algorithm and the
data and MC simulation are found to agree
within 0.2% at lower Q2 and 1% for Q% >
3500 GeV? [74,181].

The energies of all clusters and tracks receive
scale factors from a dedicated jet energy cal-
ibration [73, 78]. This calibration procedure
results in two independent uncertainty con-
tributions, whether clusters are contained in
jets or not. The two contributions are denoted
as ‘jet energy scale uncertainty’ (JES) and
‘remaining cluster energy scale uncertainty’
(RCES), and both uncertainties are deter-
mined by varying the energy of the respective
HFS objects by +1%. As compared to the
JES, the RCES typically affects objects with
lower transverse momenta.

The polar-angle position of the LAr calorime-
ter with respect to the Central Tracking



Detector (CTD) is aligned with a precision
of 1mrad [74]. This uncertainty component is
considered separately for the scattered elec-
tron and for the HFS objects.

The unfolding procedure is associated with
several uncertainties. Differences in the migra-
tion matrix A when determined from Djangoh
or Rapgap are denoted as ‘model’ uncertainty.
Half of the difference in each element A;;
is propagated to the unfolded cross section.
This applies also to events that migrate from
outside the particle-level phase space into
detector-level phase space, and to events that
are generated in the particle-level phase space
but are not reconstructed at detector-level.
Statistical uncertainties in A from the limited
event sample of the simulations are also con-
sidered. The size of the regularization param-
eter has an uncertainty of 50% and that
variation is propagated to the resulting cross
sections [172]. The considered variation covers
alternative procedures to determine the reg-
ularization strength, including the minimum
global correlation coefficient or the L-curve
scan [172].

Other uncertainty components are found to
be negligible on their own, and a conservative
bin-to-bin uncorrelated uncertainty of 0.5 %
is introduced to cover the sum of these. An
example of the uncertainties included here is
the vertex and electron track reconstruction
efficiency, which has an uncorrelated uncer-
tainty of 0.2 % [181], The distance between the
calorimeter cluster of the scattered electron
and a vertex-associated track is not described
perfectly by the simulation, and the corre-
sponding efficiency correction introduces an
uncorrelated uncertainty of about 0.1 to 0.2 %.
The uncertainty associated with the choice of
the regularization strength in the unfolding
procedure is found to be below 0.1%. The
contributions from other processes than high-
Q? NC DIS (backgrounds) are estimated from
MC simulations and a normalization uncer-
tainty of 100 % is considered, which results in
an uncertainty smaller than 0.1 %.

The normalization uncertainty is found to be
2.7 %, and is dominated by the uncertainty on
the integrated luminosity [66]. Other normal-
ization uncertainties are negligible in compar-
ison. For example, the efficiency of the trigger
is found to be higher than 99.5% (73, 74]
and the related uncertainty is smaller than
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0.5%. Further normalization uncertainties are
related to the electron identification, the noise
suppression algorithm in the LAr, and to the
track and vertex identification.

The QED correction factors were determined
separately with Djangoh and Rapgap and very
good agreement was found. While both MC
generators implement QED corrections from
Heracles, previous studies showed that these
are consistent with the program Hector [182]
and EPRC [183], and that the contribution
from the two-photon exchange, which is not
implemented in Heracles, is negligible [74,184].
Consequently, the uncertainty of the QED cor-
rection factors represent only their statistical
component, while other uncertainties would
be of negligible size, when compared to other
uncertainty sources.

Uncertainties of the hadronization correction
factors, relevant for a subset of the compar-
isons only, are determined as half of the dif-
ference between the correction factor obtained
from Djangoh and Rapgap.

6 Results

Results for the single-differential and triple-
differential 1-jettiness cross sections as well as
for the double-differential inclusive NC DIS cross
section are presented.

Single-differential cross sections as a
function of ‘r{’

do
dle
in NC DIS ep scattering in the kinematic range
200 < Q% < 1700GeV? and 0.2 < y < 0.7 are
measured for etp and e p collisions in Tables 2
and 3 and displayed in Figure 5. As no signifi-
cant differences are observed between the two cross
sections, the measurement is repeated using the
sum of both datasets, corrected to e p scattering
cross sections, in Table 4 and Figure 6. The statis-
tical uncertainty in the data is typically around 2
to 4% and the systematic uncertainty is of order
4 %. Larger uncertainties are seen for the lowest 77
bin. The differential 7{ cross section exhibits a dis-
tinct peak at 77 ~ 0.13 and a tail towards high
values of 7¢. The distinct DIS peak is populated
by DIS Born-level kinematics with a single hard
parton, the position and shape of which are dom-
inated by hadronization and resummation effects.
The tail region is populated by events with hard

The single-differential 1-jettiness cross sections



radiation, including two-jet topologies in the far
tail. The cross section at 77 ~ 1 has a sizeable
value, as it includes events with empty current
hemisphere in the Breit frame. This event config-
uration can occur at low zp; and is studied in
a dedicated publication [185]. The data are com-
pared to predictions from NNLOJET up to O(a?)
in the strong coupling; resummed predictions at
NLL accuracy matched to fixed-order predictions
at O(a?) and corrected for hadronization; various
predictions from the modern MC event generators
Pythia 8.3, Sherpa 2.2, Sherpa 3.0, Herwig 7.2, and
Powheg Box plus Pythia; as well as to the dedicated
MC event generators for DIS, Djangoh, Rapgap,
and KaTie+Cascade. The agreement between the
predictions and data are very similar for e*p and
e~ p cross sections. Further details are discussed
below.

Triple-differential cross sections as a
function of T2, Q2, and y

Triple-differential cross sections are presented in
Tables 5 36 and are displayed in Figure 7. The
ratio of the data and predictions to the predic-
tions from Sherpa 3.0 are displayed in Figures 8-12.
The triple differential cross sections are presented
in the kinematic range 150 < Q2 < 20000 GeV?
and 0.05 < y < 0.94 as a function of 7. Regions
that are kinematically forbidden or experimentally
inaccessible are omitted. At highest Q2 only a sin-
gle combined y region (0.2 < y < 0.94) is presented
due to low event counts.

Events with a harder virtuality @ produce more
collimated particles, effectively shifting the DIS
peak position in the 7{ distributions towards lower
values. In addition, a reduced phase space for hard
radiation at high Q? tends to lower the differential
cross section in the larger 7{ region relative to the
peak region. The relative contribution of topolo-
gies with 7{ close to unity increases with y for fixed
Q. Equivalently, that contribution increases as xp;
decreases.

Comparison to exact QCD predictions

The fixed order predictions with NLL resummation
of large logarithms (NNLO®NLL'®@Had) provide
an accurate description of the entire 7{ distri-
bution within their uncertainties. These predic-
tions include resummation and are matched to the
NNLO inclusive DIS cross section (a?2), such that
they are valid over the entire 70 range. Formally,
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they are one order lower in o than the NNLOJET
predictions.

The NNLO dijet predictions from NNLOJET (a2)
provide a good description of the data within
their uncertainty over their entire range of validity
(0.22 < 7% < 0.98). Sizable hadronization correc-
tions of up to +40 % hinder quantitative compar-
isons and an interpretation in terms of underlying
parameters of the theory; this point will have to be
investigated in the future.

Comparison to modern MC' event
generators

The recent MC event generators Pythia 8.3,
Powheg+Pythia, Herwig 7.2, Sherpa 2.2 and
Sherpa 3.0 employ LO, multi-leg or NLO matrix
elements matched to parton shower and hadroniza-
tion models. Those generators generally provide a
good description of the data.

The MC predictions from Pythia provide an over-
all reasonable description of the data, with small
but visible differences between the three parton
shower models studied. The default Pythia and
Pythia+Vincia predictions overestimate the data
at low 70 < 0.1, whereas Pythia+Dire provides a
good description. All three Pythia predictions are
similar in the parton-shower region (0.1 < 77 <
0.4), but tend to underestimate the data in the tail
region (77 > 0.5). The latter could be related to
the fact that matrix elements for eg — eqq enter
at O(as) only, and are not recovered properly in
a parton shower emerging from eq — eq alone.
The default Pythia predictions are a leading-order
MC model and they benefit from a large value of
as(myz) for the parton shower, which is default in
Pythia, and thus raises the prediction at larger 77
and brings them closer to the data. Looking only at
the single-differential cross sections, Pythia+Dire
tends to overshoot the data in the parton-shower
region, but from the triple-differential data it is
evident that the discrepancy arises from events at
lower values of Q2. At very large values of y (y >
0.7), the Pythia+Dire predictions fail to describe
the data at large values of 7. The Pythia+Vincia
prediction provides a good description of the data
in the range 0.1 < 77 < 0.5. It has difficulties
at larger values of 7, presumably related to the
fact that Vincia was developed for a symmetric col-
lider setup and is not yet fully validated for the
asymmetric beams of ep collisions.

The predictions from Powheg Box are lower than
the default Pythia predictions at medium to large



7P, and overshoot the data at low 7. Larger values
of as(my) in the simulation, or corrections beyond
NLO DIS, such as NLO dijet matrix elements, may
be required to improve the description of the data.

The Herwig variants are able to provide a good
description of the data. Although the default pre-
dictions from Herwig 7.2 provide the worst descrip-
tion among all modern MC generators, a significant
improvement is obtained with NLO matrix ele-
ments. The merging technique provides the best
description among the Herwig predictions, with
benefits particularly at larger 7. All Herwig pre-
dictions fail to describe the lowest 7 cross section
(7 < 0.05). The default Herwig predictions exhibit
a prominent structure at medium 77.

The Sherpa 2.2 predictions provide a good descrip-
tion of the data, in particular at larger 7. The two
different hadronization models (String vs. Cluster)
provide very similar predictions, which do not dif-
fer by more than the data uncertainties, albeit the
string model is a bit closer to the data at medium
2. Both Sherpa 2.2 predictions overshoot the data
at lowest 70 (7P < 0.1), and undershoot the data at
7P ~ 1. The underprediction at high 70 and over-
prediction at low 7 seems to be a common feature
of NLO+4PS models, c.f. Powheg Box and Herwig.

The Sherpa 3.0 predictions with NLO matrix
elements, improved parton shower and -cluster
hadronization model provide a better description
of the data than those from Sherpa 2.2, and the
predictions provide an accurate description of the
data within the uncertainties. Only at lower Q2
and values of 77 ~ 0.3 the Sherpa 3.0 predictions
overestimate the data. A noteworthy improvement
over other MC predictions is observed in the lowest
7P region, where also good agreement with data is
observed. This could be related to the modelling of
an intrisic k; in Sherpa 3.0.

Comparison to MC event generators from
the HERA era and dedicated DIS models

The DIS MC event generators Djangoh and Rap-
gap provide an overall satisfactory description of
the data, although both have difficulties to describe
the shape in the region 70 < 0.3 accurately and
both models underestimate the data in the range
0.1 < 7% < 0.3. The high 7% region is well described.
Djangoh is somewhat higher than Rapgap in that
region, which is consistent with the observation
of a harder Pr-spectrum of jets [186]. The triple-

differential cross sections are well described by
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Djangoh and Rapgap. At low y, Rapgap underesti-
mates the high 70 region more than Djangoh. Both
models fail to describe the region 70 < 0.05.

The KaTie+Cascade 3 predictions, employing
TMD-sensitive PDF sets with two different choices
for the QCD evolution scale, provide a reasonable
description of the data. TMD PDF Set 2 pro-
vides one of the best descriptions at the low 7}
region, whereas the predictions with TMD PDF
Set 1 are a bit higher. However, at lowest Q% and
large y, also predictions from Set 2 overshoot the
data significantly. In the region of larger 77, the
KaTie+Cascade 3 predictions fail to describe the

data, likely related to the absence of eg — eq(q)
processes in the hard matrix elements.

Double-differential cross sections for
inclusive neutral-current DIS as a function
of Q% and y

The inclusive NC DIS cross sections % are
presented in Tables 37 and 38 and are displayed
in Figure 13, where NNLO and aN3LO predic-
tions for inclusive DIS are compared with the
data. For comparisons with the NC DIS predic-
tions, the data are corrected to the DIS Born
level by applying the factor cpern. These cross
sections are measured for etp and e”p scatter-
ing by analyzing the data from the two lepton
charges separately, including dedicated unfolding
matrices and QED correction factors. The inclusive
NC DIS cross sections %
integrating over Tf in every (Q?,y) range. Hence,
kinematic migrations due to limited resolution of
the detector are corrected with high accuracy, since
different configurations of the hadronic final state,
represented by 77, are considered in the unfold-
ing. The inclusive NC DIS cross sections can be
compared with predictions from structure function
calculations, and serve as an important validation
of the absolute size of the 7 cross sections. These
data constitute the first bin integrated inclusive NC
DIS cross section measurements at HERA in Q2
and y, employing proper regularized unfolding of
detector effects. The results can be compared with
predictions based on structure functions and serve
as a crosscheck in the determination of the abso-
lute normalization of the triple-differential cross
section measurements. The NC DIS measurements
are also used together with the triple-differential
cross sections to obtain normalized 1-jettiness event
shape distributions [180].

are obtained by



Predictions for inclusive NC DIS cross
sections

The double-differential inclusive DIS dzc‘lm% are
compared to predictions in NNLO and a3NLO
accuracy. It is observed that both the NNLO and
the a3NLO predictions provide a very good descrip-
tion of the eTp and e~ p data in the entire kinematic
range, and small discrepancies are observed only
at lowest values of y or largest values of Q2. One
can note that the H1 data [74,187] are already
included in the PDF determination, which is the
basis of the predictions. Differences between the
HI1IPDF2017NNLO PDF set and the NNPDF3.1
PDF set are small.

7 Summary

The first measurement of the 1-jettiness event
shape observable in neutral-current deep-inelastic
electron—proton scattering is presented. The mea-
sured 1-jettiness observable 7{ is equivalent to the
classical event shape observable Thrust normalized
with %, T.q- It quantities the degree to which the
hadronic final state in the current hemisphere is
collimated along the exchanged bosons four-vector.

The data were recorded with the H1 experiment
at the HERA collider operating with a center-of-
mass energy of /s = 319 GeV. A single-differential
cross section is measured as a function of 70 in
the kinematic region 200 < Q2 < 1700 GeV? and
0.2 <y < 0.7. A triple-differential cross section as
a function of 7%, @2, and y is reported in the kine-
matic range 0 < 77 < 1, 150 < Q% < 20000 GeV?,
and 0.05 < y < 0.94. The data are unfolded to the
particle level and corrected for higher-order QED
radiative effects.

Given typical accuracies of 4-20% (single differ-
ential) and 6-30% (triple-differentials), the data
exhibit high sensitivity to the modelling of the hard
interaction, to the parton shower and hadroniza-
tion models in MC event generators. The unfolded
data are compared to a variety of predictions.
Most of the models studied provide a satisfac-
tory description of the data. The classical MC
event generators Djangoh and Rapgap, which were
optimised for HERA physics, provide an overall
good description. The more modern general pur-
pose MC event generators Herwig 7.2, Pythia 8.3,
Sherpa 2.2 and Sherpa 3.0 provide a good descrip-
tion of the data, although some problems remain
to be resolved in regions of the phase-space specific
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for each model. When studying different parton
shower or hadronization models, the potential of
these data for the optimization of event generators
is demonstrated.

Fixed order pQCD predictions provide a good
description of the data, but sizeable non-
perturbative corrections for hadronization effects
have to be applied. When incorporating NLL
resummation, such predictions are seen to be in
good agreement with the data over the full range of
2. Future pQCD analyses may be able to constrain
parton distribution functions of the proton (PDFs)
or the strong coupling constant from the data.

The 7P-integrated triple-differential cross sections
are found to be in agreement with the previ-
ously measured double-differential inclusive NC
DIS cross section. This provides an important con-
sistency test of the data, but also a consistency
check with the HERA legacy measurements of
inclusive NC DIS. The inclusive NC DIS cross
section is described by structure function calcula-
tions which are available up to aN3LO and which
are free of hadronization effects. The 1-jettiness
measurement as a function of 77, @2, and y can be
viewed as a generalised NC DIS cross section, and
is the first triple-differential measurement of this
kind.

In summary, it is believed that these data will be
highly valuable to improve MC event generators,
which are of importance to achieve the physics
goals of the HL-LHC physics program [188, 189].
Further improvements can be achieved when com-
plemented with recent jet substructure measure-
ments [190]. With an improved understanding of
soft and non-perturbative effects, these data will
become useful for the determination of PDFs or
the value of the strong coupling constant as(mgz).
The presented measurement at HERA can be com-
plemented in the future with measurements in
electron—proton collisions at lower center-of-mass
energies at the electron—ion collider in Brookhaven
(EIC) [191] or at higher energies at the LHeC or
FCC-eh at CERN [191-193], or with measurements
in pp at the LHC.
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for eTp (left) and e p scattering at /5 = 319GeV. The data are corrected for detector effects (acceptance,
resolution) and QED radiative effects. The statistical uncertainties are displayed as vertical error bars, systematic
uncertainties as shaded areas. The data are compared to the MC predictions from NNLOJET, NNLO®NLL' @Had,
Pythia 8.3, Powheg Box, Herwig 7.2, Sherpa 2.2, Sherpa 3.0, Djangoh, Rapgap, and KaTie+Cascade 3. Selected
parameters are varied in the predictions as indicated in brackets. Colored areas indicate theoretical uncertainties
associated with some of the predictions (see text). The lower panel displays the ratio of predictions to data.
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. See Figure 7 caption for further details. The data are displayed as full circles, the vertical error
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Fig. 12: The ratio of data and predictions from dedicated DIS MC event generators to the Sherpa 3.0 predictions

3
for the triple-differential cross section dq_lfcll% for adjacent regions in Q2 and y. See Figure 7 caption for further
1

details. The data are displayed as full circles, the vertical error bars indicate statistical uncertainties, while
systematic uncertainties are displayed as shaded area. The full blue line indicates predictions from Djangoh, the
red dashed line from Rapgap, and the pink dashed and violet line line show predictions from KaTie+Cascade 3

for two different TMD PDF's and scale choices.
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double-differential inclusive neutral current DIS cross section %

dy

for e”p (left) and eTp
. The data are displayed

as full circles, the vertical error bars indicate statistical uncertainties, while systematic uncertainties are displayed
as shaded area. Different y ranges are indicated by different markers, and are displaced vertically by a constant
factor as indicated in the legend. The vertical error bars indicate statistical uncertainties, whereas systematic
experimental uncertainties are displayed as shaded area. The data are compared to NNLO and a3NLO predictions.
The orange line indicates NNLO predictions using the HIPDF2017NNLO PDF set, the red line NNLO predictions
using the NNPDF 3.1 PDF set, and the blue line indicates predictions in aN3LO accuracy using the MSHT PDF
set. The hatched area indicates associated theoretical uncertainties from scale variations and PDF uncertainties.
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1D 1-jettiness cross sections in e~ p for 200 < Q2 < 1700 GeV? and 0.2 < y < 0.7 — do/dr? [pb/ArP]

b

7% range | Results | Uncertainties \ Correction factors
min max ;f’i, stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [®QED ©NoZ €Born Se+p ©Had SHAD
[pb] | [%] (%] (%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 144.8 |12.1 —0.1 +1.6 +0.8 —0.6 +0.2 —15.6 0.5 —1.1 02 27 05 0.3 |1.080 0975 0.912 0.960 0.102 1.1
0.05 0.10| 1827 | 2.4 40.5 +1.0 +0.3 —0.9 4+0.3 —0.3 0.5 +0.1 02 27 05 0.1 |1.070 0.981 0.909 0.974 0.769 1.3
0.10 0.15 3245 2.0 —0.1 +40.6 +0.1 —0.4 40.5 +4.0 0.6 +0.4 0.2 2.7 0.5 0.1 1.066 0.988 0.912 0.984 1.342 6.7
0.15 0.22| 2635 | 2.2 +40.2 +0.1 —0.1 —1.0 4+0.6 +2.8 0.6 —0.6 02 27 05 0.1 |1.065 0.989 0.913 0.990 1.397 1.1
0.22 0.30| 1774 | 3.0 40.4 —0.3 —0.2 —0.7 4+0.3 +2.5 0.6 —0.3 0.2 27 05 0.1 |1.071 0.988 0.911 0.989 1.307 1.7
0.30 0.40 1028 3.9 +0.8 —0.7 —0.2 —1.0 40.4 +2.1 0.4 +0.5 0.2 2.7 0.5 0.1 1.071 0.987 0.912 0.989 1.311 4.5
0.40 0.54| 675.7 | 3.4 41.0 —0.9 —0.2 —1.4 4+0.5 +0.7 0.3 +0.1 02 27 05 0.1 |1.069 0.989 0.912 0.991 1.303 6.5
0.54 0.72| 4175 | 3.4 40.5 —0.9 —0.2 —1.3 4+0.5 —1.6 0.2 +0.0 02 27 05 0.1 |1.076 0.987 0.909 0.991 1.268 5.1
0.72 0.86 290.1 4.7 +0.0 —0.7 —0.1 —1.0 +0.5 —-1.2 0.3 +0.1 0.2 2.7 0.5 0.2 1.075 0.989 0.911 0.992 1.243 2.1
0.86 0.98| 285.6 | 4.5 40.0 —0.9 +0.1 —0.5 +0.5 —0.4 0.3 +0.0 02 27 05 02 |1.073 0.992 0.913 0.994 1.340 1.6
0.98 1.00| 1392 | 3.2 —1.5 —0.2 —0.2 +0.0 +0.3 —1.0 0.2 —0.0 0.2 27 05 0.2 |1.076 0.988 0.913 0.991 0.763 1.1

Table 2: Single differential 1-jettiness cross sections for e p scattering in the range 200 < Q? < 1700 GeV?
and 0.2 < y < 0.7, do/d7} [pb/ArP]. The 7§ ranges and the corresponding cross section measurements are
indicated, together with the data statistical uncertainty (stat), and the systematic uncertainties: the hadronic
(RCES and JES) and electron (ElEn) energy scale uncertainties, the hadron (HadTh) and electron (EITh) polar
angle uncertainties, the model uncertainty (Model), the simulation statistical uncertainty (MCstat), the unfolding
uncertainty (Unfold), the electron identification uncertainty (ElecID), the luminosity uncertainty (Lumi), the
residual uncorrelated uncertainty (Uncor), and the QED correction uncertainty (QED). The radiative correction
factors are also shown.

1D 1-jettiness cross sections in et p for 200 < @2 < 1700 GeV? and 0.2 < y < 0.7 — do/d7} [pb/ATP]

Y range | Results | Uncertainties \ Correction factors
min max ;T"f stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |¢QED ©NoZ CBorn Ce+p °Had SHAD
[pb] | [%] (%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 137.5 |11.4 40.2 +1.7 40.9 —0.8 +0.2 —15.2 0.5 —0.7 0.2 27 05 0.3 |1.077 1.013 0.916 1.000 0.100 1.1
0.05 0.10| 1841 | 2.1 +40.8 +1.1 +0.4 —0.7 40.5 +0.4 0.4 +0.7 02 27 05 0.1 [1.070 1.005 0.916 1.000 0.761 1.1
0.10 0.15| 3174 | 1.8 40.2 4+0.5 —0.1 —0.6 +0.3 +4.1 0.6 ~1.0 02 27 05 0.1 |1.065 1.001 0.918 1.000 1.336 6.7
0.15 0.22| 2580 | 1.9 40.0 —0.1 —0.1 —0.5 +0.4 +2.5 0.6 +0.7 02 27 05 0.1 |1.067 0.997 0.917 1.000 1.400 1.1
0.22 0.30| 1730 | 2.7 40.4 —0.2 —0.1 —1.1 40.6 +2.5 0.5 +0.4 02 27 05 0.1 |1.065 0.996 0.921 1.000 1.308 1.9
0.30 0.40| 1099 | 3.3 40.8 —0.7 —0.2 —1.2 40.4 +2.1 0.4 —1.5 02 27 05 0.1 |1.067 0.995 0.920 1.000 1.311 4.3
0.40 0.54| 651.7 | 3.2 +1.1 —-0.9 -0.2 —1.5 +0.5 +0.5 0.3 +0.5 0.2 27 05 0.1 |1.068 0.996 0.919 1.000 1.302 6.7
0.54 0.72 419.5 3.1 +0.6 —0.8 —0.2 —1.2 +40.5 —-1.7 0.2 +0.4 0.2 2.7 0.5 0.1 1.072 0.994 0.917 1.000 1.269 5.1
0.72 0.86| 298.2 |43 —0.0 —0.8 —0.1 —1.0 40.5 —1.8 0.3 +0.1 02 27 05 02 [1.072 0.994 0.917 1.000 1.243 2.2
0.86 0.98| 337.4 | 3.7 40.1 —-0.9 -0.0 —0.5 +0.4 —0.9 0.3 —0.0 0.2 27 05 0.2 |1.071 0.995 0.919 1.000 1.340 1.6
0.98 1.00 1428 2.9 —1.4 —-0.2 —0.1 +0.1 +0.4 —1.4 0.2 —0.0 0.2 2.7 0.5 0.2 1.075 0.995 0.922 1.000 0.762 1.1

Table 3: Single differential 1-jettiness cross sections for e p scattering in the range 200 < Q2 < 1700 GeV? and
0.2 <y < 0.7, do/dr} [pb/A7P]. Further details are given in the caption of Tab. 2.

1D 1-jettiness cross sections in e~ p (£ = 351.1pb~ 1) for 200 < Q2 < 1700 GeV? and 0.2 < y < 0.7 — do/dr? [pb/ArP]

7% range | Results | Uncertainties \ Correction factors
min max (ff'{, stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [®QED ©NoZ CBorn Ce+p ©Had SHAD
[pb] | [%]  [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 149.8 | 7.8 40.0 +1.7 40.9 —0.6 +0.2 —154 0.4 —1.2 02 27 05 02 ]1.101 0975 0.912 0.960 0.102 1.1
0.05 0.10| 1885 | 1.5 +0.7 +1.1 40.3 —0.8 +0.4 +0.0 0.3 +0.7 0.2 27 05 0.1 |1.084 0.981 0.909 0.974 0.769 1.3
0.10 0.15 3227 1.2 +0.1 +40.5 —0.0 —0.6 +0.4 +4.0 0.4 —0.8 0.2 2.7 0.5 0.1 1.073 0.988 0.912 0.984 1.342 6.7
0.15 0.22| 2632 | 1.2 40.1 —-0.0 —0.1 —0.8 4+0.4 +2.7 0.4 +0.5 0.2 27 05 0.1 |1.070 0.989 0.913 0.990 1.397 1.1
0.22 0.30| 1770 | 1.7 40.4 —-0.2 —0.1 —0.9 +0.5 +2.5 0.3 —0.1 02 27 05 0.1 |1.072 0.988 0.911 0.989 1.307 1.7
0.30 0.40| 1070 | 2.3 40.8 —0.7 —0.2 —1.1 40.5 +2.2 0.3 —0.6 02 27 05 0.1 |1.073 0.987 0.912 0.989 1.311 4.5
0.40 0.54| 681.3 | 2.2 +1.1 —-0.9 —0.2 —1.5 40.6 +0.6 0.2 +0.3 0.2 27 05 0.1 |1.072 0.989 0.912 0.991 1.303 6.5
0.54 0.72| 423.8 | 2.3 405 —-0.9 —0.2 —1.3 4+0.5 —1.6 0.2 +0.2 0.2 27 05 0.1 |1.077 0.987 0.909 0.991 1.268 5.1
0.72 0.86 302 3.1 +0.0 —-0.8 —0.2 —1.0 40.5 —1.4 0.2 +0.1 0.2 2.7 0.5 0.1 1.076 0.989 0.911 0.992 1.243 2.1
0.86 0.98| 336.7 | 2.7 40.1 —0.9 40.0 —0.5 +0.5 —0.5 0.2 —0.0 0.2 27 05 0.1 |1.074 0.992 0.913 0.994 1.340 1.6
0.98 1.00| 1422 |22 —-1.4 -0.2 -0.2 +0.1 40.3 —1.1 0.1 —0.0 02 27 05 0.1 |1.079 0.988 0.913 0.991 0.763 1.1

Table 4: Single differential 1-jettiness cross sections for e “p (£ = 351.1 pb™!) scattering in the range 200 < Q? <
1700 GeV?Z and 0.2 < y < 0.7, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb~ 1) for 150 < Q2 < 200GeV? and 0.05 < y < 0.10 — do/d7{ [pb/ATP)

% range | Results | Uncertainties \ Correction factors

1 .
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [CQED ©NoZ Born Cetp CHad SHAD

1

[pb] | [%]  [%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.10| 22.81 |22.8 +2.7 +1.8 +2.2 +4.4 +0.8 —11.0 2.3 +1.5 02 27 05 08 |1.063 1.010 0.918 0.992 0.144 1.6
0.10 0.15 345.4 4.0 +2.7 +1.1 +1.1 +3.7 +0.9 —-2.9 1.3 +0.4 0.2 2.7 0.5 0.5 1.072 0.996 0.925 1.001 1.068 4.5
0.15 0.22| 5283 | 2.5 +1.6 +0.4 +0.2 +3.0 40.9 +4.0 0.9 +0.7 02 27 05 04 |1.065 1.001 0.922 1.002 2.035 31.9
0.22 0.30| 416.3 | 3.7 +1.4 +0.1 +0.4 +4.6 +1.9 +7.6 1.7 -3.1 02 27 05 0.4 |1.068 0997 0.919 0.995 1.847 12.4
0.30 0.40| 256.7 | 6.0 +4.0 +0.8 +1.2 +3.2 +2.1 +6.4 2.7 ~11 0.2 27 05 04 |1.066 0.998 0.924 1.001 1.517 3.0
0.40 0.60| 141.8 | 7.2 42.8 —0.0 +0.6 +3.6 +1.1 —1.5 1.6 +1.0 02 27 05 03 |1.065 1.003 0.925 1.004 1.456 6.1
0.60 1.00 92.52 7.5 +1.0 +1.2 +1.7 +4.8 +4+1.1 —10.7 1.5 +1.2 0.2 2.7 0.5 0.2 1.073 0.992 0.920 0.997 1.224 1.9

Table 5: Differential 1-jettiness cross sections for e p (£ = 351.1pb~!) scattering in the range 150 < Q? <
200 GeV? and 0.05 < y < 0.10, do/d7 [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~1) for 150 < @2 < 200 GeV? and 0.10 < y < 0.20 — do/dr} [pb/A7TP]

% range | Results | Uncertainties \ Correction factors
min max ;f'{, stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |QED ©NoZ €Born Ce+p CHad SHAD
[pb] [%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 3.299 |153.8 —3.4 +2.9 +1.9 +0.1 +0.9 —38.8 10.6 —2.5 0.2 27 0.5 2.3 |1.107 1.010 0.967 0.990 0.019 0.2
0.05 0.10| 102.2 | 14.1 +1.6 +1.5 +1.4 +4.3 —1.1 —18.5 2.6 +1.1 02 27 05 0.7 |1.079 0.994 0.904 0.985 0.248 5.2
0.10 0.15| 454.1 | 4.6 +2.4 +1.6 +0.7 +0.3 +1.0 40.0 2.0 —0.8 0.2 27 05 0.4 |1.077 0.986 0.914 1.000 0.869 3.0
0.15 0.22| 636.8 | 2.9 +0.9 +0.6 +0.3 +2.3 +0.2 +3.7 1.4 —0.1 0.2 27 05 0.3 |1.072 0.995 0.921 0.997 1.665 22.6
0.22 0.30 491.1 4.2 +1.6 —0.3 —0.2 +2.2 +1.5 +7.6 1.9 +1.0 0.2 2.7 0.5 0.3 1.075 0.991 0.918 0.990 1.621 7.6
0.30 0.40| 318.8 | 5.9 +2.3 +40.2 +0.0 +1.7 40.3 +6.1 1.8 ~19 02 27 05 0.3 |1.069 0.996 0.919 1.001 1.420 1.0
0.40 0.54| 191.9 | 6.9 +2.0 40.3 +0.2 +1.3 +1.4 +0.7 1.3 +0.0 02 27 05 03 |1.069 0996 0923 1.001 1.420 6.7
0.54 0.72| 114 | 7.8 +1.4 40.6 +0.3 +1.4 +1.0 —6.8 1.0 +1.2 02 27 05 03 [1.074 0999 0915 0.998 1.396 6.3
0.72 0.86| 90.26 | 10.3 +0.5 +0.3 —0.1 +1.4 +1.4 —5.3 1.2 +0.6 0.2 27 05 03 |1.079 0.993 0.917 0.997 1.355 2.9
0.86 0.98| 98.86 | 9.2 +0.3 —0.1 —0.1 +2.3 +1.0 —4.6 1.1 —0.1 0.2 27 05 0.3 |1.069 1.000 0.929 1.003 1.451 2.7
0.98 1.00| 2955 | 92 —1.0 —0.6 —0.4 +2.7 +0.4 —4.3 0.8 —0.0 0.2 27 05 0.3 |1.075 0.997 0.921 0.998 0.679 1.7

Table 6: Differential 1-jettiness cross sections for e p (£ = 351.1pb_1) scattering in the range 150 < Q* <
200 GeV? and 0.10 < y < 0.20, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 150 < Q2 < 200GeV? and 0.20 < y < 0.40 — do/d7} [pb/ArP]

b range | Results | Uncertainties \ Correction factors
min max ;f’i, stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |¢QED €NoZ CBorn Ce+p CHad SHAD
[pb] | [%]  [%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 7.584 |48.1 —0.6 +1.1 +1.0 +1.3 +0.6 —34.2 7.2 +6.3 02 27 05 1.9 | 1.047 1.015 0.954 0.979 0.018 0.2
0.05 0.10 101.9 10.4 +4+1.3 +1.6 +0.2 —1.7 —0.2 —18.1 2.4 +0.5 0.2 2.7 0.5 0.6 1.085 0.994 0.911 0.980 0.209 3.4
0.10 0.15| 376.1 | 4.5 +1.3 +2.3 +1.0 +0.5 +0.7 +0.2 1.7 —0.5 0.2 27 05 0.3 |1.067 1.002 0.926 0.998 0.714 1.6
0.15 0.22| 647.2 | 2.5 +1.1 +0.3 —0.1 +0.3 +0.3 +4.6 1.1 +0.2 02 27 0.5 0.2 |1.072 0.996 0.920 0.998 1.402 13.4
0.22 0.30 581.7 3.0 +0.8 —0.0 —0.4 —1.2 +40.8 +6.1 1.1 —0.3 0.2 2.7 0.5 0.2 1.081 0.991 0.914 0.995 1.447 1.1
0.30 0.40| 337.6 | 4.7 +1.0 +0.4 +0.2 —0.1 +0.8 +4.0 0.9 +0.2 02 27 05 02 [1.073 1.000 0.917 0.990 1.341 0.8
0.40 0.54| 214.6 | 4.8 +1.3 +0.3 +0.0 —0.5 +0.8 +2.1 0.6 +0.3 0.2 27 05 02 |1.065 0.997 0.920 1.003 1.379 6.4
0.54 0.72| 148.1 | 4.7 +40.9 —-0.2 -0.2 —1.0 40.7 —1.0 0.5 —0.3 0.2 27 05 0.2 |1.074 0995 0.917 0.995 1.375 7.4
0.72 0.86| 103.6 | 6.6 +0.2 —0.2 —0.0 —0.4 +0.8 —4.8 0.6 —0.1 0.2 27 05 0.2 |1.073 0.997 0.916 0.999 1.349 4.0
0.86 0.98| 1334 |51 40.2 —0.5 —0.0 +0.3 4+0.7 —4.6 0.5 —0.0 0.2 27 05 0.2 |1.079 0.992 0.918 0.994 1.461 3.2
0.98 1.00| 576.5 | 3.8 —1.1 —0.3 —0.2 +1.4 40.5 —7.2 0.3 —0.0 02 27 05 0.2 |1.079 0.996 0.915 0.995 0.707 1.8

Table 7: Differential 1-jettiness cross sections for e p (£ = 351.1 pbfl) scattering in the range 150 < Q2 <
200 GeV? and 0.20 < y < 0.40, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb~ 1) for 150 < Q2 < 200GeV? and 0.40 < y < 0.70 — do/dr{ [pb/ATP]

% range | Results | Uncertainties \ Correction factors
min max ddTUf stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [¢QED ©NoZ €Born Se+p ©Had SHAD
[pb] | [%] (%] (%] [%] (%] [%] [%] [%] [%] [%] (%] [%] [%] [%]
0.00 0.05| 19.92 |23.3 40.4 +2.1 +1.9 +0.5 +0.8 —23.5 8.7 -7.8 02 27 05 1.8 |1.111 0.970 0.850 0.933 0.017 0.2
0.05 0.10| 45.17 |21.7 —2.7 —0.4 +40.3 +1.3 40.5 —11.3 3.0 ~1.6 02 27 05 0.5 |1.054 1.012 0.918 1.006 0.180 2.1
0.10 0.15| 265.3 | 6.0 —0.1 +1.2 —0.3 +0.1 —0.2 +2.0 1.9 +2.4 02 27 05 03 |1.066 0.992 0.914 0.994 0.630 1.4
0.15 0.22| 509 |31 —0.6 +0.8 404 —0.6 +0.7 +6.3 1.2 ~1.6 0.2 27 05 0.2 |1.074 0.991 0.917 0.991 1.252 9.0
0.22 0.30| 457.6 | 3.7 —1.5 —1.1 —0.3 —0.6 4+0.5 +3.9 1.1 +1.3 02 27 05 02 |1.074 0.994 0.918 0.995 1.357 2.4
0.30 0.40| 3025 |51 -0.9 —2.1 -0.4 —0.4 +0.3 +3.2 0.9 —1.9 02 27 05 0.2 |1.077 0.991 0.919 0.996 1.302 2.5
0.40 0.54| 1955 | 5.5 40.3 —2.3 —0.3 —1.2 40.4 +5.7 0.7 +0.5 02 27 05 02 |1.079 0.989 0.916 0.990 1.363 5.9
0.54 0.72| 103.4 | 6.9 40.3 —2.1 —0.2 —1.2 40.6 +1.5 0.5 +0.8 0.2 27 05 02 |1.073 0.997 0.922 0.997 1.368 7.8
0.72 0.86 101 7.4 —-0.6 —1.7 —0.2 —0.9 40.5 +2.8 0.9 —0.2 0.2 2.7 0.5 0.2 1.077 0.993 0.918 0.997 1.343 4.8
0.86 0.98| 103.1 | 6.4 —0.8 —1.5 —0.0 —0.4 +0.5 —2.5 0.5 —0.1 02 27 05 0.2 |1.078 0.996 0.917 0.993 1.471 3.4
0.98 1.00| 566.2 | 4.2 —1.9 —0.3 —0.1 +0.7 4+0.2 —1.8 0.3 —0.0 0.2 27 05 0.2 |1.079 0.993 0.917 0.993 0.727 1.7

Table 8: Differential 1-jettiness cross sections for e p (£ = 351.1pb_1) scattering in the range 150 < Q2 <
200 GeV? and 0.40 < y < 0.70, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e " p (£ = 351.1pb~ 1) for 200 < Q2 < 280GeV? and 0.05 < y < 0.10 — do/dr{ [pb/ArP]

'r{’ range ‘Results‘ Uncertainties ‘ Correction factors

d
min max ﬁ& stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |[¢QED €¢NoZ €¢Born €e+p C€Had SHAD

1

[pb] [ [%] [%]  [%] [%] (%] [%] (%] [%] [%] [%] [%] %] %] [%]
0.00 0.10| 45.03 80 +1.8 +1.4 +41.1 —1.4 4+0.5 —8.9 0.9 +2.3 0.2 2.7 0.5 0.6 1.062 0.993 0.929 0.997 0.220 2.2
0.10 0.15| 445.6 2.1 +4+2.2 40.7 40.6 —-1.6 4+0.6 —0.4 0.8 —0.6 0.2 2.7 0.5 0.4 1.083 0.989 0.907 0.992 1.767 24.8
0.15 0.22| 495.6 1.7 +40.6 +0.1 -0.2 -0.9 +0.5 +4.7 0.8 —0.8 0.2 2.7 0.5 0.4 1.068 0.991 0.909 0.998 2.198 28.3
0.22 0.30| 328.5 3.0 +4+0.2 40.1 -0.6 —1.2 +40.4 +8.9 1.5 —2.1 0.2 2.7 0.5 0.4 1.067 0.991 0.913 1.003 1.617 1.6
0.30 0.40| 147.8 6.5 +4.0 —0.4 +40.3 —3.3 +1.2 +1.2 1.9 +6.8 0.2 2.7 0.5 0.4 1.064 0.998 0.911 0.998 1.447 2.5
0.40 0.60| 96.42 49 +2.8 +0.1 +0.7 -2.3 +1.5 -3.9 1.1 —3.0 0.2 2.7 0.5 0.4 1.078 0.987 0.903 0.987 1.407 5.6
0.60 1.00| 53.08 6.2 +40.8 40.4 +40.7 -—-1.4 40.3 -—10.7 1.1 —1.0 0.2 2.7 0.5 0.3 1.079 0.994 0.913 0.990 1.189 1.2

Table 9: Differential 1-jettiness cross sections for e p (£ = 351.1 pb_l) scattering in the range 200 < Q* <
280 GeV? and 0.05 < y < 0.10, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 200 < Q2 < 280GeV? and 0.10 < y < 0.20 — do/dr} [pb/ArP)

'r{’ range ‘Results‘ Uncertainties ‘ Correction factors
min max flg stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [°QED ©NoZ CBorn Ce+p C°Had SHAD
pb] [ [%] [%]  [%] [%] (%] (%] [%] [%] [%] (%] (%] (%] [%] [%]

0.00 0.05| 11.36 |35.5 +0.2 +1.2 +1.8 —0.6 +0.9 —26.9 4.7 —2.2 0.2 2.7 0.5 1.6 1.097 0.961 0.918 0.999 0.031 0.4
0.05 0.10| 137.6 82 +1.3 +4+1.9 +4+1.0 -—2.1 40.7 —8.2 1.5 +1.1 0.2 2.7 0.5 0.5 1.089 0.996 0.910 1.000 0.402 7.2
0.10 0.15| 513.3 33 +1.7 +4+0.8 +0.6 —-0.3 4+0.6 -—-0.6 1.5 —-1.7 0.2 2.7 0.5 0.3 1.077 0.988 0.908 0.995 1.398 18.7
0.15 0.22 518 29 -0.5 —-0.0 -0.5 —=2.0 40.2 +6.2 1.3 +1.8 0.2 2.7 0.5 0.3 1.067 0.992 0.915 0.990 1.848 20.7
0.22 0.30| 369.6 4.3 +0.6 +4+0.2 +40.1 —-0.6 40.9 +6.1 1.7 —2.5 0.2 2.7 0.5 0.3 1.073 0.994 0.915 0.990 1.476 1.2
0.30 0.40| 185.9 75 +2.0 -0.7 -0.5 -—-1.8 +1.1 +2.7 1.4 +4.0 0.2 2.7 0.5 0.3 1.073 0.991 0.919 0.989 1.389 2.7
0.40 0.54| 148.9 58 +2.0 —-0.4 +40.1 —-2.0 4+1.2 —=5.2 1.1 —1.5 0.2 2.7 0.5 0.3 1.074 0.989 0.912 0.992 1.385 7.5
0.54 0.72| 82.71 6.6 +1.0 —0.0 +0.1 —2.1 4+1.0 —4.8 0.7 —1.3 0.2 2.7 0.5 0.3 1.069 1.002 0.919 0.999 1.335 5.1
0.72 0.86| 68.07 83 +0.2 -04 -0.3 -—-1.1 40.6 -—-5.3 1.0 —0.4 0.2 2.7 0.5 0.3 1.071 0.995 0.920 0.998 1.297 2.0
0.86 0.98| 72.56 82 -0.7 —-1.0 -0.4 +40.2 40.8 —6.2 1.0 +0.0 0.2 2.7 0.5 0.3 1.071 1.003 0.920 0.993 1.383 1.9
0.98 1.00| 230.1 74 -—-1.8 —-0.6 —-0.6 —-0.2 +4+0.6 —2.5 0.7 +0.2 0.2 2.7 0.5 0.4 1.069 0.998 0.919 1.007 0.696 1.6

Table 10: Differential 1-jettiness cross sections for e"p (£ = 351.1 pb_l) scattering in the range 200 < Q?
280 GeV? and 0.10 < y < 0.20, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb~ 1) for 200 < Q2 < 280GeV? and 0.20 < y < 0.40 — do/dr{ [pb/ArP]

b

7} range | Results Uncertainties \ Correction factors
min max ;TU{’ stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |[¢QED ©NoZ CBorn Ce+p C°Had SHAD
pb] (%] (%] (%] (%] (%] (%] (%] [%] [%] [%) (%] (%] (%] (%)
0.00 0.05| 16.71 |23.2 40.3 +1.7 +1.8 —1.5 +0.3 —30.4 3.9 —9.2 0.2 27 05 1.3 |1.044 1.002 0.940 1.023 0.027 0.3
0.05 0.10| 122.6 | 84 +1.2 +1.6 +1.0 —0.9 +0.3 —8.8 1.5 +2.4 0.2 2.7 0.5 0.4 |1.068 0.997 0.917 0.992 0.332 4.7
0.10 0.15| 507.5 | 3.1 —0.0 +1.1 —0.1 —0.4 +0.3 +2.4 1.2 —2.3 0.2 2.7 0.5 0.3 |1.070 0.996 0.921 0.992 1.145 12.5
0.15 0.22 543.5 2.7 +0.8 +40.3 +0.2 —1.3 +1.1 +4.8 1.0 +2.1 0.2 2.7 0.5 0.2 1.067 0.998 0.921 1.000 1.563 10.5
0.22 0.30| 418.1 | 3.5 +40.5 +0.1 +0.0 —0.5 +0.7 +2.1 1.0 —2.2 0.2 2.7 0.5 0.2 |1.071 0.993 0.917 0.994 1.347 4.6
0.30 0.40| 226.8 | 5.6 +0.9 —0.4 —0.2 —1.3 +0.5 +3.5 0.7 +1.5 0.2 2.7 0.5 0.2 |1.074 0.991 0.916 0.992 1.343 3.1
0.40 0.54 162.3 4.9 +1.4 —-0.4 —0.2 —1.7 +0.6 +1.4 0.6 +0.1 0.2 2.7 0.5 0.2 1.072 0.992 0.913 0.991 1.357 7.0
0.54 0.72| 106.6 | 5.0 +0.9 —0.3 —0.2 —1.3 +0.7 —2.8 0.4 —0.4 0.2 2.7 0.5 0.2 |1.078 0.990 0.912 0.992 1.321 5.9
0.72 0.86 82.38 6.5 +0.2 —0.4 —0.2 —0.9 +0.7 —3.9 0.5 —0.6 0.2 2.7 0.5 0.2 1.076 0.994 0.914 0.998 1.291 2.8
0.86 0.98| 79.12 | 6.6 +0.2 —0.9 +0.0 —0.5 +0.5 —1.4 0.5 —0.2 0.2 2.7 05 0.2 |1.074 0.996 0.915 0.996 1.390 2.1
0.98 1.00| 353.2 |48 —1.1 —-0.3 —0.2 —0.2 4+0.5 —2.0 0.3 +0.0 0.2 27 0.5 0.3 |1.081 0.991 0919 0.992 0.729 1.5

Table 11: Differential 1-jettiness cross sections for e p (£ = 351.1pb_1) scattering in the range 200 < Q2 <
280 GeV? and 0.20 < y < 0.40, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb™ 1) for 200 < Q2 < 280GeV? and 0.40 < y < 0.70 — do/dr} [pb/ArP)

'r{’ range ‘Results‘ Uncertainties ‘ Correction factors
min max ﬁ’f stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |[¢QED ¢NoZ CBorn Ce+p C°Had SHAD
pb] [ [%]  [%]  [%] [%] (%] [%] [%] [%] [%] (%] (%] (%] [%] [%]
0.00 0.05| 9.507 |39.2 —-0.9 +2.6 +0.6 +1.1 —0.0 —24.6 3.8 —2.2 0.2 2.7 0.5 1.3 1.076 1.015 0.912 0.989 0.026 0.3
0.05 0.10| 96.74 |10.0 —-0.7 +2.4 +40.6 +1.3 +0.2 —6.6 1.8 —2.0 0.2 2.7 0.5 0.4 1.069 0.999 0.920 0.994 0.287 3.3
0.10 0.15| 319.3 4.7 -1.0 +40.9 +40.1 -0.1 +0.7 +3.7 1.3 +2.2 0.2 2.7 0.5 0.2 1.076 0.988 0.911 0.982 0.985 8.4
0.15 0.22| 458.5 3.1 -0.8 —-0.4 -0.2 —-0.5 —0.0 +2.6 1.1 —1.4 0.2 2.7 0.5 0.2 1.068 0.994 0.917 0.999 1.395 3.9
0.22 0.30| 341.5 42 -09 —-0.3 -0.1 -—0.6 +0.5 +2.5 1.0 +1.7 0.2 2.7 0.5 0.2 1.077 0.988 0.909 0.992 1.297 6.8
0.30 0.40| 205.8 6.1 +0.0 -0.7 -0.2 —-0.7 40.5 +5.1 0.7 —3.6 0.2 2.7 0.5 0.2 1.068 0.993 0.920 0.995 1.307 1.5
0.40 0.54| 140.8 57 +04 -—-1.5 -0.2 —1.0 40.6 +43.0 0.6 +0.9 0.2 2.7 0.5 0.2 1.073 0.991 0.915 0.991 1.344 7.2
0.54 0.72| 84.76 6.4 +0.0 —1.9 —0.1 —-0.9 +0.5 +41.1 0.5 “+1.1 0.2 2.7 0.5 0.2 1.074 0.995 0.912 0.998 1.313 6.7
0.72 0.86| 64.95 84 -0.3 —-1.5 -0.2 -0.9 4+0.4 +1.9 0.7 +1.0 0.2 2.7 0.5 0.2 1.076 0.990 0.916 0.991 1.287 2.9
0.86 0.98| 84.47 6.2 —-0.3 -—-1.1 +40.0 —-0.4 40.5 +1.0 0.5 +0.1 0.2 2.7 0.5 0.2 1.075 0.997 0.912 0.994 1.402 2.5
0.98 1.00| 326.4 53 —-1.7 —-0.2 —-0.1 +40.5 +0.2 —0.4 0.3 —0.0 0.2 2.7 0.5 0.3 1.078 0.992 0.913 0.989 0.750 1.4

Table 12: Differential 1-jettiness cross sections for e"p (£ = 351.1 pb_l) scattering in the range 200 < Q? <
280 GeV? and 0.40 < y < 0.70, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 280 < Q2 < 440GeV? and 0.05 < y < 0.10 — do/d7{ [pb/ATP)

% range | Results | Uncertainties \ Correction factors

d . . .
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [CQED ©NoZ ©Born Cetp CHad SHAD

1

[pb] | [%] (%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.10| 104.9 | 3.9 +1.7 +1.1 +0.8 —1.3 +0.4 —58 0.5 +2.6 02 27 05 04 |1.071 0.985 0.911 0.992 0.367 1.9
0.10 0.15| 506 | 1.8 +41.5 +0.3 +0.1 —1.4 40.6 +3.3 0.7 —1.2 02 27 05 0.4 |1.066 1.002 0.914 0.997 2.570 56.1
0.15 0.22| 386.6 | 2.1 40.2 +0.0 —0.3 —1.3 4+0.7 +6.6 1.0 —3.4 02 27 05 0.4 |1.060 0.997 0.916 0.993 1.878 4.7
0.22 0.30 231 3.8 +0.3 —0.4 —0.7 —0.1 40.8 +4.7 1.9 —+4.1 0.2 2.7 0.5 0.4 1.073 0.983 0.909 0.991 1.465 2.3
0.30 0.40| 107.9 | 8.2 44.6 —0.0 +1.5 —3.4 +1.1 —1.8 2.0 —0.1 0.2 27 05 0.4 |1.073 0.993 0.906 0.978 1.402 4.9
0.40 0.60| 69.51 | 5.6 +3.8 +0.1 +0.8 —4.0 +1.1 —7.3 1.2 —0.4 0.2 27 05 0.4 |1.077 0.997 0.910 0.989 1.336 4.8
0.60 1.00| 24.5 [10.4 40.5 —0.7 40.3 —0.6 +0.4 —9.7 1.5 —0.3 0.2 27 05 0.3 |1.067 098 0.914 0.997 1.154 0.2

Table 13: Differential 1-jettiness cross sections for e"p (£ = 351.1 pb_l) scattering in the range 280 < Q? <
440 GeV? and 0.05 < y < 0.10, do/d7¥ [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb~ 1) for 280 < Q2 < 440GeV? and 0.10 < y < 0.20 — do/d7{ [pb/ATP)

% range | Results | Uncertainties \ Correction factors
min max c%'f stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [¢QED ©NoZ €Born Se+p ©Had SHAD
[pb] | [%] (%] (%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 11.91 |35.5 +0.1 +1.5 +0.8 —0.4 +0.5 —20.6 2.1 —4.8 0.2 27 05 0.9 |1.087 1.004 0.896 0.991 0.054 1.0
0.05 0.10| 236.8 | 4.9 41.7 +1.3 407 —1.3 40.2 —3.9 0.9 +0.3 02 27 05 03 |1.066 0.996 0.917 0.991 0.769 0.5
0.10 0.15| 569.4 | 2.8 +1.4 +0.3 +0.2 —1.6 +0.6 +3.8 1.2 —0.7 0.2 27 05 0.3 |1.066 0.990 0.915 0.996 2.037 38.7
0.15 0.22| 426.9 | 3.3 —0.5 —0.0 —0.0 +0.7 4+0.6 +5.8 1.4 +1.9 02 27 05 02 |1.066 0.989 0.909 0.990 1.639 0.8
0.22 0.30| 273.2 | 5.0 40.7 —0.2 —0.8 —1.8 40.4 +5.2 1.5 —2.5 02 27 05 0.3 |1.071 0984 0.908 0.987 1.388 2.1
0.30 0.40| 141.1 |83 +42.7 —0.0 +0.1 —2.6 +0.9 —3.3 1.3 ~1.3 0.2 27 05 0.3 |1.069 0.990 0.908 0.988 1.368 6.2
0.40 0.54| 89.72 | 7.4 +42.8 —0.7 —0.0 —1.8 40.7 —5.9 1.0 +2.5 0.2 27 05 03 [1.071 0.990 0.912 0.997 1.333 6.5
0.54 0.72| 57.96 | 7.3 4+1.0 —0.1 40.2 —1.2 40.6 —4.2 0.7 +0.6 0.2 27 05 03 |1.068 0.999 0.913 1.003 1.263 3.3
0.72 0.86| 40.8 |10.7 40.5 —0.1 40.2 —0.2 +0.5 —5.1 1.1 +0.5 0.2 27 05 04 |1.065 1.001 0.915 0.998 1.232 0.6
0.86 0.98| 43.06 |10.7 —0.3 —1.3 —0.2 +1.2 40.3 —4.5 1.2 +0.1 0.2 27 05 04 |[1.083 0.985 0.907 0.985 1.324 2.1
0.98 1.00| 94.78 |13.6 —1.6 —0.4 —0.2 —0.2 4+0.3 —4.9 1.0 +0.0 0.2 27 05 05 |1.070 0.994 0.916 0.993 0.716 1.7

Table 14: Differential 1-jettiness cross sections for e p (£ = 351.1pb71) scattering in the range 280 < Q? <
440 GeV? and 0.10 < y < 0.20, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 280 < Q2 < 440GeV? and 0.20 < y < 0.40 — do/d7{ [pb/ATP)

b range | Results | Uncertainties \ Correction factors
min max ;f’i, stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |¢QED €NoZ CBorn Ce+p CHad SHAD
[pb] | [%] (%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 11.35 |35.5 —0.4 +1.5 +1.4 —0.0 +0.4 —25.2 1.9 +0.2 02 27 05 08 |1.065 1.006 0.941 0.998 0.048 0.8
0.05 0.10| 247.2 | 45 +40.7 +1.4 +0.6 —1.1 +0.4 —3.5 0.9 —0.1 02 27 05 0.3 |1.075 0.989 0.910 0.986 0.634 0.1
0.10 0.15| 571.6 | 2.7 40.9 +0.5 +0.1 —1.0 4+0.4 +5.5 0.9 +0.9 02 27 05 0.2 |1.068 0.998 0.916 0.994 1.645 23.9
0.15 0.22] 495.9 | 2.7 40.0 +0.0 -0.2 —0.8 +0.3 +1.6 1.0 —1.7 02 27 05 0.2 |1.073 0.989 0.912 0.988 1.455 5.1
0.22 0.30| 294.9 | 4.3 40.7 40.3 —0.2 —1.0 40.6 +3.4 0.9 +2.1 02 27 05 0.2 |1.071 0992 0.915 0.996 1.317 2.1
0.30 0.40| 180.7 |58 +41.4 —0.5 —0.1 —1.1 40.7 +1.5 0.6 —0.1 0.2 27 05 0.2 |1.073 0.992 0.910 0.990 1.338 6.0
0.40 0.54| 123.4 | 5.0 +41.8 —0.5 -0.1 —1.7 40.8 —0.8 0.5 ~1.0 0.2 27 05 0.2 |1.069 0.993 0.915 0.991 1.305 7.0
0.54 0.72| 77.16 | 5.2 41.0 —0.3 —0.2 —1.7 40.6 —3.4 0.4 —0.1 02 27 05 0.2 |1.077 0.989 0.904 0.992 1.261 4.6
0.72 0.86| 47.36 | 8.0 +0.3 —0.4 —0.1 —1.2 +0.6 —3.2 0.5 +0.2 02 27 05 03 |1.073 0.994 0.911 0.996 1.233 1.5
0.86 0.98| 52 |7.6 +40.4 —0.7 +0.0 —0.7 4+0.6 —1.6 0.5 +0.1 0.2 27 05 0.3 [1.068 0.998 0.915 0.998 1.322 0.9
0.98 1.00| 223.1 |58 —1.3 —0.3 —0.3 +0.0 40.2 —2.8 0.4 —0.0 0.2 27 05 0.3 |1.071 0.995 0.918 0.998 0.757 0.9

Table 15: Differential 1-jettiness cross sections for e p (£ = 351.1pb71) scattering in the range 280 < Q2 <
440 GeV? and 0.20 < y < 0.40, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 280 < Q2 < 440GeV? and 0.40 < y < 0.70 — do/d7} [pb/ArP]

Y range | Results | Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [CQED ©NoZ Born Cetp CHad JHAD
1
[pb] | [%] (%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05] 17 [23.3 —0.3 +1.8 +0.4 —2.2 +0.5 —26.2 2.2 —9.6 0.2 27 05 0.8 |1.081 0.976 0.902 0.994 0.044 0.8
0.05 0.10| 154 |65 —0.2 +1.9 40.3 —0.4 40.6 —0.1 1.1 +0.8 0.2 27 05 03 [1.073 0.992 0.914 0.992 0.543 0.3
0.10 0.15| 4489 | 3.3 —0.9 +0.6 +0.2 +0.3 +0.3 +3.0 1.0 —0.8 0.2 27 05 0.2 |1.076 0.985 0.908 0.984 1.398 13.1
0.15 0.22| 373.1 |34 —1.0 —0.1 —0.2 —0.4 +0.3 +1.2 0.9 +0.8 0.2 27 05 02 |1.068 0.992 0.912 0.991 1.334 8.4
0.22 0.30| 259.3 | 4.7 40.1 —0.5 —0.2 —0.9 40.5 +4.6 0.8 —0.2 02 27 05 0.2 |1.067 0993 0.911 0.990 1.276 3.5
0.30 0.40| 158.8 | 6.5 40.1 —1.0 —0.3 —1.0 4+0.4 +3.8 0.6 —0.4 02 27 05 0.2 |1.078 0.984 0.908 0.990 1.320 5.7
0.40 0.54| 98.91 | 6.4 40.4 —1.4 —0.3 —1.4 +0.5 +2.0 0.5 +0.3 0.2 27 05 02 |1.074 0.992 0.912 0.992 1.297 7.0
0.54 0.72| 61.33 | 6.8 +0.1 —1.4 —0.1 —1.1 40.4 +0.3 0.5 +0.0 02 27 05 02 |1.076 0.985 0.908 0.990 1.259 5.0
0.72 0.86| 41.18 |10.1 —0.1 —-0.9 —0.1 —1.1 40.5 —1.0 0.7 —0.1 0.2 27 05 0.3 |1.079 0.988 0.910 0.989 1.224 2.1
0.86 0.98| 55.33 | 7.8 —0.0 —1.0 —0.0 —0.5 +0.4 —0.1 0.6 —0.1 0.2 27 05 0.3 |1.070 0.987 0.913 0.996 1.329 1.7
0.98 1.00| 241.8 | 6.1 —1.5 —0.0 —0.1 +0.4 +0.4 +1.0 0.4 —0.0 02 27 05 0.3 |1.083 0.982 0.908 0.987 0.781 0.9
2

Table 16: Differential 1-jettiness cross sections for e p (£ = 351.1pb71) scattering in the range 280 < Q“ <
440 GeV? and 0.40 < y < 0.70, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb~ 1) for 440 < Q2 < 700GeV? and 0.05 < y < 0.10 — do/dr{ [pb/ATP]

b

7% range | Results Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [CQED ©NoZ €Born Ce+p ©Had SHAD
1
pb] (%] (%] (%] (%] (%] (%] (%] [%] [%] [%) (%] (%] (%] (%)
0.00 0.10| 128.7 | 3.1 +1.0 +0.8 +0.0 —1.4 40.2 —0.5 0.4 +2.0 0.2 2.7 0.5 0.3 |1.073 0.993 0.911 0.998 0.584 0.1
0.10 0.15| 317.4 | 2.6 +1.2 —0.0 +0.2 —1.4 +0.7 +2.7 1.0 —3.2 0.2 2.7 05 0.4 |1.067 0.983 0.905 0.979 2.321 16.2
0.15 0.22| 204.5 |35 —0.4 —0.1 —1.5 —1.4 +0.0 +4.3 1.8 —2.7 0.2 2.7 0.5 0.4 |1.061 0.993 0.910 0.987 1.556 5.6
0.22 0.30| 111 |6.8 +40.6 —0.0 +0.1 —0.4 +0.6 +0.1 3.2 +7.7 0.2 2.7 0.5 0.5 |1.052 0.997 0.913 0.993 1.407 4.1
0.30 0.40| 46.09 |16.2 +8.4 —0.4 +3.1 —4.6 +1.6 —3.4 3.0 —54 0.2 2.7 0.5 0.5 |1.064 0.990 0.908 0.993 1.333 3.7
0.40 0.60| 24.56 |11.8 +1.7 —0.2 +0.3 —5.1 +0.1 —3.3 2.0 +1.2 0.2 2.7 0.5 0.5 |1.070 0.986 0.911 0.996 1.255 2.8
0.60 1.00| 12.81 |14.5 —0.3 +0.2 +0.4 —7.3 +0.3 —18.6 2.5 +0.5 0.2 2.7 05 0.5 |1.059 0.999 0.917 1.004 1. 0.3

Table 17: Differential 1-jettiness cross sections for e p (£ = 351.1pb71) scattering in the range 440 < Q2 <
700 GeV? and 0.05 < y < 0.10, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 440 < Q2 < 700GeV? and 0.10 < y < 0.20 — do/dr{ [pb/ATP]

% range | Results | Uncertainties \ Correction factors
min max ddf'{, stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [®QED ©NoZ €Born Se+p ©Had SHAD
[pb] | [%] (%] (%] [%] (%] [%] [%] [%] [%] [%] (%] [%] [%] [%]
0.00 0.05| 11.17 |39.1 40.7 +1.3 +1.2 —0.6 +0.1 —15.9 1.3 —2.8 02 27 05 0.6 |1.087 0989 0.907 0.982 0.107 1.8
0.05 0.10| 268.4 | 4.3 +1.5 +0.8 +0.3 —1.6 +0.4 —0.4 0.7 +0.2 02 27 05 0.3 |1.083 0.986 0.906 0.987 1.679 38.7
0.10 0.15| 389.6 | 3.7 40.7 —0.0 —0.3 —1.2 +0.2 +7.6 1.6 +0.7 0.2 27 05 0.3 |1.063 0.994 0.913 0.991 1.918 8.2
0.15 0.22 253.9 4.8 +1.3 +40.2 +0.6 —1.9 +40.9 +4.2 2.1 —1.8 0.2 2.7 0.5 0.3 1.073 0.986 0.904 0.981 1.436 7.1
0.22 0.30| 103.1 [10.9 40.2 —0.4 —0.9 —1.4 40.2 —1.0 1.9 +3.0 02 27 05 03 |1.071 0.981 0.904 0.990 1.358 3.5
0.30 0.40| 86.4 |10.2 +3.0 —0.8 —0.0 -2.3 +0.8 —5.1 1.6 —2.7 02 27 05 0.3 |1.071 0.983 0.908 0.989 1.324 6.8
0.40 0.54| 42.77 [11.2 43.0 —0.5 —0.0 —2.9 +0.7 —8.4 1.2 +0.8 0.2 27 05 04 |1.078 0.985 0.902 0.985 1.255 4.2
0.54 0.72| 22.96 |12.2 40.8 —0.5 +0.2 —2.1 40.6 —4.3 1.0 +0.8 0.2 27 05 04 |1.068 0.984 0.902 0.990 1.204 1.9
0.72 0.86| 15.99 |18.0 40.2 —0.4 +0.2 —0.7 4+0.4 —5.8 1.7  40.4 0.2 2.7 0.5 0.6 | 1.078 0.991 0.899 0.995 1.169 0.2
0.86 0.98| 12.09 |26.4 —-0.4 —1.5 —0.4 +1.7 4+0.2 —82 2.1 +0.1 02 27 05 06 |1.087 0.979 0.885 0.977 1.261 0.7
0.98 1.00| 38.79 |25.4 —0.9 —0.1 +0.4 —2.5 4+0.2 —0.2 2.2 —0.0 0.2 27 05 0.8 |1.073 0.980 0.922 0.987 0.740 0.9

Table 18: Differential 1-jettiness cross sections for e p (£ = 351.1pb_1) scattering in the range 440 < Q% <
700 GeV? and 0.10 < y < 0.20, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 440 < Q2 < 700GeV? and 0.20 < y < 0.40 — do/dr} [pb/ArP)

'ri’ range ‘Results‘ Uncertainties ‘ Correction factors
min max ;j"i, stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |[¢QED €NoZ CBorn Ce+p C°Had SHAD
pb] [ [%]  [%]  [%] [%] (%] (%] [%] [%] [%] (%] (%] (%] %] [%]
0.00 0.05| 18.95 |24.2 +0.2 +1.7 +1.1 —-1.3 +0.3 —17.9 1.2 —2.2 0.2 2.7 0.5 0.5 1.086 0.980 0.913 0.960 0.097 1.6
0.05 0.10| 279.5 4.1 +1.2 40.9 +4+0.5 —-1.4 40.6 +1.1 0.7 +1.2 0.2 2.7 0.5 0.2 1.077 0.993 0.912 0.989 1.328 26.0
0.10 0.15| 440.9 3.2 +0.2 +40.2 -0.3 -—-1.2 40.4 +6.7 1.1 —1.6 0.2 2.7 0.5 0.2 1.073 0.987 0.908 0.984 1.631 0.2
0.15 0.22| 260.5 4.3 +4+0.4 -0.0 -0.3 -0.4 +0.3 +1.8 1.2 +1.1 0.2 2.7 0.5 0.2 1.073 0.983 0.909 0.986 1.339 7.6
0.22 0.30 149 70 +1.2 —-0.5 —-0.0 —-1.6 40.6 +2.4 1.1 —-2.9 0.2 2.7 0.5 0.2 1.070 0.985 0.907 0.988 1.317 4.6
0.30 0.40| 94.93 81 +2.0 —-04 -0.2 -—-1.8 4+0.4 -—-2.6 0.8 +1.3 0.2 2.7 0.5 0.3 1.077 0.981 0.906 0.987 1.297 6.3
0.40 0.54| 53.97 83 +2.3 -0.7 —-0.1 -—-2.3 40.4 —4.1 0.7 +1.7 0.2 2.7 0.5 0.3 1.072 0.991 0.906 0.990 1.245 5.2
0.54 0.72| 31.57 8.8 +1.1 —-0.2 —0.2 —2.0 +0.5 —4.9 0.6 +0.5 0.2 2.7 0.5 0.3 1.071 0.990 0.910 0.993 1.198 3.1
0.72 0.86| 20.45 |12.9 +0.6 —-0.4 +0.1 —-1.6 +0.4 —-2.0 0.9 +0.2 0.2 2.7 0.5 0.4 1.077 0.987 0.901 0.983 1.183 0.7
0.86 0.98| 23.25 |12.3 +40.2 —-1.0 —-0.2 —-1.4 +0.4 -—2.8 1.0 +0.0 0.2 2.7 0.5 0.5 1.078 0.982 0.911 0.983 1.254 0.9
0.98 1.00| 76.32 |11.7 —-1.4 —-0.2 —-0.3 —0.7 40.6 —2.8 0.8 +0.0 0.2 2.7 0.5 0.6 1.072 0.989 0.903 0.992 0.789 0.7

Table 19: Differential 1-jettiness cross sections for e"p (£ = 351.1 pb_l) scattering in the range 440 < Q?
700 GeV? and 0.20 < y < 0.40, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb 1) for 440 < Q2 < 700 GeV? and 0.40 < y < 0.70 — do/d7? [pb/ATP]
% range | Results | Uncertainties \ Correction factors
d
min max| % | stat RCES JES HadTh EIEn EITh Model MCstat Unfold BlecID Lumi Uncor QED [¢QED ©NoZ €Born Cetp “Had SHAD
1
pb] | (%] (%] (%] (%) %) (%] (%] [%] [%) [%] %] (%] (%] [%]
0.00 0.05| 2.629 [131.4 +0.0 +2.0 +0.8 +0.1 +0.8 —21.0 2.3 -3.0 0.2 27 0.5 0.7 | 1.085 0.997 0.916 0.989 0.088 1.4
0.05 0.10 205.5 4.6 +0.5 +1.4 +0.2 —0.5 40.3 +42.2 0.9 +1.4 0.2 2.7 0.5 0.2 1.084 0.984 0.910 0.973 1.098 17.7
0.10 0.15| 344.8 | 3.7 —0.1 40.2 +0.1 +0.1 +0.5 —0.7 1.1 —2.5 0.2 2.7 0.5 0.2 |1.075 0.987 0.909 0.987 1.431 6.1
0.15 0.22 194.6 5.1 +0.0 +40.3 —0.1 —0.6 40.2 +44.7 1.0 +2.3 0.2 2.7 0.5 0.2 1.068 0.991 0.911 0.989 1.274 9.1
0.22 0.30| 1205 | 7.6 +40.3 —0.7 —0.4 —1.2 +0.1 +4.9 1.0 —0.6 0.2 2.7 0.5 0.3 | 1.074 0.987 0.909 0.989 1.299 3.6
0.30 0.40| 83.33 | 8.2 +40.6 —1.2 —0.3 —1.1 +0.4 +2.1 0.7 —1.8 0.2 2.7 0.5 0.3 |1.073 0.983 0.910 0.984 1.287 6.7
0.40 0.54| 41.72 | 9.8 +1.0 —-1.0 —0.3 —1.5 +0.3 +0.1 0.7 +0.9 0.2 2.7 0.5 0.3 |1.074 0.987 0.908 0.997 1.242 5.6
0.54 0.72| 25.87 | 104 +40.6 —1.0 —0.2 —1.6 +0.3 —1.6 0.6 +0.6 0.2 27 0.5 0.3 |1.083 0.979 0.905 0.983 1.196 3.6
0.72 0.86| 21.48 | 12.3 —0.7 —0.9 —0.3 —1.1 +0.1 +0.4 0.9 +0.2 0.2 27 0.5 0.4 |1.075 0.987 0.902 0.991 1.176 1.3
0.86 0.98 22.04 12.8 —0.0 —-0.8 —0.0 —0.4 40.3 -—1.5 0.9 +0.0 0.2 2.7 0.5 0.4 1.089 0.971 0.901 0.980 1.254 1.4
0.98 1.00| 110.2 | 9.2 —1.4 40.1 -0.0 +0.0 +0.1 —1.6 0.7 —0.0 0.2 2.7 0.5 0.5 | 1.085 0.986 0.909 0.993 0.819 0.8

Table 20: Differential 1-jettiness cross sections for e p (£ = 351.1pb~1) scattering in the range 440 < Q2 <
700 GeV? and 0.40 < y < 0.70, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross

sections in e " p (£ = 351.1pb~ 1) for 700 < Q2 < 1100 GeV? and 0.05 < y < 0.10 — do/dr? [pb/ATP]

'r{’ range ‘Results‘

do

Uncertainties ‘ Correction factors

min max | % |stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |€QED °NoZ “Born ®e+p °Had SHAD
1

pb] [ [%]  [%]  [%] [%] (%] (%] (%] [%] [%] (%] (%] [%] (%] [%]
0.00 0.10| 125.3 | 3.2 +1.1 40.6 +0.0 —1.3 40.2 +1.1 0.4 —0.1 0.2 2.7 05 0.3 |1.096 0.974 0.899 0.978 0.765 0.3
0.10 0.15| 178.5 | 4.1 +40.7 —0.5 —0.8 —1.0 +1.1 +1.2 1.9 —1.9 0.2 2.7 0.5 0.4 [1.050 0.996 0.909 1.001 1.821 5.8
0.15 0.22| 93 6.7 +0.7 40.6 —0.0 —2.2 —0.6 +5.7 3.3 +1.9 0.2 2.7 0.5 0.5 | 1.061 0.984 0.898 0.983 1.462 2.5
0.22 0.30| 33.92 [19.7 +1.2 —0.1 +0.0 —1.5 +1.5 —5.0 5.9 +6.1 0.2 2.7 0.5 0.6 |1.052 0.984 0.901 0.982 1.337 5.4
0.30 0.40| 26.09 |26.1 —1.1 —1.3 —1.0 +0.1 40.0 +0.7 6.0 —16.1 0.2 2.7 0.5 0.7 | 1.080 0.961 0.892 0.973 1.267 3.8
0.40 0.60| 8.686 |26.3 —1.4 —1.0 —2.3 —1.4 —0.6 —15.2 4.4 +9.0 0.2 2.7 0.5 0.7 |1.056 0.992 0.908 0.984 1.193 1.7
0.60 1.00| 3.362 |20.3 —5.7 —4.1 —3.3 +1.5 40.1 —63.0 3.1 +1.8 0.2 2.7 0.5 0.9 |1.078 1.014 0.920 0.981 1.086 0.2

Table 21: Differential
1100 GeV? and 0.05 < y < 0.10, do/dr? [pb/A7L]. Further details are given in the caption of Tab. 2.

1-jettiness cross sections for e p (L = 351.1pb_1) scattering in the range 700 < Q2 <

Cross sections

ine”p (£ =2351.1pb~ 1) for 700 < Q2 < 1100 GeV? and 0.10 < y < 0.20 — do/dr} [pb/A7P]

% range | Results |

Uncertainties \ Correction factors

min max (fj”{, stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |CQED ©¢NoZ €Born Ce+p CSHad SHAD

pb] | (%] (%] (%] (%] (%] (%] (%] [%] 1%] %] (%] %] (%] 1%]
0.00 0.05| 15.7 |30.6 —0.2 +1.3 +0.7 —0.4 +0.0 —13.2 0.9 -3.1 02 27 05 04 |1.095 0970 0.911 0.975 0.214 1.8
0.05 0.10| 222 | 49 +1.5 40.2 —0.1 —1.0 +0.4 +2.6 0.8 +1.1 0.2 27 05 0.2 |1.077 0.981 0.905 0.979 2.237 43.4
0.10 0.15| 211.6 | 6.1 +2.2 40.2 —0.2 —1.6 +0.6 +59 2.3 -0.3 0.2 27 0.5 0.3 |1.067 0.975 0.904 0.972 1.622 11.3
0.15 0.22 102.7 9.9 +1.1 —-0.4 +40.9 —1.4 40.8 +3.0 2.8 —0.7 0.2 2.7 0.5 0.3 1.060 0.984 0.910 0.986 1.369 0.7
0.22 0.30| 56.49 17.0 +1.9 —-0.5 —0.4 —2.2 —0.0 +0.3 3.1 —0.5 0.2 2.7 0.5 0.4 1.068 0.978 0.904 0.984 1.315 5.4
0.30 0.40| 34.25 | 21.5 —0.1 —0.6 —1.0 —0.6 —0.2 —-3.8 2.6 +2.1 02 27 05 0.5 [1.080 0.978 0.906 0.973 1.254 4.7
0.40 0.54| 12.81 | 30.7 +0.9 —0.4 +0.2 —0.4 +0.1 -9.9 2.2 +0.4 02 27 05 05 [1.071 0.966 0.913 0.990 1.195 2.6
0.54 0.72| 13.37 | 16.7 +0.1 -0.6 +0.0 —0.0 +0.7 —7.6 2.0 -0.6 02 27 05 0.6 |1.057 0.985 0.927 0.984 1.154 1.4
0.72 0.86| 9.534 | 20.7 +0.2 —1.2 +0.8 +0.6 +1.1 —2.6 2.9 -1.1 02 27 05 1.0 | 1.078 0.970 0.879 0.962 1.131 0.6
0.86 0.98| 2.186 | 56.3 —0.8 —1.2 —0.3 +1.0 +0.8 —10.4 2.6 -0.3 0.2 27 05 1.1 |1.068 0.982 0.925 0.977 1.208 0.7
0.98 1.00| 2.081 |154.8 —1.8 40.2 —1.4 —1.8 +0.3 +10.0 2.7 +0.0 0.2 27 0.5 1.6 |1.063 0.988 0.919 1.012 0.749 1.0

Table 22: Differential 1-jettiness cross sections for e p (£ = 351.1pb_1) scattering in the range 700 < Q% <
1100 GeV? and 0.10 < y < 0.20, do/dr? [pb/A7L]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb~ 1) for 700 < Q2 < 1100 GeV? and 0.20 < y < 0.40 — do/d7? [pb/A7TP]

b range | Results | Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [€QED ©NoZ Born Cet+p CHad OHAD
1
[pb] | [%]  [%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 15.95 |27.4 40.3 +1.7 +1.0 —0.6 —0.0 —14.7 0.8 —0.1 0.2 27 05 0.4 |1.103 0.973 0.909 0.973 0.195 1.5
0.05 0.10 269.2 3.7 +1.0 +40.4 —0.0 —-1.3 +0.2 +4.0 0.7 +0.6 0.2 2.7 0.5 0.2 1.090 0.975 0.904 0.964 1.803 26.2
0.10 0.15| 219.1 | 5.2 +40.5 —0.0 —0.3 —1.1 +0.3 +6.0 1.4 —2.4 02 27 05 0.3 |1.077 0.980 0.910 0.973 1.456 12.3
0.15 0.22| 1156 | 7.5 +1.1 —0.2 —0.2 —0.5 +0.7 +2.1 1.5 +2.0 02 27 05 03 |1.071 0.981 0.908 0.979 1.309 0.3
0.22 0.30 71.41 11.1 +1.6 —0.4 +0.1 —0.4 40.2 —1.7 1.6 +2.3 0.2 2.7 0.5 0.4 1.078 0.969 0.898 0.973 1.292 6.
0.30 0.40| 49.4 [10.9 41.5 —0.7 —0.1 —0.8 40.5 —53 1.2 —2.6 02 27 05 0.4 |1.077 0.969 0.897 0.977 1.246 5.0
0.40 0.54| 23.64 |12.9 +1.1 —0.6 —0.0 —1.1 +0.5 —3.0 1.0 ~1.1 02 27 05 0.4 |1.065 0976 0.915 0.992 1.189 3.7
0.54 0.72| 14.15 [11.8 40.5 —0.3 —0.1 —1.4 40.3 —3.2 0.8 —0.2 0.2 27 05 0.5 |1.079 0.967 0.905 0.977 1.153 1.5
0.72 0.86| 10.46 |15.1 —0.2 —0.7 —0.4 —0.5 +0.1 —3.8 1.3 —0.2 02 27 05 0.7 |1.076 0.974 0.896 0.983 1.133 0.9
0.86 0.98| 6.976 |17.9 +0.3 —0.4 +0.0 —0.5 +0.5 +2.6 1.1 +0.0 0.2 27 05 08 |1.085 0.976 0.904 0.980 1.208 0.7
0.98 1.00| 27.64 |16.3 —1.1 —0.1 —0.4 —1.1 40.0 —1.9 1.1 —0.0 0.2 27 05 1.0 |1.088 0.984 0.918 0.982 0.816 0.6
2

Table 23: Differential 1-jettiness cross sections for e p (£ = 351.1pb71) scattering in the range 700 < Q° <
1100 GeV? and 0.20 < y < 0.40, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 700 < Q2 < 1100 GeV? and 0.40 < y < 0.70 — do/d7? [pb/A7TP]

% range | Results | Uncertainties \ Correction factors

d .
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [CQED ©NoZ Born Cetp CHad SHAD

1

[pb] | [%] (%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 13.16 |28.1 —0.5 +1.8 +0.8 —0.3 +0.1 —13.5 1.0 +0.8 0.2 27 05 06 |1.123 0.977 0.905 0.940 0.180 1.3
0.05 0.10| 182.1 | 4.5 +40.5 40.6 +0.1 —0.5 +0.3 +2.5 0.7 +0.2 02 27 05 0.3 |1.095 0.970 0.906 0.958 1.503 16.0
0.10 0.15| 175.6 | 5.6 40.5 —0.0 —0.1 —1.3 4+0.1 +5.7 1.1 —0.7 0.2 27 05 0.3 |1.073 0.979 0.905 0.964 1.339 14.4
0.15 0.22| 90.41 |84 +40.3 —0.3 —0.3 —0.4 +0.4 +1.4 1.1 +2.7 02 27 05 0.3 |1.079 0.978 0.906 0.972 1.284 1.1
0.22 0.30| 62.72 |10.0 +0.9 —0.4 —0.2 —0.8 +0.5 +0.1 1.1 —2.8 02 27 05 04 |1.074 0971 0.903 0.984 1.271 5.9
0.30 0.40| 42.14 | 9.7 40.9 —0.5 —0.3 —1.3 4+0.1 —1.7 0.9 ~1.1 02 27 05 0.4 |1.069 0.981 0.903 0.981 1.237 6.2
0.40 0.54 15.84 14.6 +0.2 —-0.7 —0.2 —-0.6 40.3 —2.0 0.7 +0.4 0.2 2.7 0.5 0.4 1.078 0.980 0.912 0.985 1.195 4.1
0.54 0.72| 12.36 |11.9 —0.2 —0.8 —0.3 —0.3 +0.3 —1.0 0.8 +0.2 02 27 05 05 |1.094 0.965 0.893 0.970 1.152 2.6
0.72 0.86| 8715 |15.9 —0.1 —0.6 —0.3 —0.9 +0.2 —0.5 1.2 +0.1 02 27 05 07 |1.089 0.971 0.895 0.979 1.137 1.0
0.86 0.98 6.527 17.6 —-0.4 —-0.4 +0.1 —0.4 40.3 +2.7 1.0 —0.0 0.2 2.7 0.5 0.7 1.064 0.989 0.922 1.010 1.190 0.3
0.98 1.00| 42.34 |12.8 —1.2 40.0 —0.2 —0.3 4+0.1 +0.1 0.8 —0.0 0.2 27 05 0.8 |1.084 0.977 0.903 0.983 0.855 0.3

2

Table 24: Differential 1-jettiness cross sections for e p (£ = 351.1pb71) scattering in the range 700 < Q“ <
1100 GeV? and 0.40 < y < 0.70, do/dr? [pb/ATP]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 700 < @2 < 1100 GeV? and 0.70 < y < 0.94 — do/dr} [pb/ATD]

% range | Results | Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [€QED ©NoZ €Born e+p ©Had SHAD
1
[pb] [%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 1.341 [319.0 —1.4 +2.8 +0.4 +0.4 +0.2 —20.8 3.1 +0.2 02 27 05 08 |1.119 0977 0917 0.948 0.171 0.9
0.05 0.10| 96.52 | 10.3 —1.9 +1.1 —0.6 +0.6 +0.2 +3.8 1.6 —1.1 02 27 05 0.4 |1.102 0.981 0.906 0.958 1.418 18.8
0.10 0.15| 87.85 | 12.6 —3.0 —0.5 +0.1 +1.3 —0.6 +3.9 2.1 +2.2 0.2 27 05 04 |1.091 0966 0.898 0.966 1.307 15.9
0.15 0.22| 54.39 | 15.0 —1.7 —0.6 +0.1 —0.1 —0.1 +5.2 2.0 —2.9 02 27 05 0.4 |1.084 0.973 0.903 0.966 1.273 0.5
0.22 0.30 33.11 20.3 —1.5 —2.1 +0.3 +0.3 +0.7 —0.5 2.5 —1.3 0.2 2.7 0.5 0.5 1.088 0.972 0.908 0.967 1.294 5.2
0.30 0.40| 15.38 | 27.2 —-1.3 —1.8 —0.2 +0.7 404 —2.5 1.7 424 02 27 05 0.5 |1.078 0.967 0.901 0.980 1.241 5.4
0.40 0.54| 13.33 | 189 —-1.6 —1.5 —0.3 —0.3 40.2 40.3 1.7 +1.9 0.2 27 0.5 0.6 |1.079 0.975 0.904 0.989 1.200 4.5
0.54 0.72| 4.491 |28.1 —1.5 —1.0 +0.1 —1.2 +0.1 —1.4 1.6 +0.5 0.2 27 05 07 |1.073 0.964 0.895 0.995 1.157 2.6
0.72 0.86| 3.584 | 36.5 —0.9 —0.9 —0.2 +0.5 —0.1 —0.3 2.4 +0.4 02 27 05 1.0 |1.062 0.958 0.903 0.998 1.125 0.5
0.86 0.98| 4.102 | 20.3 —0.8 —0.3 +0.3 —0.7 —0.3 —1.7 1.9 +0.0 0.2 27 05 1.0 |1.070 0.984 0.905 0.992 1.197 0.7
0.98 1.00| 19.88 | 28.0 —0.9 +0.1 —0.2 +0.4 +0.2 —0.3 1.6 +0.0 0.2 27 05 1.1 |1.075 0.969 0.913 0.972 0.868 0.0
2

Table 25: Differential 1-jettiness cross sections for e p (£ = 351.1pb_1) scattering in the range 700 < Q° <
1100 GeV? and 0.70 < y < 0.94, da/de [pb/ATf]. Further details are given in the caption of Tab. 2.
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Cross sections in e p (£ = 351.1pb~ 1) for 1100 < Q2 < 1700 GeV? and 0.10 < y < 0.20 — do/dr¥ [pb/ATD]

P range | Results | Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [CQED ©NoZ €Born Cet+p ©Had SHAD
1
[pb] | [%] (%] (%] [%] (%] [%] [%] [%] [%] [%] (%] [%] [%] [%]
0.00 0.05] 11.5 [33.1 40.5 +1.4 407 —0.9 40.1 —-7.9 0.7  +2.0 0.2 27 0.5 0.4 |1.107 0.971 0.900 0.970 0.382 0.8
0.05 0.10| 161.6 | 4.3 42.6 +0.0 —0.2 —2.0 4+0.3 +4.7 0.6 —3.0 02 27 05 0.3 |1.093 0.963 0.899 0.963 2.097 3.3
0.10 0.15| 97.38 | 5.8 40.8 +0.2 +0.7 —2.1 —0.3 +5.7 2.1 +5.7 02 27 05 04 |1.062 0.981 0.912 0.977 1.472 2.1
0.15 0.22| 59.87 | 7.6 +1.6 —0.4 —0.7 —1.5 4+0.7 —2.0 2.7 -5.3 02 27 05 0.5 |1.068 0972 0.907 0.971 1.338 4.7
0.22 0.30| 19.89 [21.9 4+1.0 —1.4 —1.8 —0.0 4+0.3 —2.6 3.3 +7.4 02 27 05 06 |1.072 0.974 0.901 0.970 1.264 5.4
0.30 0.40| 11.46 |30.0 +3.0 —0.3 +2.0 —2.4 +0.2 —11.2 3.3 —5.9 02 27 05 0.7 |1.084 0.954 0.903 0.999 1.197 3.0
0.40 0.60| 5.774 |21.2 40.5 —0.0 —0.5 —1.5 —0.0 —12.0 2.0 +0.9 02 27 05 08 |1.084 0.946 0.899 0.961 1.145 1.3
0.60 1.00| 2.633 |13.0 —2.2 —1.7 —1.0 +1.9 4+0.4 —17.2 1.3 +0.1 02 27 05 09 |1.072 0.973 0.901 0.978 1.066 0.1

Table 26: Differential 1-jettiness cross sections for e” p (£ = 351.1 pb_l) scattering in the range 1100 < Q* <
1700 GeV? and 0.10 < y < 0.20, da/de [pb/ATf]. Further details are given in the caption of Tab. 2.

Cross sections in e ~p (£ = 351.1pb— 1) for 1100 < Q2 < 1700 GeV? and 0.20 < y < 0.40 — do/d7? [pb/ATP]

b

7% range | Results | Uncertainties \ Correction factors
min max ddf'{, stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [®QED ©NoZ €Born Se+p CHad SHAD
[pb] | [%]  [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 21.13 |18.6 40.2 +1.4 40.6 —0.6 +0.1 —7.2 0.6 +0.3 02 27 05 04 |1.115 0.955 0.909 0.939 0.355 0.7
0.05 0.10| 182.9 | 4.4 40.8 +0.0 —0.3 —0.8 +0.4 +4.0 0.7 +0.9 02 27 05 03 [1.101 0.956 0.904 0.949 1.813 2.1
0.10 0.15| 105.3 | 8.7 +1.9 40.3 40.1 —1.8 4+0.3 +5.7 1.7 —2.3 0.2 27 05 0.4 |1.080 0.960 0.904 0.956 1.362 6.4
0.15 0.22| 55.2 [12.6 +2.4 +0.1 —0.1 —2.1 40.3 —0.0 1.8 —0.5 0.2 27 05 0.4 |1.080 0.950 0.894 0.946 1.297 4.3
0.22 0.30| 26.72 [19.6 +1.8 —1.5 +0.2 —1.4 +0.3 —4.6 2.1 +2.0 02 27 05 05 |1.071 0.960 0.903 0.949 1.250 5.9
0.30 0.40 16.28 20.1 +2.0 -—-1.1 —0.1 —2.2 +4+0.4 —6.3 1.6 +0.2 0.2 2.7 0.5 0.6 1.073 0.961 0.904 0.972 1.200 3.5
0.40 0.54| 10.34 |18.8 +1.5 —0.5 +0.1 —1.5 +0.3 —4.7 1.4 —0.6 0.2 27 05 0.7 |1.082 0.942 0.904 0.970 1.143 2.5
0.54 0.72| 5.197 |20.5 40.2 —0.5 —0.6 —0.1 +0.2 —1.6 1.4 —0.3 0.2 27 05 0.8 |1.084 0.967 0.899 0.976 1.123 1.3
0.72 0.86| 3.323 [31.5 40.8 —0.0 —0.3 —1.1 40.3 —1.6 2.4 —0.4 02 27 05 1.2 |1.084 0.947 0.915 0.998 1.089 0.4
0.86 0.98| 3.105 |24.2 42.0 —0.6 +0.3 —1.4 +0.8 +0.5 2.0 +0.0 0.2 27 05 1.3 [1.080 0.962 0.912 0.979 1.159 0.8
0.98 1.00| 3.105 |73.5 —1.4 +0.4 —0.2 —1.4 —0.3 +3.5 2.3 —0.1 0.2 27 05 1.8 |1.098 0.950 0.896 0.946 0.844 1.4

Table 27: Differential 1-jettiness cross sections for e “p (£ = 351.1 pb~ 1) scattering in the range 1100 < Q? <
1700 GeV?2 and 0.20 < y < 0.40, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e " p (£ = 351.1pb~ 1) for 1100 < Q2 < 1700 GeV? and 0.40 < y < 0.70 — do/dr} [pb/A7D]

'r{’ range ‘Results‘ Uncertainties ‘ Correction factors
min max 5‘7"{, stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [¢QED ©NoZ CBorn Ce+p C°Had SHAD
pb] [ [%] [%] (%] [%] (%] [%] [%] [%] [%] [%] [%] (%] [%] [%]
0.00 0.05| 22.63 |17.4 —-0.0 +1.7 +40.7 -0.8 +0.1 —6.8 0.8 +0.4 0.2 2.7 0.5 0.5 1.141 0.947 0.896 0.907 0.332 0.2
0.05 0.10 148 51 +0.7 —-0.2 —-0.1 —-0.6 40.2 +43.8 0.7 +1.1 0.2 2.7 0.5 0.3 1.119 0.945 0.899 0.925 1.568 3.8
0.10 0.15| 94.38 8.7 +0.5 -0.2 -0.5 —-1.3 +40.1 +3.2 1.3 —3.2 0.2 2.7 0.5 0.4 1.078 0.967 0.901 0.957 1.300 7.6
0.15 0.22| 44.35 |13.4 +2.0 +0.0 -0.1 —-1.5 +0.3 +3.0 1.4 —-2.9 0.2 2.7 0.5 0.5 1.083 0.955 0.899 0.946 1.273 3.9
0.22 0.30| 26.23 |15.6 +0.9 —0.1 —0.1 —1.6 +40.2 -—3.1 1.5 +3.2 0.2 2.7 0.5 0.5 1.092 0.941 0.890 0.938 1.242 5.7
0.30 0.40 12.07 (21.5 41.4 —-0.5 —0.2 —1.1 40.2 —-2.7 1.2 +2.3 0.2 2.7 0.5 0.6 1.084 0.961 0.904 0.971 1.196 5.5
0.40 0.54| 10.26 |15.4 +4+0.4 —-0.6 —-0.4 -0.5 +0.3 —1.8 1.1 +0.7 0.2 2.7 0.5 0.7 1.084 0.957 0.903 0.962 1.147 2.9
0.54 0.72| 4.849 |19.5 40.5 —0.5 —0.2 —-1.2 40.1 -3.2 1.2 +0.2 0.2 2.7 0.5 0.8 1.096 0.948 0.901 0.963 1.115 0.9
0.72 0.86 1.712 [53.8 40.7 —-0.7 +40.4 —0.1 40.6 -—2.3 2.1 +0.1 0.2 2.7 0.5 1.1 1.083 0.972 0.923 1.002 1.105 1.7
0.86 0.98| 3.884 |20.7 —-0.8 —-0.2 +0.1 +0.1 +0.3 +3.2 1.8 —-0.0 0.2 2.7 0.5 1.2 1.069 1.012 0.901 0.995 1.156 0.0
0.98 1.00| 18.09 |20.8 —-0.8 —-0.0 —-0.4 —-0.4 40.5 -0.7 1.5 +0.0 0.2 2.7 0.5 1.4 1.107 0.910 0.900 0.971 0.886 1.0

Table 28: Differential 1-jettiness cross sections for e p (£ = 351.1 pb_l) scattering in the range 1100 < Q2
1700 GeV?2 and 0.40 < y < 0.70, do/d7{ [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections in e~ p (£ = 351.1pb™— 1) for 1100 < Q2 < 1700 GeV? and 0.70 < y < 0.94 — do/dr¥ [pb/A7TP]

% range | Results | Uncertainties \ Correction factors
min max flg stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |¢QED €NoZ C°Born Ce+p C©Had SHAD
[pb) (%] (%] (%] [%] (%] (%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 2.415 |108.7 —0.7 +2.2 +0.6 +0.4 +0.0 —3.6 1.3 +2.1 02 27 05 08 |1.146 0.956 0.908 0.919 0.317 0.4
0.05 0.10 66.87 9.2 —0.6 —0.1 +0.2 +0.1 +0.1 +2.3 1.1 +3.3 0.2 2.7 0.5 0.4 1.109 0.954 0.915 0.931 1.490 2.7
0.10 0.15 55.26 13.2 —0.6 —0.2 —0.3 —0.1 —0.0 +8.2 1.9 —10.6 0.2 2.7 0.5 0.6 1.083 0.956 0.903 0.955 1.277 9.1
0.15 0.22| 23.6 |20.0 —0.1 —0.7 —0.3 +0.5 405 +1.3 1.9 —2.1 02 27 05 0.6 |1.079 0.968 0.904 0.965 1.272 3.7
0.22 0.30| 15.63 | 21.2 +0.4 —0.6 +0.0 —0.2 4+0.1 +1.3 2.1 +5.6 0.2 27 05 07 |1.091 0938 0.908 0.950 1.249 6.5
0.30 0.40| 7.329 | 27.1 —0.6 —0.6 +0.4 +0.1 4+0.3 —1.9 1.8 +3.0 02 27 05 08 |1.096 0949 0.892 0.959 1.204 4.4
0.40 0.54| 4.424 | 25.4 +0.6 —0.4 —0.1 —1.1 +0.4 +4.5 2.1 409 0.2 27 05 09 [1.100 0.933 0.884 0.984 1.144 2.4
0.54 0.72| 2.391 | 24.6 +0.4 —0.5 —0.4 +0.2 —0.2 +9.3 1.9 +0.1 0.2 27 05 1.1 |1.048 0.972 0.922 0.980 1.118 1.3
0.72 0.86| 1.123 | 56.9 —0.2 —1.0 +0.4 —0.1 +0.5 +2.2 3.0 +0.2 0.2 27 05 1.5 |1.117 0.906 0.894 0.963 1.115 1.3
0.86 0.98 2.133 29.7 —0.7 —0.5 +0.4 +0.7 —0.0 —3.5 2.2 +0.1 0.2 2.7 0.5 1.6 1.099 0.926 0.910 0.953 1.144 2.0
0.98 1.00| 7.173 | 34.9 +1.7 +1.1 +0.5 —1.4 +0.2 +17.8 2.4 —0.2 02 27 05 1.8 |1.099 0.953 0.925 0.939 0.899 1.9

Table 29: Differential 1-jettiness cross sections for e “p (£ = 351.1 pb~ 1) scattering in the range 1100 < Q? <
1700 GeV?2 and 0.70 < y < 0.94, do/dr? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e p (£ = 351.1pb ™ 1) for 1700 < Q2 < 3500 GeV? and 0.20 < y < 0.40 — do/dr} [pb/ArD]

7} range | Results Uncertainties \ Correction factors

min max ;f'{, stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [€QED €NoZ €Born e+p ©Had SHAD

[pb] [ [%]  [%]  [%] [%] (%] (%] (%] [%] [%] (%] %] % (%] [%]
0.00 0.05| 42.95 | 9.1 +1.3 +1.1 +0.7 —1.4 —0.0 —2.9 0.4 +3.0 0.2 2.7 0.5 0.3 |1.147 0.924 0.905 0.896 0.581 1.2
0.05 0.10| 177.8 | 3.7 +3.1 —0.2 —0.1 —2.5 40.1 +3.5 0.6 —6.8 0.2 2.7 0.5 0.3 [1.132 0.916 0.891 0.897 1.644 11.1
0.10 0.15| 71.91 | 6.8 +42.9 —0.1 +0.3 —3.0 +0.3 +3.4 1.5 +7.4 0.2 2.7 0.5 0.5 [ 1.097 0.915 0.905 0.923 1.338 3.2
0.15 0.22 28.89 |12.1 +2.2 —0.6 —0.3 —1.3 40.1 —8.9 1.8 —1.4 0.2 2.7 0.5 0.5 |1.089 0.912 0.907 0.918 1.248 5.6
0.22 0.30| 26.55 |[12.9 +2.5 —0.3 —0.3 —1.9 40.0 —5.3 2.3 +2.0 0.2 2.7 0.5 0.7 |1.103 0.916 0.906 0.933 1.194 4.8
0.30 0.40| 7.71 |28.0 +2.9 —0.8 +0.1 —2.1 —0.3 —0.7 2.0 —4.0 0.2 2.7 0.5 0.8 |[1.089 0.905 0.900 0.916 1.145 1.4
0.40 0.60| 4.787 |17.1 +2.1 —0.7 —0.6 —2.1 40.2 —5.4 1.3 —-1.0 0.2 2.7 0.5 0.8 |1.068 0.937 0.919 0.951 1.108 1.8
0.60 1.00| 1.517 |15.6 +0.8 —0.6 —0.1 —1.2 40.2 —5.4 0.9 —0.0 0.2 2.7 0.5 0.9 |1.123 0.917 0.886 0.907 1.055 0.1

Table 30: Differential 1-jettiness cross sections for e “p (£ = 351.1 pb~ 1) scattering in the range 1700 < Q? <
3500 GeV? and 0.20 < y < 0.40, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e ~p (£ = 351.1pb— 1) for 1700 < Q2 < 3500 GeV? and 0.40 < y < 0.70 — do/d7? [pb/ATP]

7% range | Results | Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [CQED ©NoZ CBorn Cetp °Had SHAD
1
[pb] | [%]  [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 53.27 | 7.1 40.6 +1.3 40.5 —0.6 +0.1 —0.4 0.4 +2.9 0.2 27 05 04 |1.182 0.894 0.904 0.846 0.554 1.1
0.05 0.10| 135.8 | 4.3 42.0 —0.1 —0.2 —1.7 40.0 +2.7 0.6 —52 02 27 05 0.3 |1.139 0911 0.899 0.882 1.515 9.8
0.10 0.15 55.25 7.8 +1.7 —0.4 —0.1 —0.7 +0.1 +0.8 1.1 +6.2 0.2 2.7 0.5 0.5 1.134 0.892 0.887 0.881 1.292 0.0
0.15 0.22 33.89 8.9 +1.9 —-0.6 —0.1 —1.0 +0.2 —1.4 1.2 —4.7 0.2 2.7 0.5 0.6 1.110 0.910 0.912 0.913 1.236 5.2
0.22 0.30| 18.45 |14.4 42.0 —0.8 —0.5 —1.4 —0.1 —1.2 1.6 +1.8 02 27 05 07 |1.099 0.919 0.906 0.928 1.187 5.2
0.30 0.40 8.945 186 +4+1.9 —-0.3 +0.1 —1.4 —-0.1 —1.4 1.3 +1.1 0.2 2.7 0.5 0.8 1.109 0.907 0.901 0.938 1.139 3.1
0.40 0.60| 6.976 |10.8 +1.2 —0.5 —0.0 —1.0 40.2 —1.8 0.9 —0.3 0.2 27 05 0.8 |1.103 0918 0.903 0.920 1.110 1.8
0.60 1.00| 1.636 |15.0 +0.9 —0.1 —0.0 —0.8 +0.1 +3.4 0.8 +0.0 0.2 27 0.5 08 |1.093 0.912 0.919 0.949 1.056 0.1

Table 31: Differential 1-jettiness cross sections for e "p (£ = 351.1 pb~ 1) scattering in the range 1700 < Q? <
3500 GeV? and 0.40 < y < 0.70, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb~ 1) for 1700 < Q2 < 3500 GeV? and 0.70 < y < 0.94 — do/dr¥ [pb/ATD]

7% range | Results | Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [€QED ©NoZ €Born Cetp °Had SHAD
1
[pb] | [%] (%] (%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 25.11 |10.8 —0.4 +1.4 +0.4 +0.1 +0.3 +2.7 0.8 +1.3 02 27 05 06 |1.198 0.896 0.903 0.823 0.542 0.0
0.05 0.10| 65.45 | 6.4 —0.1 —0.2 —0.2 —0.0 4+0.3 +1.9 0.8 ~1.1 02 27 05 0.5 |1.144 0.900 0.901 0.869 1.440 11.7
0.10 0.15 30.58 10.7 +0.5 +0.1 +0.0 —1.1 40.3 +8.1 1.4 —0.4 0.2 2.7 0.5 0.7 1.107 0.903 0.905 0.897 1.271 0.5
0.15 0.22 18.43 12.7 40.4 —-0.9 —0.5 —0.3 +0.1 —1.2 1.5 —0.2 0.2 2.7 0.5 0.7 1.113 0.905 0.889 0.896 1.242 5.7
0.22 0.30| 8302 [21.3 40.9 —0.9 +0.4 +0.3 +0.0 —4.0 2.1 +1.3 02 27 05 09 |1.101 0.927 0.920 0.904 1.194 3.7
0.30 0.40 7.743 15.7 +0.6 —0.9 —0.1 +0.4 40.2 —1.7 2.0 —0.8 0.2 2.7 0.5 1.0 1.089 0.905 0.926 0.937 1.137 2.8
0.40 0.60 2.171 20.0 +1.1 —-0.3 —0.3 —1.3 +0.1 +7.9 1.4 —0.2 0.2 2.7 0.5 1.0 1.090 0.941 0.903 0.943 1.121 1.7
0.60 1.00| 1.109 |15.6 +0.8 —0.2 +0.1 —0.7 —0.0 +3.7 1.0 —0.0 0.2 27 05 1.1 |1.104 0.905 0.891 0.935 1.050 0.4

Table 32: Differential 1-jettiness cross sections for e”p (£ = 351.1 pb_l) scattering in the range 1700 < Q? <
3500 GeV? and 0.70 < y < 0.94, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.
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Cross sections

ine p (£ =351.1pb~ 1) for 3500 < Q2 < 8000 GeV?2 and 0.20 < y < 0.40

do/dr? [pb/arb]

% range | Results | Uncertainties \ Correction factors
d
min max| 7% |stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED [€QED ©NoZ €Born e+p C©Had SHAD
1
[pb] [%] [%] [%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 41.83 | 7.5 +3.1 40.7 +0.8 —2.2 —0.1 +0.1 0.4  +1.8 1.0 27 05 0.4 |1.207 0.839 0.914 0.816 0.796 3.1
0.05 0.10| 61.94 | 7.2 +5.6 —0.2 +0.9 —2.5 +0.1 +3.4 1.1 —51 1.0 27 05 0.6 |1.178 0.839 0.906 0.810 1.428 2.1
0.10 0.15| 20.99 | 17.7 +5.7 —0.7 +0.8 —3.1 +0.3 —2.6 2.8 +4.7 1.0 27 05 0.9 |1.164 0.839 0.900 0.795 1.263 6.1
0.15 0.22| 9.517 | 26.3 +3.1 —1.0 —0.7 —3.1 —0.2 —2.5 3.3 +0.7 1.0 27 05 1.0 | 1.136 0.843 0.913 0.824 1.187 5.6
0.22 0.30| 3.569 | 58.9 +3.1 —0.4 —1.6 —2.9 +0.3 —7.0 4.6 ~8.0 1.0 27 05 1.3 |1.149 0.827 0.892 0.826 1.123 3.1
0.30 0.40| 5.991 | 22,9 +2.1 —1.9 +0.1 —0.3 —0.1 —9.5 4.3 ~1.0 1.0 27 05 1.6 |1.125 0.821 0.876 0.794 1.105 2.2
0.40 0.60| 0.8913 | 48.2 +2.4 —0.7 +0.9 —2.2 +0.1 —10.5 2.7  +1.1 1.0 27 0.5 1.7 | 1.103 0.841 0.882 0.815 1.073 0.7
0.60 1.000.08044|130.8 +0.1 —0.7 —0.1 —1.0 —-0.3 —12.5 2.3 +0.3 1.0 2.7 0.5 2.3 1.161 0.861 0.928 0.799 1.040 0.2

Table 33: Differential 1-jettiness

cross sections for e~ p (£ = 351.1pb~1)
8000 GeV? and 0.20 < y < 0.40, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

scattering in the

range 3500 < Q2 <

Cross sections in e~ p (£ = 351.1pb~ 1) for 3500 < Q2 < 8000 GeV? and 0.40 < y < 0.70 — do/dr} [pb/ATD]

b range | Results | Uncertainties \ Correction factors

d
min max ﬁ stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |¢QED ©¢NoZ C€Born €e+p €Had 9HAD

1

[pb] | [%] (%] (%] [%] (%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
0.00 0.05| 41.57 6.7 +1.3 +0.7 +0.3 —1.2 40.1 +0.4 0.3 +1.5 1.0 2.7 0.5 0.4 1.289 0.783 0.900 0.704 0.772 4.2
0.05 0.10| 63.31 59 +43.0 —-0.6 -—-0.3 —2.0 —-0.0 +2.3 0.7 —2.3 1.0 2.7 0.5 0.6 1.244 0.790 0.904 0.729 1.386 0.8
0.10 0.15| 20.92 |14.2 +3.5 —0.7 —0.3 —2.6 —0.1 —5.6 1.5 —2.7 1.0 2.7 0.5 0.9 1.209 0.776 0.907 0.736 1.243 5.9
0.15 0.22 13.82 |[15.8 +3.2 +40.2 +40.5 —2.1 —-0.1 —-2.4 1.8 —0.6 1.0 2.7 0.5 1.0 1.250 0.754 0.890 0.725 1.169 4.4
0.22 0.30 4.551 33.6 +1.4 —1.2 —0.4 —1.7 —0.4 —4.7 2.5 +2.7 1.0 2.7 0.5 1.3 1.177 0.783 0.903 0.753 1.125 1.8
0.30 0.40 3.43 26.7 +4+2.3 —-0.4 +40.2 —1.1 —-0.3 —0.4 2.2 +0.7 1.0 2.7 0.5 1.5 1.171 0.767 0.901 0.768 1.094 1.4
0.40 0.60| 1.331 |24.8 +2.4 —0.3 +40.2 —2.5 —0.0 —1.8 1.6 —0.3 1.0 2.7 0.5 1.6 1.147 0.790 0.955 0.798 1.070 1.3
0.60 1.00 0.353 |33.8 +1.7 —-0.0 +0.2 —1.2 +40.2 —0.2 1.6 +0.1 1.0 2.7 0.5 1.8 1.212 0.794 0.914 0.794 1.037 0.1

R . .. R _ 1 . R 2

Table 34: Differential 1-jettiness cross sections for e” p (£ = 351.1pb™ ") scattering in the range 3500 < @Q* <

8000 GeV? and 0.40 < y < 0.70, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

Cross sections in e~ p (£ = 351.1pb ™ 1) for 3500 < Q2 < 8000 GeV? and 0.70 < y < 0.94 — do/dr} [pb/ArD]

7% range | Results

do

Uncertainties

Correction factors

min max arb stat RCES JES HadTh ElEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |[°QED €NoZ CBorn Ce+p °Had SHAD

pb] [ [%]  [%]  [%] [%] (%] (%] (%] [%] [%] (%] %] (% [%] [%]
0.00 0.05| 26.39 | 8.7 +40.6 +0.9 +0.1 —1.0 —0.0 +2.2 0.6 +0.5 1.0 2.7 0.5 0.6 |1.318 0.749 0.908 0.650 0.758 3.8
0.05 0.10| 29.39 | 9.6 +1.6 —0.3 —0.2 —0.7 —0.0 +5.2 0.9 —0.5 1.0 2.7 0.5 0.8 |1.276 0.768 0.911 0.691 1.367 2.2
0.10 0.15| 12.89 |18.0 +2.4 —0.2 —0.3 —1.6 —0.0 +11.3 1.9 —5.7 1.0 2.7 05 1.2 [ 1.210 0.796 0.922 0.755 1.229 5.2
0.15 0.22| 6.352 |24.9 +2.0 —0.4 —0.6 —1.1 —0.3 +4.4 2.2 —0.0 1.0 2.7 0.5 1.3 |1.204 0.782 0.924 0.723 1.173 5.4
0.22 0.30| 4.442 |26.1 +2.7 +1.1 —0.3 —1.9 40.6 +31.7 3.7 +5.7 1.0 2.7 05 1.6 |1.226 0.779 0.884 0.712 1.122 0.3
0.30 0.40| 0.7486 |67.3 +1.2 40.5 +1.0 —1.4 40.3 +5.7 3.1 +1.9 1.0 2.7 0.5 2.0 [1.166 0.785 0.941 0.750 1.092 3.0
0.40 0.60| 0.8548 |32.1 +3.3 +0.0 +0.0 —1.4 —0.3 +16.9 2.6 +0.9 1.0 2.7 0.5 2.0 |1.218 0.736 0.907 0.739 1.078 0.4
0.60 1.00| 0.3377 |28.6 +0.4 +0.2 +0.9 —0.9 40.3 +10.2 3.6 —0.4 1.0 2.7 0.5 2.3 |1.258 0.751 0.853 0.735 1.040 0.6

Table 35: Differential 1-jettiness
8000 GeV? and 0.70 < y < 0.94, do/d7? [pb/A7P]. Further details are given in the caption of Tab. 2.

cross sections for e p (£ = 351.1pb~ 1) scattering in the

range 3500 < Q2 <

Cross sections in e~ p (£ = 351.1pb~ 1) for 8000 < Q2 < 20000 GeV? and 0.20 < y < 0.94 — do/d7} [pb/ATP]

% range | Results

do

Uncertainties

Correction factors

min max arb stat RCES JES HadTh EIEn EITh Model MCstat Unfold ElecID Lumi Uncor QED |¢QED ¢NoZ CBorn Ce+p ©Had SHAD

[pb] (%] (%] %] [%] %] (%] %] [%] [%] [%] %] (%] %] [%]
0.00 0.05| 60.77 | 5.8 +3.4 +0.5 +0.6 —2.8 —0.4 —0.1 0.3 +0.6 1.0 2.7 0.5 0.6 |1.464 0.630 0.905 0.525 0.894 3.2
0.05 0.10| 34.91 | 10.8 +5.1 —0.6 +0.7 —3.3 —0.2 +4.0 1.2 +3.1 1.0 2.7 0.5 1.2 | 1.400 0.639 0.945 0.510 1.271 6.0
0.10 0.15| 9.962 | 37.0 +4.9 —-0.5 —0.0 —3.4 —1.3 —0.8 3.3 —9.0 1.0 2.7 0.5 1.8 |1.440 0.618 0.906 0.515 1.179 5.6
0.15 0.22| 6.054 | 39.3 +2.6 —0.9 —0.6 —4.2 —0.3 +0.4 4.1 -10.3 1.0 2.7 0.5 2.1 |1.340 0.681 0.977 0.546 1.124 2.4
0.22 0.30| 4.378 | 36.6 +7.0 +0.3 +2.4 —3.3 —1.1 —0.0 4.8 —3.6 1.0 2.7 0.5 2.7 |1.464 0.591 0.820 0.516 1.075 2.2
0.30 0.40| 0.7655 [109.2 +2.9 —0.3 +0.3 +0.4 —0.1 —5.8 5.0 +5.4 1.0 2.7 0.5 3.4 |1.414 0.627 0.934 0.522 1.058 1.8
0.40 0.60| 0.5905 | 50.7 +1.4 —0.1 +1.6 —1.8 40.1 —0.1 4.6 +3.4 1.0 2.7 0.5 3.7 | 1.355 0.687 0.988 0.618 1.020 0.2
0.60 1.00| 0.1414 | 54.2 +43.7 +1.1 —1.6 —3.9 —0.7 +27.0 3.9 -1.6 1.0 2.7 0.5 5.0 | 1.480 0.652 0.917 0.467 1.071 1.5

Table 36: Differential 1-jettiness

cross sections for e p (£ = 351.1pb~ 1)
20000 GeV2 and 0.20 < y < 0.94, do/d7} [pb/ArP]. Further details are given in the caption
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scattering in the

range 8000 < Q2 <

of Tab. 2.



2D neutral current DIS in e~ p cross sections d2o/dQ2dy [pb/GeV?2]

vy Q2% | Results | Uncertainties | Correction factors
2

min min | Jo2%y |stat RCES JES HadTh ElEn EITh Model MCstat Unfold BlecID Lumi Uncor QED |QED ¢NoZ ¢Born Cetp ¢Had SHAD

[GeV] [ [pb/Gev?2] | [%] [%]  [%] [7%] (%] (%] (%] [%] [%] [7%] (%] (%] (%] [%]
0.05 150 1743 |29 421 40.7 40.8 +43.8 +1.3 409 0.5  —0.0 0.2 27 05 0.2 | 1067 0.999 0.922 0.999 1.000 0.0
0.05 200 1393 [1.6 +1.6 +0.3 +0.3 —1.6 +0.7 —03 02  —0.1 02 27 05 02 | 1071 0992 0911 0.995 1.000 0.0
0.05 280 113.6 1.7 +4+1.6 +0.2 +0.3 —1.7 +0.7 -0.2 0.2 +0.0 0.2 2.7 0.5 0.2 1.066 0.993 0.912 0.992 1.000 0.0
0.05 440 6484 |22 +1.3 +0.2 +0.1 -2.0 40.4 +0.3 0.2  —0.1 02 27 05 0.2 |1.064 0.991 0.910 0.991 1.000 0.0
0.05 700 35.93 2.4 +0.7 +0.1 -0.3 -—-1.3 +40.3 -—1.1 0.2 —0.0 0.2 2.7 0.5 0.3 1.069 0.981 0.902 0.983 1.000 0.0
0.10 150 217.3 1.5 +1.4 +0.4 +0.2 +1.8 +0.8 +0.5 0.2 —0.0 0.2 2.7 0.5 0.2 1.073 0.994 0.919 0.997 1.000 0.0
0.10 200 1756 [ 1.2 408 +0.1 —0.0 —1.3 +0.7 +0.2 0.1  —0.0 02 27 05 02 | 1073 0.993 0.915 0.993 1.000 0.0
0.10 280 141.5 1.2 +1.0 +0.1 +0.0 —1.1 +0.6 +0.1 0.1 —0.0 0.2 2.7 0.5 0.1 1.067 0.991 0.911 0.992 1.000 0.0
0.10 440 83.26 | 1.6 +1.2 +0.1 +0.1 —1.6 +0.5 —0.0 01  —00 02 27 05 0.2 |1.070 0.987 0.906 0.987 1.000 0.0
0.10 700 41.88 |21 +1.2 —0.0 +0.0 —1.1 +04 +0.2 0.1  —0.0 02 2.7 05 02 |1.063 0.978 0.907 0.979 1.000 0.0
0.10 1100 21.64 2.8 +1.5 +0.1 +0.0 -1.4 +0.2 -0.8 0.1 —0.1 0.2 2.7 0.5 0.2 1.068 0.968 0.902 0.970 1.000 0.0
0.20 150 2476 | 1.0 40.8 +0.3 +0.0 —0.3 +0.7 +0.9 0.1  40.0 02 27 05 0.1 |1.072 0.996 0.918 0.996 1.000 0.0
0.20 200 1939 [1.1 406 +0.0 —0.0 —1.0 +0.7 +1.0 01  —0.0 02 27 05 0.1 | 1071 0.994 0.916 0.994 1.000 0.0
0.20 280 164.4 1.1 +40.7 +0.1 -0.0 —-1.1 +0.5 +0.6 0.1 —0.0 0.2 2.7 0.5 0.1 1.069 0.993 0.913 0.992 1.000 0.0
0.20 440 9495 |15 409 +0.0 —0.1 —1.3 40.4 +0.3 01  —00 02 27 05 0.1 |1.069 0.987 0.908 0.986 1.000 0.0
0.20 700 51.29 1.8 +4+0.8 —0.0 —-0.1 —-0.9 +0.3 +0.3 0.1 —0.0 0.2 2.7 0.5 0.2 1.068 0.975 0.906 0.974 1.000 0.0
0.20 1100 26.03 25 +1.2 -0.0 -0.0 -1.3 +0.3 +40.1 0.1 —0.0 0.2 2.7 0.5 0.2 1.066 0.956 0.903 0.953 1.000 0.0
0.20 1700 20.2 3.0 423 +0.0 +0.1 —1.9 40.0 —-1.1 02 —0.2 02 27 05 0.2 |1.066 0918 0.900 0.908 1.000 0.0
0.20 3500 7.902 4.4 +3.8 +0.0 +40.6 —2.3 —0.0 -—0.3 0.2 —0.3 1.0 2.7 0.5 0.4 1.060 0.838 0.908 0.812 1.000 0.0
0.20 8000 | 1.266 |11.4 +4.2 —0.0 +1.1 -3.6 —0.3 +0.2 05  —07 1.0 27 05 08 |[1.059 0.741 0.917 0.689 1.000 0.0
0.40 150 1965 1.3 -0.6 —-1.2 —0.1 —0.6 +0.5 +24 01  —0.0 02 27 05 0.1 | 1074 0.993 0.918 0.994 1.000 0.0
0.40 200 157.7 1.3 -04 -0.7 -0.1 -0.5 +0.4 +2.2 0.1 —0.0 0.2 2.7 0.5 0.1 1.072 0.992 0.914 0.993 1.000 0.0
0.40 280 135.7 |14 -03 —04 —0.1 —07 404 +1.8 01  —0.0 02 27 05 0.1 1071 0.989 0.910 0.990 1.000 0.0
0.40 440 7534 | 1.8 +0.2 -02 -0.1 —0.8 +0.3 +1.1 01  —00 02 27 05 0.1 |1.069 0.986 0.909 0.986 1.000 0.0
0.40 700 41.08 2.1 +0.3 -0.1 -0.1 -0.7 4+0.3 +0.6 0.1 —0.0 0.2 2.7 0.5 0.2 1.068 0.975 0.905 0.971 1.000 0.0
040 1100 | 22.59 |29 +0.7 —0.1 -0.1 -0 +0.2 +0.5 0.2  —00 02 27 05 02 |1.071 0.953 0.900 0.943 1.000 0.0
0.40 1700 17.86 3.1 +1.4 -0.0 -0.0 -1.0 +4+0.1 +0.6 0.2 —0.2 0.2 2.7 0.5 0.3 1.065 0.905 0.902 0.889 1.000 0.0
0.40 3500 7.9 41 421 -00 +40.0 -1.6 —0.0 —0.1 0.2  —0.0 1.0 27 05 04 [1.066 0.782 0.903 0.725 1.000 0.0
0.40 8000 | 2.612 |75 +4.4 +0.0 +05 -3.2 -0.6 -1.2 03  -01 1.0 27 05 0.7 |1.069 0.633 0.915 0.523 1.000 0.0
0.70 700 21.4 4.8 —-1.7 —-0.5 —-0.1 +0.3 +0.1 +0.9 0.3 —0.1 0.2 2.7 0.5 0.2 1.072 0.972 0.904 0.970 1.000 0.0
0.70 1100 | 1068 |51 -0.3 —0.2 +0.1 40.1 +0.2 +1.6 03  —02 02 27 05 03 |1.067 0.952 0.906 0.949 1.000 0.0
070 1700 | 9.873 |43 +0.3 -0.1 -0.1 -0.2 +0.2 +1.6 0.3  -01 02 27 05 04 |1.061 0.905 0.903 0.881 1.000 0.0
0.70 3500 4.002 6.4 +1.3 +4+0.0 —-0.1 —-0.9 —0.0 +4.5 0.4 —0.2 1.0 2.7 0.5 0.5 1.061 0.764 0.910 0.690 1.000 0.0
0.70 8000 | 2.249 |80 +1.9 +0.1 -0.0 -1.3 —0.3 +3.7 05  -08 1.0 27 05 0.8 |1.057 0.600 0.911 0.440 1.000 0.0

Table 37: Double-differential neutral current DIS cross sections for e~ p scattering, d20/dQ2dy [pb]. The lower
bin edges in y and Q2 are indicated. Further details are given in the caption of Tab. 2.
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2D neutral current DIS in et p cross sections d2¢/dQ?dy [pb/GeV?2]

y Q2 | Results | Uncertainties | Correction factors
2

min  min ﬁ stat RCES JES HadTh EIEn EITh Model MCstat SysTauData ElecID Lumi Uncor QED |°QED ©NoZ €¢Born Cfe+p C“Had SHAD

[GeV][[pb/GeV2] | [%]  [%]  [%] [%] %] (%] (%] (%] (%] (%] (%] (%] (%] (%]
0.05 150 180.5 2.7 +2.2 +0.6 +0.9 +3.9 +1.3 —0.3 0.4 +0.0 0.2 2.7 0.5 0.2 1.070 0.996 0.924 1.000 1.000 0.0
0.05 200 144.3 1.5 +1.7 +0.4 +40.3 —1.6 +0.7 +0.1 0.2 —-0.1 0.2 2.7 0.5 0.2 1.070 0.994 0.923 1.000 1.000 0.0
0.05 280 115.7 1.5 +1.6 +0.2 +40.3 -1.5 40.7 +0.1 0.2 —0.0 0.2 2.7 0.5 0.2 1.064 0.998 0.919 1.000 1.000 0.0
0.05 440 66.09 1.9 +1.3 +0.2 +40.1 —-2.1 +0.4 -0.4 0.2 +0.1 0.2 2.7 0.5 0.2 1.063 0.997 0.919 1.000 1.000 0.0
0.05 700 35.45 2.1 +40.5 +40.1 -0.4 -1.2 +0.3 -—1.0 0.2 —-0.1 0.2 2.7 0.5 0.3 1.069 0.995 0.909 1.000 1.000 0.0
0.10 150 222 1.4 +1.5 +40.4 +40.2 +1.8 4+0.8 +40.8 0.2 —0.0 0.2 2.7 0.5 0.1 1.073 0.994 0.923 1.000 1.000 0.0
0.10 200 175 1.1 +4+0.9 +0.1 -0.0 -1.4 +40.8 -0.0 0.1 +0.0 0.2 2.7 0.5 0.1 1.069 0.997 0.920 1.000 1.000 0.0
0.10 280 140.6 1.2 +1.1 +0.1 +40.1 —-1.2 +40.5 +40.1 0.1 —0.0 0.2 2.7 0.5 0.1 1.064 0.996 0.918 1.000 1.000 0.0
0.10 440 79.87 1.5 +1.3 +0.0 +40.0 —1.6 +0.5 —0.1 0.1 —0.0 0.2 2.7 0.5 0.2 1.066 0.997 0.916 1.000 1.000 0.0
0.10 700 42.95 1.9 +1.3 -0.0 +4+0.0 -1.1 +0.4 +40.0 0.1 +0.0 0.2 2.7 0.5 0.2 1.062 0.996 0.915 1.000 1.000 0.0
0.10 1100 22 25 +1.5 +0.1 —-0.0 —1.6 +0.2 —0.9 0.1 —0.1 0.2 2.7 0.5 0.2 1.070 0.995 0.904 1.000 1.000 0.0
0.20 150 248 0.9 +0.8 +40.3 +0.0 -0.3 +0.7 +40.8 0.1 —0.0 0.2 2.7 0.5 0.1 1.074 0.997 0.923 1.000 1.000 0.0
0.20 200 196.6 1.0 +0.7 +0.0 —-0.0 —-1.0 +0.6 +40.7 0.1 —0.0 0.2 2.7 0.5 0.1 1.070 0.997 0.921 1.000 1.000 0.0
0.20 280 165.9 1.0 +0.8 +0.0 —-0.0 -—1.1 +0.5 +40.6 0.1 —0.0 0.2 2.7 0.5 0.1 1.068 0.998 0.919 1.000 1.000 0.0
0.20 440 96.09 1.3 +1.0 +0.0 —-0.1 —1.4 +4+0.5 +40.4 0.1 —0.0 0.2 2.7 0.5 0.1 1.067 0.998 0.917 1.000 1.000 0.0
0.20 700 51.72 1.6 +1.0 +0.0 -0.0 -0.9 +0.3 +0.6 0.1 —0.0 0.2 2.7 0.5 0.2 1.066 0.999 0.911 1.000 1.000 0.0
0.20 1100 24.99 23 +1.4 -0.0 -0.0 -1.3 +0.3 -0.1 0.1 —0.0 0.2 2.7 0.5 0.2 1.062 1.000 0.912 1.000 1.000 0.0
0.20 1700 19.34 2.7 +2.4 +0.0 +0.1 -—-2.1 +0.1 —-0.9 0.1 —0.3 0.2 2.7 0.5 0.2 1.066 1.009 0.902 1.000 1.000 0.0
0.20 3500 6.077 4.7 +4.0 -0.0 +40.6 -—-2.5 —-0.0 -0.7 0.2 —0.3 1.0 2.7 0.5 0.4 1.068 1.029 0.905 1.000 1.000 0.0
0.20 8000 0.8582 13.1 +4.7 40.1 +1.1 —4.1 —-0.5 —-0.5 0.5 —0.1 1.0 2.7 0.5 1.0 1.076 1.072 0.889 1.000 1.000 0.0
0.40 150 203.2 1.2 -0.6 -1.2 -0.1 —-0.6 +0.5 +2.6 0.1 —0.0 0.2 2.7 0.5 0.1 1.073 0.996 0.924 1.000 1.000 0.0
0.40 200 161.4 1.2 -0.4 -0.7 —-0.1 -0.5 40.4 +2.1 0.1 —0.0 0.2 2.7 0.5 0.1 1.069 0.996 0.922 1.000 1.000 0.0
0.40 280 132 1.3 -0.2 -0.4 -0.1 -0.7 4+0.4 +1.7 0.1 —0.0 0.2 2.7 0.5 0.1 1.068 0.996 0.918 1.000 1.000 0.0
0.40 440 76.04 1.6 +0.3 -0.2 -0.1 -0.8 +0.3 +1.3 0.1 —0.0 0.2 2.7 0.5 0.1 1.071 0.997 0.914 1.000 1.000 0.0
0.40 700 38.58 1.9 +0.4 -0.1 -0.1 —-0.8 +0.3 +40.7 0.1 —0.0 0.2 2.7 0.5 0.2 1.066 1.002 0.912 1.000 1.000 0.0
0.40 1100 21.12 2.7 409 -0.0 -0.1 -1.1 +0.2 +40.5 0.2 —-0.1 0.2 2.7 0.5 0.2 1.064 1.007 0.909 1.000 1.000 0.0
0.40 1700 16.83 3.0 +1.7 -0.0 -0.0 —1.2 +0.1 +40.4 0.2 —0.1 0.2 2.7 0.5 0.3 1.072 1.016 0.899 1.000 1.000 0.0
0.40 3500 6.128 4.3 +2.5 —-0.0 +0.0 —-1.9 —-0.1 —-0.9 0.2 —0.5 1.0 2.7 0.5 0.4 1.062 1.076 0.898 1.000 1.000 0.0
0.40 8000 1.538 9.2 +4.7 -0.1 +0.4 -3.2 -0.3 -—1.2 0.5 —0.8 1.0 2.7 0.5 0.9 1.066 1.206 0.898 1.000 1.000 0.0
0.70 700 19.83 4.5 —-1.8 —0.5 —0.1 +40.3 +0.1 +1.1 0.3 —0.0 0.2 2.7 0.5 0.2 1.071 0.999 0.913 1.000 1.000 0.0
0.70 1100 10.73 4.7 -0.3 -0.2 -0.0 +0.1 +0.1 +2.3 0.3 —0.0 0.2 2.7 0.5 0.3 1.070 1.000 0.904 1.000 1.000 0.0
0.70 1700 7.528 4.6 +0.3 -0.2 -0.1 -—-0.3 +0.2 +1.3 0.3 —0.3 0.2 2.7 0.5 0.4 1.063 1.024 0.900 1.000 1.000 0.0
0.70 3500 3.205 6.6 +1.4 +0.3 —-0.0 —1.1 +0.1 +4.8 0.5 —0.3 1.0 2.7 0.5 0.6 1.050 1.104 0.901 1.000 1.000 0.0
0.70 8000 0.7364 14.5 +2.8 +4+0.4 +0.0 -2.3 —-0.7 +6.3 1.1 —1.4 1.0 2.7 0.5 1.2 1.090 1.360 0.896 1.000 1.000 0.0

Table 38: Double-differential neutral current DIS cross sections for e p scattering, d?c/dQ?dy [pb]. The lower
bin edges in y and Q? are indicated. Further details are given in the caption of Tab. 2.
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