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Proton–proton data recorded by the ATLAS detector in 2011, at a centre-of-mass energy
of 7 TeV, have been used for an improved determination of the ,-boson mass and a first
measurement of the ,-boson width at the LHC. Recent fits to the proton parton distribution
functions are incorporated in the measurement procedure and an improved statistical method
is used to increase the measurement precision. The measurement of the ,-boson mass yields
a value of <, = 80366.5 ± 9.8 (stat.) ± 12.5 (syst.) MeV = 80366.5 ± 15.9 MeV, and the
width is measured as Γ, = 2202 ± 32 (stat.) ± 34 (syst.) MeV = 2202 ± 47 MeV. The first
uncertainty components are statistical and the second correspond to the experimental and
physics-modelling systematic uncertainties. Both results are consistent with the expectation
from fits to electroweak precision data. The present measurement of <, is compatible with
and supersedes the previous measurement performed using the same data.
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1 Introduction

At lowest order in the Standard Model (SM) electroweak theory [1–3] the ,-boson mass, <, , can be
expressed solely as a function of the /-boson mass, </ , the fine-structure constant, U, and the Fermi
constant, �F. Higher-order corrections introduce an additional dependence of the ,-boson mass on the
gauge couplings and the masses of the heavy particles of the SM, such as the top-quark mass, <C , and
the Higgs boson mass, <� [4, 5]. In extended theories, the loop corrections receive contributions from
additional particles and interactions. The consistency of the SM and potential effects of new physics
can therefore be probed by comparing the measured values of <, with the results of global fits to
the relevant physical parameters [6–8]. The SM fit yields <SM

,
= 80355 ± 6 MeV [6, 7]. The present
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experimental situation is characterised by a significant tension between the precise measurement from the
CDF Collaboration, <, = 80433.5± 9.4 MeV [9], and the average of the LEP [10], D0 [11], ATLAS [12]
and LHCb [13] measurements, <, = 80369.2 ± 13.3 MeV [14].

The electroweak theory also predicts the total decay width of the , boson, Γ, . It is expected to be equal
to the sum of the partial widths over three generations of lepton doublets and two generations of quark
doublets, yielding an expected value of ΓSM

,
= 2088 ± 1 MeV [6]. New particle candidates that couple

to the , boson and are lighter than <, would open a new decay channel and alter Γ, [15]. Examples
are supersymmetric models in which the , boson decays into the lightest super-partner of the charged
gauge bosons and the lightest super-partner of the neutral gauge bosons [16]. The current world average of
,-boson width determinations yields a value of Γ, = 2085± 42 MeV [17], and is based on measurements
at LEP-2 [10] and the Tevatron [18, 19]. No measurement of Γ, has been previously performed at the
Large Hadron Collider (LHC).

In this paper, an improved measurement of the ,-boson mass as well as a first measurement of its width is
presented, which is based on data from

√
B = 7 TeV recorded by the ATLAS detector in 2011, i.e., the same

data as was used for the first measurement of <, at the LHC [12]. This was based on a j2 considering
statistical uncertainties only, where systematic uncertainties were included a posteriori through variations
of the physics and calibration models within their uncertainties (the so-called ‘offset’ method).

The present analysis uses an improved statistic based on the profile likelihood (PLH) [20]. This technique
performs a simultaneous determination of <, together with a set of nuisance parameters describing the
experimental and modelling uncertainties. The nuisance parameters are adjusted to optimally describe
the data, yielding an overall improved model and some reduction in uncertainty compared with the fitting
technique used previously. With few sub-dominant exceptions, the sources of uncertainty considered in
this measurement are either of experimental nature, or phenomenological, with model parameters derived
from the data. A nuisance parameter representation is therefore adequate and the PLH technique can be
applied. The measurement of Γ, relies on the same PLH statistic and on the same physics, detector and
background model as those used for the determination of <, .

Recent parton distribution functions (PDFs) are studied within this work, and the dependence of the
measurement results on the assumed PDF set is presented and discussed. The present analysis also aims at
consolidating the earlier result of ATLAS, in the perspective of the latest measurement by CDF.

2 ATLAS detector

The ATLAS experiment [21] is a multipurpose particle detector with a forward–backward symmetric
cylindrical geometry. It consists of an inner tracking detector surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large
superconducting toroid magnets1.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range of |[ | < 2.5. At small radii, a high-granularity silicon pixel detector covers the vertex

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of

Δ' ≡
√
(Δ[)2 + (Δq)2.
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region and typically provides three measurements per track. It is followed by the silicon microstrip tracker,
which usually provides eight measurement points per track. These silicon detectors are complemented by
a gas-filled straw-tube transition radiation tracker, which enables radially extended track reconstruction
within |[ | = 2.0. The transition radiation tracker also provides electron identification information based
on the fraction of hits (typically 35 in total) above a higher energy-deposit threshold corresponding to
transition radiation.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. Within the region |[ | < 3.2,
electromagnetic (EM) calorimetry is provided by high-granularity lead/liquid-argon (LAr) calorimeters,
with an additional thin LAr presampler covering |[ | < 1.8 to correct for upstream energy-loss fluctuations.
The EM calorimeter is divided into a barrel section covering |[ | < 1.475 and two endcap sections covering
1.375 < |[ | < 3.2. For |[ | < 2.5, it is divided into three layers in depth, which are finely segmented in [

and q. Hadronic calorimetry is provided by a steel/scintillator-tile calorimeter, segmented into three barrel
structures within |[ | = 1.7 and two copper/LAr hadronic endcap calorimeters covering 1.5 < |[ | < 3.2.
The solid-angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules in
3.1 < |[ | < 4.9, optimised for electromagnetic and hadronic measurements, respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring
the deflection of muons in a magnetic field generated by superconducting air-core toroids. The precision
chamber system covers the region |[ | < 2.7 with three layers of monitored drift tubes, complemented by
cathode strip chambers in the forward region. The muon trigger system covers the range |[ | < 2.4 with
resistive plate chambers in the barrel, and thin gap chambers in the endcap regions.

A three-level trigger system is used to select events for offline analysis [22]. The level-1 trigger is
implemented in hardware and uses a subset of detector information to reduce the event rate to a design
value of at most 75 kHz. This is followed by two software-based trigger levels that together reduce the
event rate to about 300 Hz. A software suite [23] is used in data simulation, in the reconstruction and
analysis of real and simulated data, in detector operations, and in the trigger and data acquisition systems
of the experiment.

3 Measurement overview and analysis strategy

3.1 Data samples and event simulation

The data sample consists of , → 4a and , → `a candidate events, collected in 2011 with the ATLAS
detector in proton–proton collisions at the LHC, at a centre-of-mass energy of

√
B = 7 TeV. The data

collected with all relevant detector systems operational correspond to approximately 4.6 fb−1 and 4.1 fb−1

of integrated luminosity in the electron and muon channels, respectively.

The Powheg Monte Carlo (MC) generator (v1/r1556) [24–26] is used for the simulation of,- and /-boson
production and decay in the electron, muon, and g-lepton channels, and is interfaced to Pythia 8 (v8.170)
for the modelling of the parton shower, hadronisation, and underlying event [27, 28]. Parton shower and
underlying event parameters are set according to the AZNLO tune [29]. The CT10 PDF set [30] is used for
the hard process, and the CTEQ6L1 PDF set [31] is used in the parton shower. The /-boson simulation
includes the effect of virtual photon exchange. The ,- and /-boson rapidity and ?T distributions are
reweighted to optimise the description of the data, as described in Section 5.2. The change in the final-state
distributions from updating the distributions to more recent PDFs is evaluated using Powheg.
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QED final-state radiation (FSR) is simulated using Photos (v2.154) [32]. Decays of g-leptons are
handled by Pythia 8, taking into account polarisation effects. The ,- and /-boson event yields are
normalised according to their measured cross sections, and the experimental uncertainties of 1.8% and
2.3% are assigned to the ,+// and ,−// production cross-section ratios, respectively [33]. The ,-boson
production samples assume <, = 80399 MeV and Γ, = 2085 MeV.

Background processes such as top-quark pair and single-top-quark production are modelled using the
MC@NLO MC generator (v4.01) [34–36], interfaced to Herwig and Jimmy for the parton shower.
Gauge-boson pair production (,, , ,/ , //) is simulated with Herwig (v6.520). The CT10 PDF set is
used in all these samples.

The response of the ATLAS detector is simulated using a software suite [37] based on Geant4 [38]. The hard-
scattering process is overlaid with additional proton–proton interactions, simulated with Pythia 8 (v8.165)
using the A2 tune [39]. The distribution of the average number of interactions per bunch crossing 〈`〉
spans the range 2.5–16.0, with a mean value of approximately 9.0.

3.2 Selection of electrons and muons and reconstruction of the recoil

Object definitions are unchanged compared to Ref. [12]. Electron candidates are reconstructed from
clusters of energy deposited in the electromagnetic calorimeter and associated with at least one track in the
ID [40, 41]. Quality requirements are applied to the associated tracks in order to reject poorly reconstructed
charged-particle trajectories. The energy of the electron is reconstructed from the energy collected in
calorimeter cells within an area of size Δ[ × Δq = 0.075 × 0.175 in the barrel, and 0.125 × 0.125 in the
endcaps. The energy measurement relies on a multivariate regression algorithm developed and optimised
on simulated events. The kinematic properties of the reconstructed electron are inferred from the energy
measured in the EM calorimeter and from the pseudorapidity and azimuth of the associated track. Electron
candidates are required to fulfil tight identification requirements [40], and their transverse momentum, ?ℓT,
and pseudorapidity should satisfy ?ℓT > 15 GeV and |[ | < 2.4. As in the previous result, the pseudorapidity
range 1.2 < |[ | < 1.8 is excluded from the measurement. Background from jets misidentified as electrons
is reduced using additional isolation requirements using the activity in the ID and calorimeter nearby the
electron candidates passing the kinematic and identification selections [12].

Muon candidates are reconstructed independently in the ID and in the MS, and a combined muon candidate
is formed from the statistical combination of the ID and MS track parameters [42]. The kinematic
properties of the reconstructed muon are defined using the ID track parameters alone, which allows a
simpler calibration procedure. Muon candidates are required to have ?ℓT > 20 GeV and |[ | < 2.4 [12].
Similarly to the electrons, the multĳet background is reduced by applying an isolation requirement [12].

The recoil, ®DT, is an estimator of the ,- or /-boson transverse momentum. It is reconstructed from the
vector sum of the transverse energy of all clusters measured in the calorimeters, excluding clusters located
at a distance Δ' < 0.2 from electron or muon candidates. The definition of ®DT does not involve the explicit
reconstruction of jets to avoid possible ?T threshold effects.

3.3 ]-boson kinematics and event selection

The transverse momentum vector of charged leptons from the ,-boson decay, ®? ℓ
T , is measured as

summarised in the previous section. The transverse momentum of the decay neutrino is inferred
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from the missing transverse momentum vector, ®?miss
T , defined as ®?miss

T = −
(
®? ℓ

T + ®DT
)
. The ,-boson

transverse mass, <T, is derived from ?miss
T and from the transverse momentum of the charged lepton as

<T =

√
2?ℓT?

miss
T (1 − cosΔq), where Δq is the azimuthal opening angle between the charged lepton and

the missing transverse momentum.

The ,-boson sample is collected using triggers requiring at least one muon candidate with transverse
momentum larger than 18 GeV or at least one electron candidate with transverse momentum larger than
20 GeV. The transverse-momentum requirement for the electron candidate was raised to 22 GeV in later
data-taking periods to cope with the increased instantaneous luminosity delivered by the LHC. Selected
events are required to have a reconstructed primary vertex with at least three associated tracks.

The sample of ,-boson candidate events is selected by requiring exactly one reconstructed electron
or muon candidate with ?ℓT > 30 GeV. The leptons are required to match the corresponding trigger
signal. The magnitude of the recoil is required to satisfy DT < 30 GeV, the missing transverse momentum
?miss

T > 30 GeV and the transverse mass <T > 60 GeV. Approximately 5.89 × 106 candidate events are
selected in the , → 4a channel and 7.84 × 106 events in the , → `a channel.

3.4 ]-boson mass analysis updates

The selected ,-boson event sample includes events from various background processes. Background
contributions from /-boson,, → ga, boson pair, and top-quark production are estimated using simulation,
and represent about 6.4% of the total sample in the muon channels, and about 3.1% in the electron channels.
Contributions from multĳet production are estimated with data-driven techniques, and are detailed in
Ref. [12]. Compared with that reference, the multĳet background yield was re-evaluated using the final
luminosity calibration for Run 1 [43], resulting in a 1–2% decrease of the contamination of multĳet
background control regions by electroweak processes, and a corresponding 20% increase in the estimated
multĳet background yield in the electron channel. This background now represents 1.2% of the total
sample, and agrees with the previous measurement within uncertainties. The multĳet background in the
muon channel is unaffected, due to the smaller contamination in this case. In addition, uncertainties in
the multĳet distributions were previously propagated to the <, measurement through fluctuations of the
extrapolation parameters; an eigenvector decomposition is used in the present analysis.

The results of Ref. [12] were obtained using the CT10nnlo PDF set and compared with results using the
CT14 [44] and MMHT2014 PDF sets [45]. The present analysis extends the study of the PDF dependence
of the fit results to the ATLASpdf21 [46], CT18, CT18A [47], MSHT20 [48], NNPDF3.1 [49] and
NNPDF4.0 [50] sets.

In the previous measurement, <, was determined with the ,-boson width fixed to the SM prediction.
In the present analysis, this assumption is relaxed by treating Γ, as a source of systematic uncertainty,
considering the SM value and uncertainty of ΓSM

,
= 2088 ± 1 MeV. The ,-boson width is also extracted

assuming the SM prediction and uncertainty of the ,-boson mass, <SM
,

= 80355 ± 6 MeV.

Finally, an improved statistic is used for the fit as described in the following section.
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Table 1: Summary of the 28 categories and kinematic distributions used in the <, measurement for the electron
and muon decay channels.

Decay channel , → 4a , → `a

Kinematic distributions ?ℓT, <T ?ℓT, <T

Charge categories ,+, ,− ,+, ,−

|[ℓ | categories [0, 0.6], [0.6, 1.2], [1.8, 2.4] [0, 0.8], [0.8, 1.4], [1.4, 2.0], [2.0, 2.4]

3.5 Statistical analysis

The previous measurement used separate template fits to the ?ℓT and <T distributions observed in different
event categories. The ,-boson candidate events were classified according to the charge, flavour and
pseudorapidity of the final state lepton, as summarised in Table 1. In the fit, the j2 of the comparison between
data and simulation was minimised considering statistical uncertainties only; systematic uncertainties were
included by varying the parameters determining the templates within their uncertainties, and repeating the
fits.

The present analysis performs a simultaneous optimisation of <, or Γ, , and of nuisance parameters
describing systematic uncertainties, through a global profile likelihood fit in all event categories for a given
kinematic distribution. The likelihood function, which describes how compatible with each other the data
and MC distributions are, is given by

L (®=| `, ®\) =
∏
9

∏
8

Poisson
(
= 98 |a 98 (`, ®\)

)
· Gauss

(
®\
)
, (1)

where ®= represents the observed distributions in data, and = 98 is the number of events observed in data in
bin 8 of the distribution in a given category 9 . It is the input to the Poisson distribution with expectation
a 98 (`, ®\) = ( 98 (`, ®\) +� 98 ( ®\), of ( 98 events from signal and � 98 events from background contributions. The
parameter of interest, `, represents variations in <, or Γ, with respect to a conventional reference, `ref.
Uncertainties of the signal and background distributions are encapsulated as nuisance parameters (NPs),
denoted by ®\ in Eq. (1), for which a normal probability distribution is assumed. The expected number of
events E 98 is parameterised as

E 98 (`, ®\) = Φ ×
[
(nom
98 + ` ×

(
(
`

98
− (nom

98

)]
+
∑
B

\B ×
(
(B98 − (nom

98

)

+ �nom
98 +

∑
1

\1 ×
(
�1

98 − �nom
98

)
,

(2)

where Φ is an overall, unconstrained normalisation factor ensuring that the total ,± signal rate always
adjusts to the number of events in data, (nom

98
and �nom

98
are the nominal distributions of signal and

background, respectively, while B and 1 represent nuisance parameters acting on signal and background
contributions.

Changes in ` and ®\ lead to changes in the expected signal and background distributions, which are
interpolated using a polynomial morphing procedure. Signal templates for arbitrary values of <, or
Γ, are obtained from the same simulation sample through a reweighting of the ,-boson Breit–Wigner

7



32 34 36 38 40 42 44 46 48 50

0.02

0.04

0.06

0.08

0.1

0.12

F
ra

c
ti
o

n
 o

f 
e

v
e

n
ts

Nominal

=+60 MeV
W

m∆

=-60 MeV
W

m∆

=+200 MeV
W

Γ∆

=-200 MeV
W

Γ∆

ATLAS Simulation

+X± W→=7 TeV, pps

32 34 36 38 40 42 44 46 48 50

pℓ

T [GeV]

0.99

1

1.01

V
a

r.
 /

 N
o

rm
.

(a)

65 70 75 80 85 90 95 100

0.02

0.04

0.06

0.08

0.1

0.12

F
ra

c
ti
o

n
 o

f 
e

v
e

n
ts

Nominal

=+60 MeV
W

m∆

=-60 MeV
W

m∆

=+200 MeV
W

Γ∆

=-200 MeV
W

Γ∆

ATLAS Simulation

+X± W→=7 TeV, pps

65 70 75 80 85 90 95 100

mT [GeV]

0.99

1

1.01

V
a

r.
 /

 N
o

rm
.

(b)

Figure 1: Simulated kinematic distributions of (a) ?ℓT and (b) <T in ,± → `±a events, for ,-boson mass and width
values of <, = 80399 MeV and Γ, = 2085 MeV. The ratio panels represent the relative effect of varying these
parameters by ±60 MeV and ±200 MeV, respectively.

distribution. Templates representing systematic variations are determined from two-sided one- and
two-sigma variations of the corresponding sources of uncertainty. The effect of varying <, or Γ, on the
?ℓT and <T distributions is illustrated in Figure 1. The procedure to interpolate between these points during
the PLH fit was extensively tested, and excellent closure was observed.

As the new fitting method allows to better optimise the total uncertainty of the measurement due to
the inclusion of NPs in the likelihood, the nominal fit ranges for the <, measurement are re-evaluated.
The updated optimal fit ranges are 30 < ?ℓT < 50 GeV and 60 < <T < 100 GeV, in contrast with
32 < ?ℓT < 45 GeV and 66 < <T < 99 GeV used in the previous measurement. For the determination of
Γ, , the same ranges are used as in the <, measurement.

The baseline results rely on a numerical minimisation of the likelihood from Eq. (2). For ancillary studies,
such as the decomposition of uncertainties, fit range variations, and to estimate the correlation between the
<T and ?ℓT fits, the following assumptions are made: in the limit where all uncertainties are Gaussian and

the dependence of a 98 (`, ®\) on ` and ®\ is linear, the likelihood can be written as

−2 lnL (®=| `, ®\) =
∑
9

∑
8

©­«
= 98 − a 98 (`ref, ®0) − ma8 9

m`
(` − `ref) −

∑
C
ma8 9
m\C

\C

f98

ª®¬
2

+
∑
C

\2
C , (3)

and the minimisation and uncertainty estimation can be performed analytically [51]. This approach gives
results within 2 MeV from the nominal fits and is much faster.

The decomposition of the post-fit uncertainties is performed according to the methods of Ref. [51].
The uncertainty components are defined to represent the contribution of the pre-fit uncertainty in the
corresponding sources to the total uncertainty of the measurement, consistently with standard error
propagation.
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4 Experimental corrections and uncertainties

The ?ℓT and <T distributions are affected by the lepton energy calibration and by the calibration of the
recoil. Lepton momentum corrections are derived exploiting / → ℓℓ event samples and the precisely
measured value of </ [52], and the recoil response is calibrated using the expected momentum balance
between DT and ?ℓℓT [12]. Lepton identification and reconstruction efficiency corrections are determined
from ,- and /-boson events using the tag-and-probe method [40, 42].

A precision on the energy and momentum scale for electrons and muons of $ (10−4) is achieved, with
somewhat larger uncertainty for the muons in the high-[ region. The response and resolution of DT = | ®DT |
is determined with a precision of a few percent. The experimental precision is limited by the finite size
of the /-boson sample, and by systematic uncertainties in the modelling of the distributions used in the
calibration procedures.

4.1 Uncertainty propagation

Systematic uncertainties in the determination of <, and Γ, are evaluated by varying the calibration
model parameters within their uncertainty. For two-sided systematic uncertainties, separate templates are
produced for 68% confidence level (CL) upwards and downwards variations. Systematic uncertainties
that are estimated independently in many kinematic bins are propagated through simultaneous random
variations of the corresponding parameters within their uncertainty and generating templates for each
variation. A principal component analysis (PCA) [53, 54] is used to transform these variations into a set
of uncorrelated two-sided uncertainties, preserving the total uncertainty. This approach is used for the
statistical uncertainties of the electron and muon efficiencies, as well as for the recoil calibration, and
allows a faithful representation of these uncertainties using a reduced set of nuisance parameters.

Because of the finite size of the MC samples, some systematic variations contribute significant statistical
fluctuations in the final-state distributions. A smoothing procedure is applied to remove such fluctuations,
preserving the normalisation of each variation. For calibration systematic uncertainties, the effect of the
upwards and downwards variations are symmetrised. The impact of the smoothing and symmetrisation
procedures on the best-fit values and uncertainties are below 1 and 0.1 MeV, respectively.

The effect of each systematic variation is decomposed into corresponding uncertainties in the normalisation
and in the shape of the final state distributions. Systematic uncertainties that yield differences smaller
than 0.01% in the normalised ?ℓT distribution and smaller than 0.02% in the normalised <T distribution
are removed, reducing the number of shape systematic variations by a factor of two, for a change in the
total measurement uncertainty by less than 1% of itself. This pruning procedure simplifies the likelihood,
stabilising and accelerating the fit procedure.

4.2 Sources of uncertainty

The electron calibration and selection efficiencies account for 75 sources of uncertainty in the ?ℓT distribution
and 58 in the <T distribution, including the energy scale and resolution as well as the electron identification,
isolation, and trigger efficiencies. Of these uncertainties, 23 originate from the energy calibration and
are treated as two-sided systematic uncertainties, while 52 (?ℓT) and 35 (<T) systematic variations come
from the trigger, reconstruction, identification and isolation efficiencies. PCA is utilised to handle those
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systematic variations. Similarly, the muon response and efficiencies contribute 83 (?ℓT) and 76 (<T) sources
of uncertainty, of which 6 are treated as two-sided uncertainties.

The calibration of the hadronic recoils yields 36 sources of systematic uncertainties for the <T distributions,
but only 7 sources for the ?ℓT distributions since the impact on the latter are only due to the hadronic recoil
requirement in the signal selection. Of these uncertainties, 3 are two-sided uncertainties, while 4 (?ℓT) and
33 (<T) PCA variations are taken into account.

5 Physics corrections and uncertainties

5.1 Electroweak uncertainties

The dominant source of electroweak corrections to ,-boson production originates from QED final-state
radiation, and is simulated with Photos. The effect of QED initial-state radiation (ISR) is also included
through the Pythia 8 parton shower (PS). Other sources of electroweak corrections are not included in
the simulated event samples, and their full effects are considered as systematic uncertainties. Systematic
uncertainties from missing higher-order electroweak corrections are estimated considering the same
sources of uncertainty as in Ref. [12]. An improvement of the present analysis is that the corresponding
uncertainties are evaluated at detector level instead of generator level, which was a simplification used
in the previous analysis as these are not leading uncertainties. The detector-level systematic variations
are obtained by applying detector response and efficiency migration matrices derived from samples of
simulated signal events described in Section 3.1. Their impact on <, is larger than for generator-level
variations by typically 20%.

5.2 QCD model and uncertainties

The rapidity, transverse momentum and decay distributions of the simulated ,- and /-boson samples are
reweighted to include the effects of higher-order QCD corrections, which improves the agreement between
the data and simulation. The differential cross section as a function of the boson rapidity, df(H)/dH, and the
coefficients describing angular distributions of decay leptons, �8 [55], are calculated at$ (U2

s ) in fixed-order
QCD. The transverse-momentum spectrum at a given rapidity, df(?T, H)/(d?T dH) · (df(H)/dH)−1, is
modelled using the Pythia 8 MC generator, with parameters adjusted to reproduce the measured /-boson
?T distribution at

√
B = 7 TeV [29]. The resulting tune, called AZ in the following, predicts ,-boson ?T

distributions that agree with measurements at
√
B = 5.02 and 13 TeV [56].

PDF uncertainties are calculated for the CT10, CT14, CT18, CT18A, MMHT2014, MSHT20, NNPDF3.1,
NNPDF4.0 and ATLASpdf21 sets using the Hessian method [57], where each eigenvector of the PDF fit
covariance matrix defines a pair of PDF uncertainty variations and a corresponding nuisance parameter
in the PLH fit. The CT10, CT14, CT18 and CT18A variations correspond to 90% CL, and are rescaled
to match the 68% CL. Given the precisely measured ?/T distribution, PDF uncertainty variations are
constrained to leave the predicted ?/T distribution unchanged, and propagate only the part of the PDF
uncertainty in the ?,T distribution that is uncorrelated to ?/T . The uncertainties in the AZ tune parameters
are propagated separately, as described below.

The Pythia 8 parton shower model contributes additional sources of uncertainty in the ?,T distribution.
The AZ tune parameters are assumed universal between /- and,-boson production, and their uncertainties
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are propagated to the ,-boson final-state distributions. The initial-state charm and bottom quark masses
affect the ?T spectrum, and the corresponding uncertainties are estimated by varying their respective
masses by ±0.5 GeV and ±0.8 GeV, respectively. Uncertainties in the shower evolution are parameterised
through variations of the factorisation scale, `F, by factors of 0.5 and 2.0 with respect to the central choice
`2

F = ?2
T,0 + ?2

T, where ?T,0 is an infrared cut-off, and ?T is the evolution variable of the parton shower [58].
The variations are applied independently to the light-quark, charm-quark and bottom-quark-induced
processes, and are propagated considering only the relative impact on the ?,T and ?/T distributions.
Differences between the Pythia 8 and Herwig 7 predictions for this ratio were found to be negligible.

The accuracy of the next-to-next-to-leading-order (NNLO) predictions for the angular coefficients �0–�7

is validated by comparing to the corresponding measured values in /-boson production [55]. The /-boson
data uncertainties are propagated to the ,-boson predictions, which assumes that NNLO predictions have
similar accuracy for the ,- and /-boson processes, and are validated within the experimental precision of
the /-boson data. The observed disagreement between data and prediction for the �2 coefficient is taken as
additional uncertainty. Similarly to some experimental uncertainties, random angular coefficient variations
are treated with a PCA to produce uncorrelated two-sided uncertainties.

The effect of missing higher-order corrections on the NNLO predictions of the normalised rapidity
distributions and the effect of the LHC beam-energy uncertainty of 0.65% were both found to be
negligible.

6 Improved measurement of the ]-boson mass

The improvements to the previous <, measurement described in Sections 3.4 and 3.5 are implemented in
several steps. The impact of the analysis updates is evaluated using the same statistical method as in the
previous measurement, and yields a change of the measured ,-boson mass from 80369.5 ± 18.5 MeV to
80371.9 ± 18.7 MeV, corresponding to a shift of 2.4 MeV and a minimal increase of the total uncertainty.
The analysis is then repeated using the CT10nnlo PDF set and unchanged systematic uncertainties but
implementing the PLH approach. This provides a test of the stability of the measurement under the change
of statistic used in the fit. The final step consists of updating the measurement to more recent PDF sets, one
of which is used to define a new baseline.

6.1 Results with CT10nnlo and consistency tests

The PLH fits using the CT10nnlo PDF set are first performed with statistical uncertainties only. Excellent
consistency with the previous results is obtained, which provides a basic validation for the technical aspects of
the fit. The comparison is repeated for fits including all systematic uncertainties, with the results summarised
in Figure 2. The results of the PLH fits combining all categories yield <, = 80357.0 ± 15.8 MeV and
<, = 80388.2±23.8 MeV for the ?ℓT and <T distributions, respectively. Compared to the original ATLAS
measurement, this corresponds to shifts of <, of −12.4 MeV and +12.5 MeV, respectively, while the total
uncertainties are reduced by about 3 MeV due to the profiling of some systematic uncertainties. Repeating
the present analysis with the fit range used in Ref. [12] increases the difference by 3 MeV.

The compatibility between the present and previous results is tested by repeating the PLH fits for an
ensemble of models where the preferred values of the nuisance parameters are varied randomly within
their pre-fit uncertainties. As shown in Figure 3, the spread of fit results from pseudo-experiments with
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Figure 2: Overview of the <, fit results in all categories for the (a) ?ℓT and (b) <T distributions, with the CT10nnlo
PDF set, where @ denotes the charge of the decay lepton. The results of the PLH fit are compared with the j2 fit,
where systematic uncertainties are propagated using the offset method [12]. The points labelled as ‘Combination’
correspond to the result of a joint PLH fit to all categories and to a combination of individual j2 fits.

varied nuisance parameters is about 16 MeV, confirming that the change in central value introduced by
the new statistical method corresponds to about one standard deviation. The distribution of the nuisance
parameter pulls2 is consistent with a normal distribution, indicating an overall correct estimate of the pre-fit
uncertainties.

6.2 Impact of updated parton distribution functions

The impact of a change in the PDFs on the final state distributions is evaluated using Powheg, both to
calculate the extrapolation from the central CT10nnlo set to CT14, CT18, CT18A, MMHT2014, MSHT20,
NNPDF3.1,NNPDF4.0 and ATLASpdf21, and to calculate the PDF uncertainty variations. All calculations
are performed at generator level in full phase space, and the impact on the final-state distributions is
evaluated using migration matrices as in Section 5.1. As in Section 5.2, the PDF extrapolations are
constrained to leave ?/T unchanged. The impact of the extrapolations on the detector-level ?ℓT distributions
is illustrated in Figure 4.

2 For a given nuisance parameter \, the pull is defined as \̂/
√

1 − f\̂ , where \̂ and f\̂ are the nuisance parameter post-fit value
and uncertainty, respectively.
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Figure 3: (a) Distribution of the difference Δ<, between the nominal <, PLH fit result and results obtained for
pseudo-experiments using random variations of the sources of systematic uncertainty. The ?ℓT distribution is used.
(b) Distribution of pull significances for the NPs in the combined PLH fit to the ?ℓT distribution.
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Figure 4: Relative effect, with respect to CT10nnlo, of the indicated PDF extrapolations on the detector-level,
[-inclusive ?ℓT distributions in (a,c) ,+ events and (b,d) ,− events. The thick lines show the central PDF set, and
the envelopes show the associated 68% CL uncertainty.
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Table 2: Best-fit value of<, , total and PDF uncertainties, in MeV, and goodness-of-fit for the ?ℓT and<T distributions
and the PDF sets described in the text. Each fit uses 14 event categories with 40 bins, for 558 degrees of freedom.

?ℓT fit <T fit
PDF set <, ftot fPDF j2/n.d.f. <, ftot fPDF j2/n.d.f.

CT14 80358.3 +16.1
−16.2 4.6 543.3/558 80401.3 +24.3

−24.5 11.6 557.4/558

CT18 80362.0 +16.2
−16.2 4.9 529.7/558 80394.9 +24.3

−24.5 11.7 549.2/558

CT18A 80353.2 +15.9
−15.8 4.8 525.3/558 80384.8 +23.5

−23.8 10.9 548.4/558

MMHT2014 80361.6 +16.0
−16.0 4.5 539.8/558 80399.1 +23.2

−23.5 10.0 561.5/558

MSHT20 80359.0 +13.8
−15.4 4.3 550.2/558 80391.4 +23.6

−24.1 10.0 557.3/558

ATLASpdf21 80362.1 +16.9
−16.9 4.2 526.9/558 80405.5 +28.2

−27.7 13.2 544.9/558

NNPDF3.1 80347.5 +15.2
−15.7 4.8 523.1/558 80368.9 +22.7

−22.9 9.7 556.6/558

NNPDF4.0 80343.7 +15.0
−15.0 4.2 539.2/558 80363.1 +21.4

−22.1 7.7 558.8/558

6.3 Results and discussion

Fit results with updated PDF sets are listed in Table 2. A satisfactory fit quality is obtained for all PDF
sets. Separate fits are performed to the ?ℓT and <T distributions as they are projections of the same data,
and the corresponding statistical correlations cannot be accounted for in the framework of Eq. (1) in a
straightforward way. Moreover, the PCA treatment applied for some classes of systematic uncertainties
leads to different sets of nuisance parameters for the two distributions.

The best-fit values of <, obtained with different PDF sets span a range of about 18 MeV for the ?ℓT fits,
and about 42 MeV for the <T fits. This envelope is dominated by the NNPDF3.1 and NNPDF4.0 fits, which
yield the lowest fit values; the range spanned by the other sets is only 9 MeV for ?ℓT and 21 MeV for <T.

The influence of the size of the initial PDF uncertainties on the best-fit values is studied in Figure 5, where
the fits are repeated with pre-fit PDF uncertainties scaled by factors 1–3. Enlarged uncertainties allow the
models to better adapt to the data, resulting in a reduced PDF model dependence. For scale factors of 2 and
above, the residual model dependence is below 5 MeV for the ?ℓT fits, and 25 MeV for <T fits, with the
total uncertainty increased by less than 1.5 MeV.

The baseline result is defined using CT18, which is compatible with the previous exercise and yields the
most conservative uncertainty among the PDF sets considered except for ATLASpdf21. CT18 is also
the only recent PDF set that does not include the ,- and /-boson cross sections measured by ATLAS
at 7 TeV [33], which represent the same data as those used in the present analysis. The results for all
measurement categories and for the CT18 PDF set are summarised in Figure 6. The post-fit, |[ |-inclusive
?ℓT distributions obtained with CT18 are shown in Figure 7, and agree with the data within the uncertainties.
Similarly to CT10nnlo, the distribution of the nuisance parameter pulls is consistent with a normal
distribution.

The compatibility of the results for <, in the different measurement categories is verified by repeating the
fit assuming independent parameters of interest in each category. The differences to the baseline fit are
small compared with the measurement uncertainties. Partial fits are performed to the electron and muon
channels separately. The electron and muon fit results are found to agree within one standard deviation. A
similar exercise is performed for the ,+ and ,− channels, and the same conclusion is obtained. Finally,
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Figure 5: Variation of the fitted value of <, with the PDF set used in the fit, for the (a) ?ℓT and (b) <T distributions
and different scalings of the pre-fit PDF uncertainties. The reference value is defined by the CT18 PDF set.
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Figure 6: Overview of the <, PLH fit results in all categories for the (a) ?ℓT and (b) <T distributions, with the CT18
PDF set. The points labelled as ‘Combination’ correspond to the result of a joint PLH fit to all categories.
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Figure 7: Post-fit distributions of ?ℓT with data and MC for (a) ,+ → 4+a4, (b) ,− → 4−a4, (c) ,+ → `+a` and
(d) ,− → `−a`, inclusive over all [ regions, and using the CT18 PDF set. In the bottom panels, the darker points
represent the post-fit ratio of data to MC, while the lighter points indicate the ratio before the fit. The hatched band
represents the total uncertainty of the data.
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Figure 8: Difference Δ<, between the ,-boson mass measured using the (a) ?ℓT and (b) <T distribution fit ranges
indicated in the figure and the nominal fit range. The nominal ranges are 30 < ?ℓT < 50 GeV and 60 < <T < 100 GeV,
respectively. The outer dashed lines indicate the total measurement uncertainty for the nominal range. Results are
shown for the combined fit over all categories, and for the CT18 PDF set.

the dependence of the fit result on the ?ℓT and <T ranges used for the fit is shown in Figure 8, with good
stability.

Figure 9 summarises the ten nuisance parameters that induce the largest shift of <, in fits to the ?ℓT and
<T distributions. They are related to electron and muon calibration uncertainties, to the uncertainty in
charm-induced production for the ?,T description, to specific eigenvectors (EV) of the CT18 PDF set, and
to missing higher-order electroweak corrections. The corresponding nuisance parameter pulls are also
shown. By construction, the PLH fits induce shifts of the nuisance parameters from their nominal value
and significant deviations would indicate an underestimation of systematic uncertainties. All observed
pulls are within the expectation.

While uncertainties in the PDFs and in the AZ tune parameters have well defined confidence intervals and
can be treated as nuisance parameters, this is more questionable for the other uncertainties in the ,-boson
?T distribution, i.e., the factorisation scale and quark-mass variations. It was verified that the impact of the
latter on the final-state distributions is very similar, in shape, to that of the AZ tune parameters, and that
these effects are thus not different from the other sources of uncertainty in this respect, and can be treated
accordingly. The small post-fit value of the corresponding uncertainty is due to the strong discrimination
between the effects of <, and ?,T variations on the ?ℓT distribution.
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Figure 9: The ten nuisance parameters inducing the largest shifts on the fitted value of <, in the combined PLH fits,
using the (a) ?ℓT and (b) <T distributions and the CT18 PDF set. For a given NP \, the shift is defined as the product
of its post-fit value \̂ and its pre-fit impact on <, . The points, which are plotted according to the bottom horizontal
scale, show \̂ for each of the nuisance parameters. The error bars show the corresponding post-fit uncertainties, f\̂ .
The nuisance parameters are ranked according to the shift induced on <, , the NPs with the largest shifts at the top.
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Table 3: Uncertainty correlation between the ?ℓT and <T fits, combination weights and combination results for <,

and the indicated PDF sets.

PDF set Correlation weight (?ℓT) weight (<T) Combined <, [MeV ]

CT14 52.2% 88% 12% 80363.6 ± 15.9
CT18 50.4% 86% 14% 80366.5 ± 15.9
CT18A 53.4% 88% 12% 80357.2 ± 15.6
MMHT2014 56.0% 88% 12% 80366.2 ± 15.8
MSHT20 57.6% 97% 3% 80359.3 ± 14.6
ATLASpdf21 42.8% 87% 13% 80367.6 ± 16.6
NNPDF3.1 56.8% 89% 11% 80349.6 ± 15.3
NNPDF4.0 59.5% 90% 10% 80345.6 ± 14.9

6.4 Combination

All event categories are statistically independent as long as only the ?ℓT or only the <T distributions are
considered. The correlation between the final ?ℓT- and <T-based results for <, is determined from an
ensemble of fit results obtained by fluctuating the data and the most probable values of the nuisance
parameters within their respective uncertainties. The ?ℓT and <T results are then combined using the BLUE
prescription [59]. The results of this procedure are given in Table 3. The weight of the ?ℓT fit ranges from
86% to 97%, depending on the PDF set, and dominates the final result. For the CT18 PDF set, the final
result is:

<, = 80366.5 ± 9.8 (stat.) ± 12.5 (syst.) MeV = 80366.5 ± 15.9 MeV,

where the first uncertainty component is statistical and the second corresponds to the total systematic
uncertainties.

The decomposition of the post-fit uncertainties is performed according to Ref. [51] and shown in Table 4.
Statistical uncertainties contribute about 10 MeV in the present fit. This is in contrast with 6 MeV obtained
from fits considering statistical uncertainties only, with all nuisance parameters fixed to their best-fit values.
The increase reflects the larger number of parameters determined from the same data. Correspondingly,
the systematic uncertainty components are smaller than systematic ‘impacts’ conventionally reported for
PLH fits.3 Systematic uncertainties contribute about 13 MeV, dominated by PDF uncertainties, missing
higher-order electroweak corrections, and electron and muon calibration uncertainties.

The fits are performed assuming the SM value for the ,-boson width, ΓSM
,

= 2088± 1 MeV [6]. The fitted
value of <, varies with the assumed value for Γ, following Δ<, = −0.06ΔΓ, . Assuming an alternate
SM prediction of ΓSM

,
= 2091 ± 1 MeV, as obtained in Ref. [7], does not change the measured value of the

,-boson mass significantly.

The compatibility of the measured value of the ,-boson mass using the CT18 PDF set with the Standard
Model expectation is illustrated in Figure 10(a), together with selected previous measurements. The
two-dimensional 68% and 95% confidence limits for the predictions of <, and <C in the context of the

3 Impacts are obtained from the quadratic subtraction between the total fit uncertainty and the uncertainty of a fit with selected
nuisance parameters removed and overestimate the genuine systematic uncertainty.
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Table 4: Uncertainty components for the ?ℓT, <T and combined <, measurements using the CT18 PDF set. The first
columns give the total, statistical and overall systematic uncertainty in the measurements. The following columns
show the contributions of modelling and experimental systematic uncertainties, grouped into categories.

Unc. [MeV ] Total Stat. Syst. PDF �8 Backg. EW 4 ` DT Lumi Γ, PS

?ℓT 16.2 11.1 11.8 4.9 3.5 1.7 5.6 5.9 5.4 0.9 1.1 0.1 1.5
<T 24.4 11.4 21.6 11.7 4.7 4.1 4.9 6.7 6.0 11.4 2.5 0.2 7.0
Combined 15.9 9.8 12.5 5.7 3.7 2.0 5.4 6.0 5.4 2.3 1.3 0.1 2.3
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Figure 10: (a) Present measured value of <, , compared to SM prediction from the global electroweak fit [6], and to
the measurements of LEP [10], Tevatron [18, 19] and the LHC [12, 13]. (b) The 68% and 95% confidence level
contours of the <, and <C indirect determinations from the global electroweak fit [7], compared to the 68% and
95% confidence-level contours of the present ATLAS measurement of <, , the ATLAS measurement of <� [61]
and the LHC measurement of <C [60].

Standard Model electroweak fit are shown in Figure 10(b), and are compared to the present measurement
of <, and to the combined value of the LHC top-quark mass determinations at 7 and 8 TeV [60].

7 Measurement of the ]-boson width

7.1 Overview

The ?ℓT and <T distributions are not only sensitive to <, but also to Γ, , as shown in Figure 1. In particular,
the high tails of the ?ℓT and <T distributions are sensitive to changes of Γ, . The fit to the <T distribution
is expected to be more sensitive, because events with high <T are more likely to come from the tail of
the ,-boson Breit–Wigner distribution than events with high ?ℓT. The measurement of Γ, relies on the
same statistical framework, the same calibration, and the same distributions as the previously presented
measurement of <, . However, Γ, is left free in the fit, while the ,-boson mass is treated as NP and
set to its SM expectation within the global electroweak fit, <SM

,
= 80355 ± 6 MeV [6]. The templates are

generated with different values of Γ, , centred around the reference value used in the Monte Carlo signal
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Figure 11: Overview of the Γ, PLH fit results in all categories for the (a) ?ℓT and (b) <T distributions, with the CT18
PDF set. The points labelled as ‘Combination’ correspond to the result of a joint PLH fit to all categories.

samples. All results are obtained using the same fit ranges as in the <, measurement: 60 < <T < 100 GeV
and 30 < ?ℓT < 50 GeV. The choice of fitting range is driven by the uncertainties in the lepton performance
and the hadronic recoil.

7.2 Results and discussion

The results for each measurement category including all systematic uncertainties for the CT18 PDF set are
summarised in Figure 11 yielding the values of Γ, = 2221+68

−76 MeV and Γ, = 2200+47
−48 MeV for ?ℓT and

<T distributions respectively. Good agreement between the categories can be observed.

Contrary to <, , the fitted value of Γ, depends more strongly on the assumed value of the mass. The fitted
value of Γ, varies with the assumed value for <, following ΔΓ, = −1.25Δ<, . In the Standard Model,
the predicted value of <, mainly depends on the assumed value of <C . The present result is based on
Ref. [6], which uses <C = 172.6 GeV and is close to the LHC combined value used in Figure 10(b). Using
<C = 171.8 GeV [62] or <C = 173.1 GeV [63] yields <SM

,
= 80350 MeV or 80360 MeV, respectively,

with corresponding variations of Γ, by ±6 MeV.

The impact of different PDF sets (CT14, CT18, CT18A, MMHT2014, MSHT20, ATLASpdf21, NNPDF3.1,
NNPDF4.0) on the Γ, measurement is also studied. The results of full fits for all considered PDF sets are
summarised in Table 5, with again a satisfactory fit quality for all PDF sets. The PDF dependence of the fit
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Table 5: Best-fit value of Γ, , total and PDF uncertainties, in MeV, and goodness-of-fit for the ?ℓT and <T distributions
and the PDF sets described in the text. Each fit uses 14 event categories with 40 bins, for 558 degrees of freedom.

?ℓT fit <T fit
PDF set Γ, ftot fPDF j2/n.d.f. Γ, ftot fPDF j2/n.d.f.

CT14 2228 +67
−83 24 550.0/558 2202 +48

−48 5 556.8/558

CT18 2221 +68
−76 21 534.5/558 2200 +47

−48 5 548.8/558

CT18A 2207 +68
−75 18 533.0/558 2181 +47

−48 5 550.6/558

MMHT2014 2155 +71
−78 19 546.0/558 2186 +48

−48 5 562.2/558

MSHT20 2206 +66
−79 15 556.5/558 2179 +47

−48 4 559.4/558

ATLASpdf21 2213 +67
−73 18 531.3/558 2190 +47

−48 6 545.6/558

NNPDF31 2203 +65
−78 20 531.7/558 2180 +47

−47 6 560.4/558

NNPDF40 2182 +69
−68 12 550.5/558 2184 +47

−47 4 564.0/558
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Figure 12: Difference ΔΓ, between the ,-boson width measured using the (a) ?ℓT and (b) <T distribution fit ranges
indicated in the figure and the nominal fit range. The nominal ranges are 30 < ?ℓT < 50 GeV and 60 < <T < 100 GeV,
respectively. The outer dashed lines indicate the total measurement uncertainty for the nominal range. Results are
shown for the combined fit over all categories, and for the CT18 PDF set.

result is weaker than for <, , and all central values are well within the uncertainties obtained with CT18.
The CT18 PDF set is chosen for the baseline result, consistently with the <, measurement.

Partial fits are performed to the electron and muon channels separately. These fit results are found to agree
within one standard deviation. Similarly, separate fits are performed in the ,+ and ,− channels. The
results for the two charges are consistent within the 68% CL contour of the two-dimensional likelihood
function for the <T fits, while for the ?ℓT fits the consistency between the two charges is within two standard
deviations. Finally, the dependence of the measurement result on the <T and ?ℓT ranges used for the fit is
studied in Figure 12, with stable results.

Figure 13 summarises the ten nuisance parameters that induce the largest shift of Γ, in fits to the ?ℓT and
<T distributions. The largest shifts are related to the multĳet (MJ) background, to the lepton calibration,
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Figure 13: The ten nuisance parameters inducing the largest shifts on the fitted value of Γ, in the combined PLH fits,
using the (a) ?ℓT and (b) <T distributions and the CT18 PDF set. For a given NP \, the shift is defined as the product
of its post-fit value \̂ and its pre-fit impact on Γ, . The points, which are plotted according to the bottom horizontal
scale, show \̂ for each of the nuisance parameters. The error bars show the corresponding post-fit uncertainties, f\̂ .
The nuisance parameters are ranked according to the shift induced on Γ, , the NPs with the largest shifts at the top.

to specific eigenvectors of the CT18 PDF set, to the luminosity, and to the uncertainty in charm-induced
production for the ?,T description.

The decomposition of post-fit uncertainties is done with the same method as in the <, measurement,
see Section 6.4. A summary of the uncertainties contributed by various sources is given in Table 6. The
measurement is dominated by systematic uncertainties for the ?ℓT distribution, while for the <T distribution
statistical and systematic uncertainties are of similar magnitude. The dominant systematic uncertainties are
due to the parton shower modelling for ?ℓT, and lepton and recoil performance for <T, respectively.

An overview of selected pre- and post-fit distributions of <T is shown in Figure 14, where a general better
agreement can be observed for the post-fit case. The post-fit distributions use the final measured value of
Γ, .

7.3 Combination

The combination of results obtained from ?ℓT and <T distributions follows the procedure described in
Section 6.4. The ?ℓT and <T results are fully compatible with each other. The results for all considered
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Table 6: Uncertainty components for the ?ℓT, <T and combined Γ, measurements using the CT18 PDF set. The first
columns give the total, statistical and overall systematic uncertainty in the measurements. The following columns
show the contributions of modelling and experimental systematic uncertainties, grouped into categories.

Unc. [MeV ] Total Stat. Syst. PDF �8 Backg. EW 4 ` DT Lumi <, PS

?ℓT 72 27 66 21 14 10 5 13 12 12 10 6 55
<T 48 36 32 5 7 10 3 13 9 18 9 6 12
Combined 47 32 34 7 8 9 3 13 9 17 9 6 18
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Figure 14: Post-fit distributions of <T with data and MC for (a) ,+ → 4+a4, (b) ,− → 4−a4, (c) ,+ → `+a` and
(d) ,− → `−a`, inclusive over all [ regions, and using the CT18 PDF set. In the bottom panels, the darker points
represent the post-fit ratio of data to MC, while the lighter points indicate the ratio before the fit. The hatched band
represents the total uncertainty of the data.
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Table 7: Uncertainty correlation between the ?ℓT and <T fits, combination weights and combination results for Γ,
and the indicated PDF sets.

PDF set Correlation weight (<T) weight (?ℓT) Combined Γ, [MeV ]

CT14 50.3% 88% 12% 2204 ± 47
CT18 51.5% 87% 13% 2202 ± 47
CT18A 50.0% 86% 14% 2184 ± 47
MMHT2014 50.8% 88% 13% 2182 ± 47
MSHT20 53.6% 89% 11% 2181 ± 47
ATLASpdf21 49.5% 84% 16% 2193 ± 46
NNPDF31 49.9% 86% 14% 2182 ± 46
NNPDF40 51.4% 85% 15% 2184 ± 46

PDF sets are presented in Table 7. The weight of the <T fit ranges from 84% to 89%, depending on the
PDF set, and dominates the final result. For CT18, the final result yields:

Γ, = 2202 ± 32 (stat.) ± 34 (syst.) MeV = 2202 ± 47 MeV,

where the first uncertainty component is statistical and the second corresponds to the total systematic
uncertainties. The compatibility of the measured value with the SM expectation is illustrated in Figure 15(a),
together with selected previous measurements.

8 Simultaneous determination of the ]-boson mass and width

The previously described determination of <, assumes for the,-boson width its SM value and uncertainty,
and similarly the Γ, measurement uses the SM prediction for <, . To further test the interplay between
the two observables, the PLH fit is also performed with both <, and Γ, free in the fit. This fit with
two parameters of interest relies on the same experimental calibrations and physics modelling. The fit
yields values of <, = 80351.8 ± 16.7 MeV and Γ, = 2216 ± 73 MeV for the ?ℓT distributions and
<, = 80369.4 ± 26.8 MeV and Γ, = 2186 ± 53 MeV for the <T distributions using the CT18 PDF set.
Compared with the separate <, and Γ, fits, the decrease of <, by 10 MeV and 25 MeV for the ?ℓT and
<T distributions, respectively, is consistent with the larger measured value of Γ, following the observed
anti-correlation of <, and Γ, . The increase in total uncertainty is due to the removal of the constraints
on Γ, and <, in the fit.

The combination of results obtained from ?ℓT and <T distributions follows the procedure described in
Section 6.4. The ?ℓT and <T results are fully compatible with each other.

For the CT18 PDF set, the combination yields values of

<, = 80354.8 ± 16.1 MeV

and
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Figure 15: (a) Present measurement of Γ, , compared to the SM prediction from the global electroweak fit [6], and
to the measurements of LEP [10] and Tevatron [64]. (b) 68% and 95% CL uncertainty contours for the simultaneous
determination of <, and Γ, using the CT18 PDF set and combining results from the ?ℓT and <T distributions. The
triangular marker represents the best fit, while the star corresponds to the SM prediction of Ref. [6].

Γ, = 2198 ± 49 MeV,

with a correlation of −30% that reflects the negative slope of the dependencies reported in Sections 6.4
and 7.2. The 68% and 95% CL uncertainty contours are shown in Figure 15(b).

9 Conclusion

This paper reports on a first measurement of the ,-boson width at the LHC as well as the reanalysis
of the data used in the published ,-boson mass measurement, using an improved fitting technique and
updated parton distribution functions. Both measurements are based on proton–proton collision data
at a centre-of-mass energy of

√
B = 7 TeV recorded by the ATLAS detector at the LHC in 2011, and

corresponding to an integrated luminosity of 4.6 fb−1 and 4.1 fb−1 in the electron and muon channels,
respectively.

The measurements of <, using the ?ℓT and <T distributions are found to be consistent and their combination
yields

<, = 80366.5 ± 9.8 (stat.) ± 12.5 (syst.) MeV = 80366.5 ± 15.9 MeV.

The present result is compatible with and supersedes the previous measurement of <, at ATLAS using
the same data. No significant deviation from the SM expectation is observed. The PDF dependence of the
<, result is driven by the pre-fit PDF uncertainties, and is strongly reduced when allowing for enlarged
uncertainties. The final results are obtained using the CT18 PDF set, which is the most conservative PDF
set for these measurements and compatible with the fits using enlarged PDF uncertainties of other sets.
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The measurements of Γ, using the ?ℓT and <T distributions are also found to be consistent and their
combination yields a value of

Γ, = 2202 ± 32 (stat.) ± 34 (syst.) MeV = 2202 ± 47 MeV.

It is the currently most precise single measurement of Γ, and agrees with the SM expectation of
Γ

SM
,

= 2088 ± 1 MeV within two standard deviations. The dependence of Γ, on the assumed PDF set is
weak compared with the measurement uncertainties.
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