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Infection-induced peripheral mitochondria
fission drives ER encapsulations and inter-
mitochondria contacts that rescue
bioenergetics
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The dynamic regulation of mitochondria shape via fission and fusion is critical
for cellular responses to stimuli. In homeostatic cells, two modes of mito-
chondrial fission, midzone and peripheral, provide a decision fork between
either proliferation or clearance of mitochondria. However, the relationship
between specific mitochondria shapes and functions remains unclear in many
biological contexts. While commonly associated with decreased bioener-
getics, fragmented mitochondria paradoxically exhibit elevated respiration in
several disease states, including infection with the prevalent pathogen human
cytomegalovirus (HCMV) and metastatic melanoma. Here, incorporating
super-resolution microscopy with mass spectrometry and metabolic assays,
we use HCMV infection to establish a molecular mechanism for maintaining
respiration within a fragmented mitochondria population. We establish that
HCMV induces fragmentation through peripheral mitochondrial fission cou-
pled with suppression of mitochondria fusion. Unlike uninfected cells, the
progeny of peripheral fission enter mitochondria-ER encapsulations (MENCs)
where they are protected from degradation and bioenergetically stabilized
during infection. MENCs also stabilize pro-viral inter-mitochondria contacts
(IMCs), which electrochemically link mitochondria and promote respiration.
Demonstrating a broader relevance, we show that the fragmented mitochon-
dria withinmetastaticmelanoma cells also formMENCs. Our findings establish
a mechanism where mitochondria fragmentation can promote increased
respiration, a feature relevant in the context of human diseases.

Subcellular organelles continually modulate their shapes in order to
tune their functions. This is exemplified bymitochondria that undergo
cycles of fission, fusion, andmitophagy1,2. Each of these shape changes
can have profound effects on the core mitochondrial functions of
energy production, immune signaling, and cell death. Fused

mitochondria are generally found to be more bioenergetically active,
while fragmented mitochondria are associated with oxidative stress
and apoptosis3–6. Emerging evidence shows that there are also distinct
pathways of mitochondria fission that can differentially impact mito-
chondria function3. Fission can occur either at themidzone (inner 50%
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of themitochondria) or, as recently uncovered, at the periphery (outer
25%of each end), with the position of fission affecting the downstream
fate of the progenies3. Unlike midzone fission, which promotes the
proliferation of healthy mitochondria, the smaller progenies derived
from peripheral fission were reported to exhibit lower bioenergetics
and suggested to be targeted for degradation through mitophagy3.
However, it remains unknown how the balance between these two
modes of fission is regulated, as well as the pathogenic consequences
of disrupting this balance.

Mitochondria shape is commonly regulated by pathogens,
including viruses, to toggle the central processes that mitochondria
regulate7,8. For example, dengue virus promotes mitochondria fusion,
resulting in increasedmitochondria respiration9. Conversely, hepatitis
C and B viruses (HCV and HBV) promote mitochondria fragmentation,
resulting in decreased respiration10–12. The ubiquitous β-herpesvirus
human cytomegalovirus (HCMV), however, represents a paradox.
HCMV infection induces significant mitochondria fragmentation while
simultaneously elevating respiration and suppressing apoptosis13–17.
HCMV is a scourge to the immunocompromised, representing the
leading viral cause of birth defects and transplant rejection. Predicted
to be related to the metabolic rewiring induced by this virus infection,
HCMV is also recognized as oncomodulatory and a contributor to
heart disease18–23.

This unusual structure-function relationship represented by
fragmented mitochondria with increased bioenergetics is also seen in
other disease states, such as some cancers24 and diabetes25–27. How-
ever, it remains largely unclear what is mechanistically different about
this form of mitochondria fragmentation compared to a fragmenta-
tion that decreases respiration. A potential explanation for this
mechanistic discrepancy is that the relative rates of midzone and
peripheral fission dictate the bioenergetic state of the fragmented
mitochondria population. However, the balance between these forms
of fission have not been studied in any disease state.

The function of fragmented mitochondria may also be regulated
downstream of the actual fission event through altered membrane
contact sites (MCSs), which are increasingly recognized as critical
regulators of organelle structure-function28. MCSs are protein-
mediated interactions between two or more organelles that are
essential for core biological processes, such asmetabolite transfer and
organelle remodeling29. Despite the ubiquitous nature of these con-
tacts, MCSs remain understudied in many disease contexts, including
human viral infections. We recently discovered that HCMV infection
modulates MCS proteins across its 120-h replication cycle30. Estab-
lishing a previously uncharacterized hallmark of HCMV infection, we
showed that endoplasmic reticulum (ER)–mitochondria MCSs are
remodeled from the classical tubule crossings31,32 to a
mitochondria–ER encapsulation structure, which we termed MENC30.
Becoming the dominant ER–mitochondria MCS by 72 h post infection
(hpi) in HCMV-infected cells, MENCs are formed from stable and
asymmetric mitochondria cupping by an ER tubule30. Furthermore,
known MCS proteins PTPIP51 and VAP-B33–35 were found to re-localize
toMENCsby 72hpiwithHCMV30. However, howtheseuncharacterized
structures are formed and what their functions are for either cellular
homeostasis or HCMV replication remained unknown. In addition,
their assembly and functions in other disease states and connected
pathologies have not been investigated.

Here, we address the question of how, in certain biological con-
texts, mitochondrial fragmentation leads to increased bioenergetics.
We report the discovery that mitochondrial progenies derived from
peripheral fragmentation can be protected frommitophagy and result
in elevated bioenergetic output through a mechanism leveraging
ER–mitochondria and inter-mitochondria contacts. Using live-cell
super-resolution microscopy, cryo-tomography, proteomics, and
metabolic assays, we discover the implementation of this mechanism
during HCMV infection. A broader relevance for such a mechanism is

further demonstrated by our finding that ER–mitochondriamembrane
contacts also increase fragmented mitochondria bioenergetics in
metastatic melanoma cells. Our findings offer a previously unrecog-
nized model for how alterations to mitochondria fission/fusion rates
and MCS can promote the survival and activity of fragmented
mitochondria.

Results
HCMV infection induces mitochondria fragmentation through
peripheral fission coupled with fusion suppression
To address how HCMV infection induces mitochondria fragmentation
while simultaneously promoting respiration, we used live-cell super-
resolution microscopy to assess the type of fission induced3. First, we
validated the presence ofmidzone and peripheral fission in uninfected
(mock) and HCMV-infected fibroblasts expressing the mitochondria
matrix marker mito-BFP (Fig. 1A, Supplementary Fig. S1A, and Sup-
plementaryMovies S1 and 2). However, our quantification of hundreds
of fission movies led to several surprising findings. First, we find that
HCMV has no significant impact on the total number of mitochondria
fission events, contrary to the evident fragmentation (Supplementary
Fig. S1B). Second, by quantifying the type of fission occurring, we
determine that HCMV infection elevates peripheral fission while
decreasing midzone fission (Fig. 1B and Supplementary Fig. S1C). The
proportion of peripheral fission events increases from 25% in mock
cells to >75% by 96 hpi. This shift is due to both a progressive decrease
in midzone fission, starting at 48 hpi, and a two-fold increase in per-
ipheral fission at 72 hpi. To validate that these peripheral fission events
were indeed the result of individualmitochondria splitting, we imaged
infected cells expressing an outer mitochondria membrane marker
(OMP25). As shown in the kymograph for representativemitochondria,
a contiguous signal prior to fission was observed (Fig. 1C and Supple-
mentary Fig. S1D). A slight dip in OMP25 signal marks the fission site,
likely indicating ER constriction. Peripheral fission was further con-
firmed using mito-Dendra2 expression36, which allowed us to selec-
tively photoconvert and track individual mitochondria through fission
(Supplementary Fig. S1E). These results demonstrate a previously
unrecognized ability for a viral infection to modulate the balance
between peripheral and midzone mitochondria fission.

Contacts between mitochondria and the ER and lysosomes are
known to regulate mitochondria fission and to be differentially regu-
lated during peripheral and midzone fission events3. Hence, we live
imaged markers for the ER, lysosome/late endosomes, and mito-
chondria in mock and infected cells (Fig. 1D, E and Supplementary Fig.
S1F, G). Quantification of ER contacts showed their presence at nearly
all fission events, regardless of the fission type or infection timepoint
(Supplementary Fig. S1F). Conversely, lysosomes displayed different
contact frequencies between uninfected and infected cells. In mock
cells, lysosomes were present at ~35% of all midzone and peripheral
mitochondrial fission events (Fig. 1D and Supplementary Fig. S1G). By
48 hpi, however, more peripheral fission events (~90%) were marked
by lysosomes than midzone (~60%).

Given that the total number of fission events remained con-
sistent, we next assessed whether the accumulation of peripherally
fragmented mitochondria is also facilitated by the inhibition of
fusion. Indeed, we find that, starting at 48 hpi, mitochondria fusion is
decreased (Fig. 1F and Supplementary Movie S3). This temporality
matches the known increase in mitochondria fragmentation14,37. To
determine the molecular cause of this decline in fusion, we assessed
the abundance of mitochondria fusion proteins OPA1, mitofusin 1
(MFN1), andmitofusin 2 (MFN2). Consistent with previous results, we
find that MFN2 abundance initially increases then steadily declines
throughout infection16,30 (Supplementary Fig. S2A). Conversely, OPA1
and MFN1 abundances increase with infection (Fig. 1G and Supple-
mentary Fig. S2A). However, this initial analysis of OPA1 abundance
does not differentiate between the long and short cleavage states of
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OPA1, L-OPA1 and S-OPA1, respectively38,39. While dependent on how
the cleavage occurs40,41, S-OPA1 lacks the ability to induce mito-
chondria fusion, while retaining other functions of L-OPA1 in main-
taining cristae architecture, mitochondria bioenergetic output, and
cell survival during oxidative stress38,41–43. By analyzing ~50 pre-
cursors found throughout the OPA1 protein sequence, we find that

peptides from within the first 180 amino acids, which are only pre-
sent in L-OPA1, decrease in abundance with infection (Fig. 1G and
Supplementary Fig. S2B). The remainder of the protein, which is
found in S- and L-OPA1, increases and then plateaus. These findings
show that HCMV specifically upregulates S-OPA1, while concurrently
decreasing L-OPA1.
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To understand how HCMV is inducing this fusion/fission imbal-
ance, we investigated the roles of the twomain viral proteins known to
target mitochondria—pUL37x1 and pUL13. pUL37x1, or vMIA, is a cri-
tical regulator of mitochondria dynamics during HCMV infection,
being an inhibitor of apoptosis, needed for calcium release from the
ER, and necessary and sufficient for mitochondria
fragmentation13,14,17,44–47. The means through which pUL37x1 induces
mitochondrial fragmentation remained unclear. In agreement with
previous reports, we find the expression of pUL37x1 outside the con-
text of infection to be sufficient for inducing mitochondria fragmen-
tation (Supplementary Fig. S2C). Through quantification of
mitochondria fission and fusion, we demonstrate that pUL37x1
expressiondecreasesmidzonefission andmitochondria fusion (Fig. 1H
and Supplementary Fig. S2D). pUL37x1 expression is also sufficient to
decrease OPA1 abundance, while causing a slight, but not significant,
decrease in MFN2 abundance (Fig. 1I and Supplementary Fig. S2E).
These effects were partially rescued when the pUL37x1 transmem-
brane domain was deleted (Fig. 1I and Supplementary Fig. S2E),
demonstrating the importance of pUL37x1 mitochondria localization
that is conferred by this functional domain44. The viral protein pUL13 is
also known to regulate mitochondria structure-function, altering the
mitochondria ultrastructure and being necessary and sufficient for
elevating mitochondria respiration15. Upon infection with a UL13
deletion HCMV strain (ΔUL13)15, we find that mitochondria fragmen-
tation is comparable to WT HCMV-infected cells (Supplementary
Fig. S2C). Peripheral fission events are still evident upon ΔUL13 infec-
tion, indicating that UL13 does not contribute to this fission/fusion
dysregulation and suggesting that pUL13 functions downstream of
pUL37x1 (Supplementary Fig. S2F). These data establish that periph-
eral fission and suppression of mitochondria fusion are at the heart of
pUL37x1-dependent mitochondria fragmentation during HCMV
infection.

Mitophagy is suppressed during HCMV infection
As peripheralfission has been linked tomitochondria degradation3, we
next tested whether the observed increase in peripheral fission during
HCMV infection induced a concurrent upregulation ofmitophagy. The
role of general autophagy in HCMV infection is unclear. LC3-II and
other autophagy-related proteins were reported to be upregulated
during HCMV infection and necessary for efficient viral replication48,49.
Contrasting reports suggested that autophagy is antiviral, suppressing
HCMV replication50–53. Furthermore, the modulation of mitochondrial

autophagy (i.e., mitophagy) during HCMV infection has not been
previously assessed. To quantify mitophagy, we first used immuno-
fluorescence microscopy to image endogenous LC3 at mitochondria
(Fig. 2A). The total abundance of LC3 puncta initially dipped at 24 hpi,
then increased through 48 and 72 hpi (Supplementary Fig. S3A). As
mitochondria also proliferate during HCMV infection, it is not sur-
prising that we observe a higher percentage of the LC3 population to
be in contact with mitochondria as infection progresses (Fig. 2B).
However, the fluorescence intensity of these puncta, which is a proxy
for LC3 concentration, follows the opposite trend, increasing at 24 hpi
then decreasing by 72 hpi (Supplementary Fig. S3B). The fluorescence
intensity of LC3 puncta not contacting mitochondria was consistently
higher than those puncta in contact with mitochondria across infec-
tion (Fig. 2B). Moreover, the size of LC3 puncta in contact with mito-
chondria during infection appears to bemuchsmaller thanwhatwould
be expected for an autophagosome54. Altogether, these observations
suggest that mitophagy is not significantly activated during HCMV
infection.

To confirm that the LC3puncta observed atmitochondria do not
induce mitophagy, we expressed the mitochondria-localized ratio-
metric fluorophore and pH sensormtKeima55. This approach uses the
ratio of the 565 nm/405 nm laser excitations to identifymitochondria
undergoing mitophagy. To analyze these data, we developed a
computational pipeline that segments mitochondria and quantifies
mtKeima intensity in a non-biased manner. We validated this work-
flow by treating mock cells expressing mtKeima with the mitophagy-
inducing protonophore CCCP with or without the autophagy
inhibitor Bafilomycin A (BFN) and compared mtKeima signal to
our control DMSO treatment (Supplementary Fig. S3C, D). As an
additional validation, we expressed a Rab7Q67L mutant that coloca-
lizes with parkin at mitophagosomes56. Increased mtKeima fluores-
cence was evident at mitochondria encapsulated by Rab7Q67L-marked
vesicles (Supplementary Fig. S2E). By applying this workflow across
HCMV infection, we observed suppression of mitophagy (Fig. 2C, D
and Supplementary Fig. S3F, G). This agrees with our LC3 staining
results, given that we did not observe a large accumulation of LC3 at
mitochondria, as it would have been expected for mitophagosome
formation15–17.

To assess howmitophagy suppression is controlled at the protein
level, we quantified mitophagy regulatory proteins across HCMV
replication (Fig. 2E). While we were unable to detect the major known
drivers of mitophagy Parkin and PINK1, we found that HCMV infection

Fig. 1 | HCMV infection induces mitochondria fragmentation through periph-

eral fission coupled with fusion suppression. A Representative images of mito-
chondria labeled with Mito-BFP in uninfected (mock) and HCMV-infected cells at
72 h post infection (hpi). Center ROIs show timelapses of midzone (bottom) and
peripheral (top)mitochondria fission. Red arrows indicate the fission site. Scale bar
is 10 µm. B Number of peripheral or midzone fission events per cell; cells per
replicate ≥10, n ≥ 5 biological replicates, total of 303 cells and 581 fission events
analyzed. Exact P values - Midzone: mock vs. 72 hpi = 0.041; Mock vs. 96 hpi =
0.003; Peripheral: Mock vs. 72 hpi = 0.039; mock vs. 96 hpi = 0.015; Mock: Per-
ipheral vs. Midzone = 0.006; 24 hpi: Peripheral vs. Midzone = 0.019; 48 hpi: Per-
ipheral vs. Midzone = 0.049; 96 hpi: Peripheral vs. Midzone = 0.006. C Kymograph
of peripheral mitochondria fission with each slice (top to bottom) representing a
frame. Images from select frames shown in Supplementary Fig. S1D. D Quantifica-
tion of contact frequency for three-way contacts between ER, mitochondria, and
lysosomes. Data points indicate total contact events divided by total fissions for
peripheral and midzone mitochondria fission per replicate; cells per replicate ≥10,
n ≥ 3 biological replicates, total of 251 fission events across 214 cells. Exact P values;
48 hpi: Midzone vs. Peripheral = 0.058; 72 hpi: Midzone vs. Peripheral = 0.017;
Peripheral: Mock vs. 48 hpi = 0.025; Peripheral: Mock vs. 72 hpi = 0.025.
ERepresentative timelapse of peripheralfission at 72hpiwithmitochondria labeled
with Mito-BFP (red), ER with GFP-Sec61β (cyan), and lysosomes with mCh-Rab7

(yellow). Top white arrows point to the fission site, middle white arrows point to
mitochondria–lysosome contact, and the bottom white arrows point to
ER–mitochondria contact (4 × 4 µm ROIs). F Quantification of total fusion events
observed per cell. Ten cells per replicate, n = 3 biological replicates, 350 fusion
events across 120 cells. Exact P values; Mock vs. 24 hpi = 0.067; Mock vs. 48 hpi =
7.34E-08; Mock vs. 72 hpi = 2.35E-13. G Comparative quantification of all OPA1
peptides (OPA1), peptides found in S-OPA1 (S-OPA1) orpeptides that are only found
in L-OPA1 (L-OPA1). Quantification by DIA-MS, n = 3. H Quantification of mito-
chondria fusion as well as midzone and peripheral fission following control
(OMP25) orUL37x1 expression.n = 30cells, 239fission events and 148 fusion events
analyzed. ExactP values; Peripheral: pUL37x1 vs.OMP25 = 0.370;Midzone: pUL37x1
vs. OMP25 = 8.878E-08; Fusion: pUL37x1 vs. OMP25 = 4.429E-13; Total fission
events: pUL37x1 vs. OMP25= 3.34E-05. I Quantification of OPA1 abundance fol-
lowing either control or expression of full-length pUL37x1, or a mutant lacking the
transmembrane domain (UL37x1 dTM). Quantification by DIA-MS, n = 2 replicates.
hpi hours post infection, mito mitochondria, ER endoplasmic reticulum, mCh
mCherry, s seconds, M mock. Data are presented as mean values with 95% con-
fidence intervals. Black asterisks indicate statistical comparison to uninfected cells,
while green asterisks indicate comparison between conditions at the same time-
point. *P ≤ 0.05, **P ≤ 0.01, and ***P ≤ 0.001 using a Welch’s t test. Source data are
provided as a Source Data file.
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upregulates USP30, a prominent negative regulator of Parkin medi-
ated mitophagy57,58. In addition, consistent with a downregulation in
mitophagy, we found that the abundances of GABARAP mitophago-
some maturation proteins and the mitophagy receptor BNIP3 pro-
gressively decreased across infection59 (Fig. 2E). Altogether, our results
demonstrate that HCMV infection results in the progressive suppres-
sion of mitophagy.

Mitochondria maintain membrane potential following HCMV-
induced peripheral fission
Given our finding that mitophagy is suppressed during HCMV infec-
tion, despite the increase in peripheral fission, we also assessed the
calcium content within mitochondria to validate the prior knowledge
that HCMV infection relies on Ca2+ release from the ER via pUL37x147,60.
To determinemitochondrial Ca2+ levels across infection, we expressed
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the plasmid mtCameleon, which localizes to mitochondria and
increases in fluorescence when bound to Ca2+ (see refs. 61,62). The
cameleon sensor was co-expressed along with mito-pHRed, a
mitochondria-localized pH sensor63, to account for alterations in
mitochondria pH that can impact mtCameleon fluorescence64. As
expected, we observed an increase in mitochondria calcium with
infection (Supplementary Fig. S3H).

We next asked if mitochondria also maintain their membrane
potential (ΔΨm) following peripheral or midzone fission. The ΔΨm is a
function of mitochondria respiration and thus an indicator of mito-
chondria bioactivity65. We quantified ΔΨm by staining with the poten-
tially sensitive dye TMRE66, which we validated to respond to CCCP
treatment in a dose-dependent manner (Supplementary Fig. S4A). To
determine how peripheral andmidzone fissionmay be influencingΔΨm,
wecompared theTMRE intensityof theparentmitochondria justprior to
fission to the TMRE intensity of the progenymitochondria just following
fission. As expected, in mock cells midzone fission had little impact on
the ΔΨm, while peripheral fission decreased it (Fig. 2F, G and Supple-
mentary Fig. S4B).However, as the infectionprogressed, theΔΨmwasno
longer reduced following peripheral fission, with almost no impact seen
by 48 hpi. We validated these results using two different concentrations
of TMRE (200 and 25nM), as well as two different methods of quantifi-
cation.Thus,weshowthat theprogenies fromHCMV-inducedperipheral
mitochondria fission are not specifically degraded and instead exhibit
rescued membrane potential and calcium import (Fig. 2H). These func-
tions increase mitochondria respiratory capacity, thus allowing mito-
chondria to meet the high-energy demands of HCMV infection, in
particular during virus assembly occurring at 72 hpi67.

Peripheral fission and mitochondria fusion suppression lead to
mitochondria–ER encapsulations (MENCs)
Having discovered the paradox that infection-induced peripheral fission
progenies maintain their membrane potential, we asked what the
molecular basis of this phenotype is. We found that, unlike midzone
fission, most peripheral fission events lead to the formation of
mitochondria–ER encapsulations (MENCs) (Fig. 3A). MENCs are an MCS
structure we recently characterized, whereby ER tubules form a stable
and asymmetric cup around mitochondria30 (Fig. 3B). To validate the
formation of these structures, we used electron cryo-tomography (cryo-
ET). At 72 hpi, when the predominant ER–mitochondria contact sites are
MENCs30, tomograms of HCMV-infected cells showed asymmetric ER
encapsulations of mitochondria (Fig. 3C and Supplementary Movie S4).
This asymmetric encapsulation is the hallmark of a MENC, and the ER
(orange) was within 15 nm of the mitochondria (blue), in line with this
structure representing a true MCS28.

Given our finding that expressing the viral factor pUL37x1 toggles
the mitochondrial fission/fusion balance (Fig. 1H, I), we next tested if
pUL37x1-induced fragmentation is also sufficient to drive MENC for-
mation. Indeed, we observe abundant MENCs upon pUL37x1 expres-
sion (Fig. 3D). Further indicating that pUL13 acts downstreamof fission
and MENC formation, we also found that pUL13 is dispensable for
MENC formation (Supplementary Fig. S4C). However, pUL37x1 is
known to have several functions unrelated to mitochondria
fragmentation45,68–70. Therefore, to determine if pUL37x1-dependent
mitochondria fusion suppression is what drives MENC formation, we
also assessed MENC prevalence following knockout (KO) of the host
fusion protein MFN271 (Supplementary Fig. S4D). We find that follow-
ing MFN2 KO, >80% of the mitochondria analyzed were in MENCs
(Fig. 3E, F). ThisMENC percentage is on par with levels at late stages of
HCMV infection, when MENCs are most upregulated30. Therefore, we
establish that in mock and infected cells, MENCs are preferentially
formed following peripheral fission, and that the prevalence ofMENCs
can be modulated by suppressing mitochondria fusion.

Mitochondria are protected from mitophagy at MENCs
Despite the abundance ofMENCs during infection, and the established
importance of MENC-resident protein PTPIP51 for HCMV replication30,
the function of MENCs remains unknown. PTPIP51 has several core
functions at ER–mitochondria contacts that could benefit viral repli-
cation, including the regulation of calcium homeostasis, autophagy,
and phospholipid transfer33–35,72,73. To determinewhich of thesemaybe
at play during HCMV infection, we isolated endogenous PTPIP51 in
mock and HCMV-infected cells using immunoaffinity purification and
analyzed its interactions by mass spectrometry (IP-MS) (Supplemen-
tary Fig. S5A and Supplementary Data 1). To gain further resolution on
potential PTPIP51 interactions, particularly those that may be low
abundance, we also used targeted MS (parallel reaction monitoring or
PRM) to monitor several host and viral proteins.

Given that PTPIP51 becomesmore enriched atMENCs as infection
progresses30, proteins that show increased interaction abundancewith
PTPIP51 across infection are also likely to be MENC-localized. We
therefore performed k-means clustering on the identified PTPIP51
interactions and GO-term enrichment on the proteins whose interac-
tion abundance with PTPIP51 increased from mock to 72 hpi (Supple-
mentary Fig. S5C–E). Through these analyses, we found that PTPIP51
associates with proteins involved in post-translational modifications,
autophagy, and mitochondria organization (respiratory chain assem-
bly) (Supplementary Fig. S5D). As expected for an MCS protein that is
present at the interface of several different organelles, we observed
that PTPIP51 interacted with proteins from several different

Fig. 2 | HCMV-induced peripheral fission paradoxically produces functional

progenies. A Representative microscopy images of LC3 localization. Scale bar is
1 µm.B Left: Percent LC3puncta in contactwithmitochondria. Right: Quantification
of endogenous LC3 abundance (immunofluorescence intensity) either in isolated
LC3 puncta or in LC3 puncta in contact withmitochondria; Mock = 66, 24 hpi = 68,
48 hpi = 65, 72 hpi = 72 total cells analyzed for each timepoint, n = 3 biological
replicates, total of 267 cells. C Representative images of mitochondria expressing
mtKeima excited by either 405 nm or 565 nm laser. D Quantification of mito-
chondria undergoing mitophagy as indicated by the median 565 nm to 405nm
excitation ratio of mtKeima for each segmented mitochondria. Infected and
untreated mock cells consist of ≥13 cells per replicate, n = 3 biological replicates.
Right: scheme showing that mitochondria pH shifts from ~8 to ~5.5 during mito-
phagy, which alters mtKeima fluorescence. E Log2 fold-change protein abundance
compared tomock formitophagy-relatedproteins. DIAacquisition,n = 3 replicates.
F Representative image of mitochondrial potential given by the intensity of TMRE
and outer mitochondria membrane labeled with OMP25 during a peripheral fission
event at 72 hpi.White arrowspoint tofission site (scalebar = 3 µm).GQuantification
of mitochondria potential change following either peripheral or midzone mito-
chondria fission across HCMV infection time. Top: Mitochondria membrane

potential quantified following treatment with 200nM TMRE. Membrane potential
was quantified as Log2 of the max TMRE intensity of the progeny near the fission
site divided by the max TMRE intensity of the parent mitochondria at the fission
site; Mock = 72, 24 hpi = 64, 48 hpi = 72, 72 hpi = 72 total cells analyzed for each
timepoint; n = 3 biological replicates. Bottom: Mitochondria membrane potential
quantified following treatment with 25 nM TMRE. Membrane potential quantified
as the Log2 of the mean TMRE intensity of the progeny divided by the mean of the
parent; Mock = 76, 48 hpi =48 total cell imaged for each timepoint, n = 3 biological
replicates. Boxplot shows the median as well as upper and lower quartiles of the
data with the whiskers showing the full distribution, excluding outliers. H Cartoon
representing our findings of mitochondria undergoing peripheral fission at three-
way ER–mito–lysosome contacts, the progenies of which exhibit suppressed
mitophagy as well as elevated membrane potential relative to mock.
ΔΨm =mitochondria membrane potential. ΔΨm mitochondria membrane poten-
tial, hpi hours post infection, mito mitochondria, s seconds, M mock. Data are
presented as mean values with 95% confidence intervals. Black asterisks indicate
statistical comparison to uninfected cells, while green asterisks indicate compar-
ison between conditions at the same timepoint. *P ≤ 0.05, **P ≤ 0.01, and ***P ≤

0.001 using a Welch’s t test. Source data are provided as a Source Data file.
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compartment, likely representing both direct and indirect interac-
tions. Consistent with our previous IP-MS study of pUL37x1
interactions70, both PRM and untargeted MS assays pointed to an
interaction between PTPIP51 and pUL37x1 starting early in infection
(Fig. 3G and Supplementary Fig. S6A).

In addition to pUL37x1, PTPIP51 interacted with HCMV-encoded
proteins across temporal gene classes (Supplementary Fig. S6A).

Among these was TRS1, a known negative regulator of autophagy
during HCMV infection53. PTPIP51 also interacted with several host
autophagy proteins (Supplementary Fig. S5D, E). Among these were all
three components of the autophagy elongation complex ATG5/12/16L
(Fig. 3H). This complex acts as an E3 conjugating enzyme and is
necessary for LC3 lipidation and thus autophagosome maturation74,75.
Hence, these observations led us to ask whether MENCs and their
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resident protein PTPIP51 function to regulate mitophagy during
infection. To address this, we sought to first validate the PTPIP51-ATG
interaction.We performed reciprocal IP-PRMon endogenous ATG12 in
mock and 72 hpi cells. We found that, indeed, ATG12 interacts with
PTPIP51 (Supplementary Fig. S6B). In addition, unlike PTPIP51, we
noted that ATG12 loses its interaction with other outer mitochondria
membrane proteins (VDAC1-3) during infection. This suggests that the
ATG12-PTPIP51 interaction is not only driven by their localization to
mitochondria, as otherwise we would have also expected to see sus-
tained ATG12-VDAC interactions. Furthermore, we find that ATG12
displays increased interactionswithATG5,ATG16L, andATG7at 72 hpi.
Conversely, while ATG12 interacts with LC3s (LC3A/B and GBRAP) in
mock, these interactions are stunted during infection. These findings
led us to speculate that the ATG5/12/16L complex is not activating LC3
during infection, whichmay result in suppressedmitophagy atMENCs.

To test if mitophagy is dysregulated at MENCs during HCMV
infection, we first quantified endogenous LC3 intensity co-localizing at
MENC and non-MENC mitochondria during infection. We found that
MENCs had decreased LC3 intensity (Fig. 3I). We next expressed
mtKeima along with an ER marker to visualize mitophagy at MENCs
(Fig. 3J). This analysis demonstrated that mitochondria undergoing
mitophagy were not in MENCs. Furthermore, MENCmitochondria did
not show any signs of acidification.

To determine if PTPIP51 contributes to the decrease in mitophagy
at MENCs, we performed siRNA-mediated knockdown (KD) of PTPIP51
followed by quantification of mitophagy-associated proteins. We vali-
dated theefficacyofourKDusingMSaswell as aTUNELassay andqPCR
to quantify cell death and ISG expression (Supplementary Fig. S6C–E).
In uninfected cells, we saw no difference in cell death or ISG expression,
with a slight increase in both effects during infection. Building on our
findings that HCMV infection downregulates mitophagy proteins
(Fig. 2E), we find that PTPIP51 KD suppresses the downregulation
of several autophagy/mitophagy-related proteins (Supplementary
Fig. S6C). These include proteins involved in the initialization of
autophagosome/mitophagosome formation, as well as throughout the
maturation cycle of these structures. Notably, PTPIP51 KD resulted in an
increase in the abundances of both LC3 and GABARAPL2.

Altogether, our findings establish that peripheral fission and
suppression of fusion lead to MENC formation, where mitochondria
are protected from mitophagy during infection.

MENC-associated PTPIP51 is necessary for elevated respiration
during infection
Our temporal protein interaction study indicated that PTPIP51 is
primed to regulate metabolism through multiple pathways (Supple-
mentary Fig. S5C–E), suggesting that MENCs may also be important

for regulatingmitochondria bioenergetics. First, we find that PTPIP51
interacts with the IP3R and VDAC cation channels (Fig. 4A and Sup-
plementary Fig. S6F). VDACs are localized to the outer mitochondria
membrane and cooperate with IP3R on the ER to regulate mito-
chondria calcium import, and by extension the turning of the TCA
cycle76. These interactions agree with the known function of PTPIP51
at ER–mitochondria contacts in regulating calcium import into the
mitochondria33,35. Further downstream of the TCA cycle, we find that
PTPIP51 interacts with several components of the electron transport
chain (ETC), as well as proteins that promote the assembly and sta-
bilization of ETC complex II, III, IV, and V77 (Fig. 4B). All of the iden-
tified ETC interactors are nuclear-encoded, thus indicating how
PTPIP51, which sits on the outer mitochondria membrane, could be
interacting with ETC-related proteins, which localize to the inner
mitochondria membrane. Finally, we also find that PTPIP51 interacts
with several components of the MICOS (mitochondria contact and
cristae organization system) and MIB (mitochondria intermembrane
space bridging complex) (Supplementary Fig. S6G). These com-
plexes are critical for mitochondria ultrastructure and represent a
regulatory and physical linkage between the outer and inner mito-
chondria membranes78,79.

The abundance of nearly all these interactions with metabolism-
associated proteins increased through 72 hpi. This prompted us to
propose that PTPIP51 at MENCs may regulate the assembly of the ETC,
possibly contributing to the known increase in respiration following
HCMV infection15–17. Using a live-cell Seahorse assay, which measures
oxygen consumption to quantify respiratory parameters, we find that
PTPIP51 siRNA-mediated knockdown (KD)dampensnearly all aspects of
respiration at 72 hpi (Fig. 4C and Supplementary Fig. S6H). With the
exception of non-mitochondrial respiration, reductions were observed
in basal respiration, maximal respiration, ATP-liked respiration, and
proton leak upon PTPIP51 KD compared to control during infection.
While this assay is not specific to MENCs, as it measures all mitochon-
dria, it isworth considering thatwepreviously established that by 72hpi
themajority of mitochondria are withinMENCs30. Furthermore, we find
that the role of PTPIP51 in elevating respiration is specific to infection
(Fig. 4C), which is when PTPIP51 is enriched at MENCs and is consistent
with its interactions with ETC-related proteins during infection. In
agreement with the notion that PTPIP51 increases mitochondria
respiration at MENCs during infection, we also find that MENC mito-
chondria exhibit lower membrane potential than non-MENC mito-
chondria during infection (Fig. 4D). This is due to the phenomenon that
membrane potential is dissipated as respiration increases and protons
are instead used for ATP phosphorylation. Importantly, while MENC
mitochondria displayed lower membrane potential, they were still suf-
ficiently polarized to indicate that they were not dysfunctional.

Fig. 3 | Mitochondria–ER encapsulations (MENC) follow peripheral fission and

promote bioenergetics. A Quantification of peripheral or midzone fission events
leading toMENC formation. Each data point represents a biological replicate;Mock
= 67, 24 hpi = 67, 48 hpi = 73, 72 hpi = 71 total cells analyzed for each timepoint;
Midzone = 3, peripheral = 4 biological replicates. B Cartoon representation of a
MENC. Cutout shows PTPIP51 and VAP-B localization to the mitochondria and ER
interfaces of MENCs, respectively. C Left: Slice through a tomogram and right: 3D
segmentation of an HCMV-infected cell at 72 hpi showing Mito-ER encapsulation
(whole volume shown in Supplementary Movie S4). The mitochondrial and ER
membranes are outlined in blue and brown, respectively. Scale bar is 200 nm.
Representative of one biological replicate with 23 cells across two grids being
selected for FIB-milling. Out of these, 6 lamella sites were successfully polished and
used for cryo-ET data acquisition. In total 34 tilt series were acquired of which 27
contained mitochondria and ER in close proximity. D Live-cell microscopy of
pUL37x1-induced MENC formation. White arrows point to MENCs. (ROI = 10 × 10
μm). E Representative images of MFN2 KO-induced MENC formation. Timelapse
shown top to bottom. (ROI = 3 × 3μm). F Quantification of MFN2 KO-induced
MENC formation. Tenmitochondria per cell, 10 cells per condition, n = 3 biological

replicates; total of 600 mitochondria. G PTPIP51 interaction with pUL37x1 as
quantified by targeted MS (PRM). H Left: PTPIP51-ATG interaction abundance as
quantified by DDA-MS. (2 biological replicates, except for 24 hpi). Right: Cartoon
representation indicating the function of PTPIP51 interactors the ATG5/12/16L
complex in autophagosome maturation. I Quantification of LC3 intensity in MENC
and non-MENC mitochondria at 72 hpi. Shown as LC3 intensity per cell. 10 MENC
and non-MENC mitochondria quantified per cell; 10 cells per replicate; n ≥ 3 bio-
logical replicates, 600 mitochondria across 30 cells. J Representative microscopy
showing colocalization of acidified mitochondria (as shown through mtKeima
ratiometric imaging) with the ER as well as the lack of acidification in MENC
mitochondria. Scale bar = 10 µm. hpi hours post infection, mito mitochondria, ER
endoplasmic reticulum, mCh mCherry, s seconds, M mock, MENC
mitochondria–ER encapsulation, KO knockout. Data are presented as mean values
with 95% confidence intervals. Black asterisks indicate statistical comparison to
uninfected cells, while green asterisks indicate comparison between conditions at
the same timepoint. *P ≤ 0.05, **P ≤ 0.01, and ***P ≤ 0.001 using a Welch’s t test.
Source data are provided as a Source Data file.
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Altogether, our findings show that peripheral fission and sup-
pression of mitochondria fusion lead to MENC formation, and that
MENC-localized PTPIP51 plays a role in elevating mitochondria
bioenergetics. To further visualize this mechanism, we used live-cell
TMRE analysis. By comparing the TMRE intensity of two peripheral
fission events, one that leads to a MENC and one that does not, we
observed that only the MENC-associated mitochondria had its

polarization restored after fission (Fig. 4E and Supplementary
Movie S5).

MENCs and suppression of mitochondria fusion stabilize inter-
mitochondria contacts
In uninfected cells, weobserve that contact between twomitochondria
commonly leads to mitochondria fusion (Fig. 5A). However, we find
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that during infection mitochondria collisions form temporally stable
inter-mitochondria contacts (IMCs) (Fig. 5A). IMCs are junctions
between mitochondria that specifically do not lead to full fusion and
matrix mixing, but instead coordinate mitochondria bioenergetics
through exchange of electrochemical signals or small molecules80,81.
These MCSs have been implicated in mitochondria diseases such as
Charcot–Marie–Tooth type 2 and cardiovascular disease82,83. We find
that IMC stability continually increased across HCMV infection, with
the largest increase evident by 72 hpi (Fig. 5B). At 72 hpi, the majority
of IMCs were stable for over 3min, whereas in mock cells, most IMCs
lasted less than a minute.

Given that we also observed IMCs upon pUL37x1 expression
(Fig. 3D), we next aimed to determine if these interactions are a con-
sequence of suppressed mitochondria fusion. We find that suppres-
sion of fusion throughMFN2 KO is sufficient to increase IMC temporal
stability (Fig. 5C and Supplementary Fig. S7A). As MENCs and IMCs are
concurrently prevalent at 72 hpi, we next assessed whetherMENCs are
associated with increased IMC stabilization. We analyzed our live-cell
videos, scoring each IMCasarising from0, 1, or 2MENCs (Fig. 5D, E and
Supplementary Movie S6). We found that less stable IMCs had a ran-
domassortment ofMENC andnon-MENCmitochondria,while >90%of
the more stable IMCs were associated with 2 MENCs. Therefore, while
not allMENCs promote IMCs, nearly all stable IMCswere found to arise
from MENCs.

To visualize these structures with higher resolution and validate
that the observed IMCs represent bona fide MCSs, we used cryo-ET.
While we cannot establish stability over time for the IMCs by cryo-ET,
we observe mitochondria in close apposition (~10 nm) (Fig. 5F and
Supplementary Movie S7), consistent with our live-cell analyses. To
assess how thesemitochondria could be engaging in IMCs andMENCs
simultaneously, we used super-resolution light microscopy to take
Z-slices and create a 3D reconstructions of MENC-IMCs taken at 72 hpi
(Fig. 5H). We find that ER tubules weave around the site of inter-
mitochondria contact. By staining for endogenous PTPIP51, we further
find that PTPIP51 is enriched at ER tubules wrapping under or around
the site of IMC (Fig. 5G).

IMCs are proviral structures that promote mitochondria
respiration
As our results uncovered the formation of stable IMCs upon infec-
tion, we asked whether these structures function for the benefit of
the virus or the host. To assess this, we used the tethering system
developed by Picard et al.80, in which FRB and FKBP linker domains
are localized to mitochondria and induced to interact upon rapa-
mycin treatment, therebymaking stable IMCs. Therefore, this system
will promote the formation of IMCs independent of whether they are
within MENCs or not. To validate this system for our cell model, we
transfected cells with either FRB and FKBP (tether) or FRB and an

outer mitochondria membrane-localized GFP (control). We then
treated each of these conditions with either rapamycin or DMSO.
While tether expression in the absence of rapamycin caused a slight
increase in mitochondria clustering, significantly more tethering was
induced upon rapamycin treatment (Supplementary Fig. S7B). We
therefore proceeded to infect each of these four conditions and treat
with rapamycin at 72 hpi to induce tethering (Supplementary
Fig. S7C). We found that IMC induction at 72 hpi caused an over
three-fold increase in viral replication compared to all three controls,
showing that these structures are proviral (Fig. 6A). To test whether
increasing the prevalence of IMC formation can also elevate
respiration, we used a Seahorse assay to quantify respiration upon
IMC induction. Indeed, at 72 hpi, the activated tether increased ATP-
linked, basal, and maximal respiration, as well as spare capacity
(Fig. 6E and Supplementary Fig. S8A). Furthermore, this was specific
to infection, as tether activation in mock cells had no impact on
respiration (Supplementary Fig. S8B).

To further delve into the bioenergetic properties of IMCs during
HCMV infection, we turned to TMRE staining and live-cell imaging. We
observed that mitochondria appeared to spontaneously depolarize
and repolarize, appearing as blinking in live-cell microscopy (Fig. 6B
and SupplementaryMovie S8). The frequency of these events could be
increased by slightly elevating cellular stress via increased laser power.
Leveraging this approach allowed us to determine that IMC mito-
chondria were blinking more frequently and had higher amplitude
changes when compared to non-IMCmitochondria from the same cell
(Supplementary Fig. S9A, B). In addition, when we averaged all of the
TMRE changes over time, we found that IMC mitochondria are
cumulatively increasing their TMRE intensity, while non-IMC mito-
chondria were overall not changing (Supplementary Fig. S9). These
findings led us to speculate that during HCMV infection IMCs may
coordinate the membrane potentials of the connected mitochondria
to help maintain bioactivity. To test this, we quantified the membrane
potential flux of the contacting mitochondria when its partner rapidly
depolarizes, which we define as decreasing its membrane potential by
40%ormorewithin 3–6 s (1–2 frames).We find that nearly every time a
contacting mitochondria was depolarized, its partner displayed
increased membrane potential (Fig. 6C and Supplementary Fig. S9C).
To confirm that this is not caused by a global change in potential or
fluorescence unrelated to mitochondria contact, we also show that a
non-contacting mitochondria within the same cell was not bioe-
nergetically coordinated with the depolarizations described above
(Fig. 6C). To confirm that this coordination is not occurring by chance,
we also showed that a scramble of the contacting mitochondria’s
TMRE intensity, repeated 1000×, showed significantly less coordina-
tion than the true IMC results (Fig. 6C). In addition, we find that IMC
mitochondria are capable of repolarizing after minutes of depolar-
ization (Supplementary Fig. S9D).

Fig. 4 | PTPIP51 regulates metabolic processes during HCMV infection. A Top:
Abundance of PTPIP51-VDAC interaction quantified by targeted MS (≥ 2 peptides
per protein). Bottom: Cartoon representation of the role of VDAC1/2/3 proteins in
calcium import in the mitochondria (brown/orange) from the ER (blue). B Top:
Abundance of PTPIP51 interaction with the electron transport chain complex (ETC)
subunits and ETC assemblingproteins (*) (2 biological replicates, except for 24hpi).
Bottom: Cartoon representation of the ETC complex that PTPIP51 interacting
proteins stabilize. C Quantification of respiratory parameters in mock or 72 hpi
HCMV-infected cells following siRNA control (siCTRL) or PTPIP51 KD (siPTPIP51).
Left: Radar plot displaying all of the scaled respiratory parametersmeasured by the
Seahorse assay. Right: Bar plots of basal and maximal respiration in these condi-
tions (siGFP = 5, siPTPIP51 = 4 biological replicates). Exact p values; Basal: siGFP vs.
siPTP = 3.12E-04; Maximal: siGFP vs. siPTP = 0.005. D Quantification of membrane
potential (ΔΨm) of MENC and non-MENC mitochondria. TMRE intensity is nor-
malized to the mito-BFP signal and then scaled to the averagemembrane potential
for each cell. Each data point represents a single cell; 10 cells per replicate; n = 3

biological replicates, 90mitochondria across 30cells. Boxplot shows themedian as
well as upper and lower quartiles of the data with the whiskers showing the full
distribution, excluding outliers. Exact P values; TMRE Intensity: MENC vs. Non-
MENC= 8.32E-07. ΔΨm mitochondria membrane potential. E Left: Representative
microscopy images showing mitochondria undergoing peripheral fission, leading
to MENC (top) or non-MENC (bottom). Scale bar = 3 µm. Right: Median TMRE
intensity in the progeny is quantified every frame (5 s) for 35 s after fission and
plotted as log2 fold change to TMRE intensity during fission, when time=0. TMRE
intensity was first normalized to mito-BFP. ΔΨm mitochondria membrane poten-
tial, hpi hours post infection, mito mitochondria, ER endoplasmic reticulum, s
seconds, M mock, MENC mitochondria–ER encapsulation, KD knockdown, ETC
electron transport chain, Ca2+ calcium, OCR oxygen consumption rate. Data are
presented as mean values with 95% confidence intervals. Black asterisks indicate
statistical comparison to uninfected cells, while green asterisks indicate compar-
ison between conditions at the same timepoint. *P ≤ 0.05, **P ≤ 0.01, and ***P ≤

0.001 using a Welch’s t test. Source data are provided as a Source Data file.
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Fig. 5 | MENCs and fusion suppression stabilize inter-mitochondria contacts.

A Representative timelapses of mitochondria (OMP25) fusion in uninfected cells
(top) and stable inter-mitochondria contact (IMC) in infected cells by 72 hpi (bot-
tom) (ROI = 10 × 10 µm). B Quantification of IMC stability throughout HCMV repli-
cation. (Mock = 4, 48 hpi = 2, 24/72/96 hpi = 3 biological replicates; total of 400
events analyzed). C Quantification of MFN2 KO-induced IMC stability. ≥3 IMC per
cell, ≥10 cells per condition, n = 3 biological replicates. Total of 182 IMCs.
D Representative images of two mitochondria (GFP-OMP25, red) in MENCs asso-
ciated with ER (mCh-Sec61β, cyan) forming a stable IMC (ROI = 4.76 ×4.57 µm).
ERight: Cartoon representationof scoring IMCas arising from0, 1 or 2MENCs. Left:
Quantification of whether 0, 1 or 2 mitochondria where in MENCs prior to IMC
onset, binned by IMC temporal stability (10 cells per replicate; n = 3 biological
replicates, 114 IMC across 30 cells). F Slice through a tomogram of HCMV-infected
cell at 72 hpi showing aMito-mito contact (whole volume shown in Supplementary

Movie S8). Scale bar is 200 nm. Representative of one biological replicate with 23
cells across two grids being selected for FIB-milling. Out of these, 6 lamella sites
were successfully polished and used for cryo-ET data acquisition. In total 34 tilt
series were acquired of which 27 contained mitochondria and ER in close proxi-
mity. G Representative microscopy showing a MENC-IMC with a PTPIP51 enriched
ER tubule running in between the contacting mtiochondria. Scale bar is 2 µm.H 3D
reconstruction of a MENC-IMC. Top row shows a front view while the bottom row
displays a side view, as indicated by the cartoons on the left. hpi hours post
infection, mito mitochondria, ER endoplasmic reticulum, s seconds, M mock,
MENC mitochondria–ER encapsulation, KO knockout, IMC inter-mitochondria
contact. Data are presented as mean values with 95% confidence intervals. Black
asterisks indicate statistical comparison to uninfected cells. *P ≤ 0.05, **P ≤ 0.01,
and ***P ≤ 0.001 using a Welch’s t test. Source data are provided as a Source
Data file.
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Next, wewanted to determine if therewas any exchange ofmatrix
components at IMCs which may be driving the coordination of their
membrane potentials. Therefore, we again expressed the photo-
convertible plasmid mito-Dendra2 to selectively label mitochondria36.
If matrix components were transferred at IMCs, when a photo-
converted mitochondria (red) forms an IMC with a non-converted
mitochondria (green), we would observe that the red signal would

spread to bothmitochondria. However, no transfer of the red or green
signals was observed following contact, indicating that thematrices of
contacting mitochondria are not connected (Supplementary Fig. S9E).
To determine if membrane potential coordination at IMC mitochon-
dria is indicative of an electrochemical linkage81, we expressed the
mitochondria pH-sensitive construct mito-SypHer384 (SypHer) con-
current with TMRE treatment. Indeed, we observed that sudden
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membrane potential depolarizations at IMCs during infection occur-
red concurrently with mitochondria alkalinization (Fig. 6D). These
phenomena, termedmito flashes81, are poorly understood, particularly
during virus infection, but may be a mechanism for energy
conservation81. However, further experimentation would be required
to link the observed flashes to altering the courseofHCMV infection or
impacting bulk mitochondria function. Altogether, our results show
that induction of IMCs results in increased respiration and has a pro-
viral effect during HCMV infection.

MENCs are prevalent MCSs in highly metastatic melanoma cells
Having established that mitochondria within MENCs are bioenergeti-
cally active and protected from mitophagy, we next asked whether
these structures are prevalent in other disease contexts with similar
metabolic shifts to HCMV. Metabolically, HCMV is similar to several
cancers through instigation of a Warburg-like effect, concurrent with
anaplerotic glutaminolysis and increased respiration15–17,85,86. The
metabolic rewiring induced by HCMV infection is thought to partially
underlie the oncomodulatory capability of this virus87,88. We thus
turned to highly metastatic A375 melanoma cells, which are known to
have fragmented mitochondria concurrent with upregulated glyco-
lysis and OXPHOS89. A375s have been shown to be one of the most
tumor-like melanoma cell lines90. For comparison, we also analyzed
HTB-140 cells, another melanoma cell line shown to have decreased
metabolism compared to A375s91. Using live-cell super-resolution
imaging, we observed that mitochondria in A375 cells appear slightly
more fragmented than in HTB-140 cells, at a level similar to 48–72 hpi
with HCMV. Akin to this infection timepoint, we find that MENCs
represent the dominant ER–mitochondria MCS in A375s, but not in
HTB-140s (Fig. 6F, G). PTPIP51 localized asymmetrically at these
structures in A375 cells. Furthermore, we found that MENC mito-
chondria were bioenergetically active in this cell line. These findings
highlightMENCs andPTPIP51 as a potentially conserved structure used
in diverse contexts in which mitochondria membrane potential needs
to be maintained in conjunction with mitochondria fragmentation.

Discussion
Here, we report the discovery of a mechanism through which mito-
chondria fragmentation can lead to increased respiration (Fig. 6H).
Using HCMV infection as a biological model system, we demonstrate
that (1) mitochondria fragmentation through peripheral fission and
suppression of fusion leads to MENC formation. (2) By 72 hpi, these
peripheral progenies within MENCs exhibit suppressed mitophagy, as
well as dampened membrane potential indicative of increased
respiration. This requires the contribution of PTPIP51, which is also
necessary for increasing OXPHOS. (3) Inhibition of fusion and MENCs

are associated with the stabilization of proviral IMCs that, when syn-
thetically induced, lead to increased respiration. Given that we also
observe prevalent MENCs in metastatic melanoma cells, we propose
that MENCs represent a previously unexplored facet of disease
development. Our findings indicate that MENCs may be relevant in
other disease conditions that require increased respiration coupled to
mitochondria fragmentation.

Through live-cell image analysis, we show that, unexpectedly,
HCMV infection induces mitochondria fragmentation not through
upregulation of fission, but instead through suppression of fusion.
Furthermore, we show that HCMV infection controls the balance
between midzone and peripheral fission, suppressing midzone and
mildly upregulating peripheral fission. One question to consider is why
has HCMV acquired a mechanism to induce mitochondria fragmen-
tation? There are several aspects of mitochondria fragmentation that
could benefit HCMV replication. Smaller mitochondria have increased
motility, thereby allowing for their rapid localization to areas of high-
energy demand92–95, such as around the viral assembly complex during
HCMV infection. Abundant smaller mitochondria also have increased
surface area-to-volume ratio compared to fewer longer mitochondria,
which would provide a larger platform for ER–mitochondria contacts.

If HCMV does require fragmentation of the mitochondria net-
work, the follow up question is why does infection promote suppres-
sion of fusion rather than enhanced fission? First, mitochondria fusion
is associated with accumulation of antiviral factors, such as MAVS, in
several contexts96,97. Second, enhanced mitochondria fission has been
shown to promote cell death through Drp14,5. HCMV replicates over a
relatively long cycle, and thus must keep the host cell alive and evade
antiviral signaling for an equally long time.

Finally, why does HCMV suppress midzone fission while sustain-
ing peripheral fission? Assuming HCMV favors smaller mitochondria,
for the reasons listed above, peripheral fission would be the quickest
way to achieve this, given that every round of fission produces a
smaller progeny. We also find that peripheral fission is specifically
linked with proviral MENC formation. In fact, it may be that the pro-
duction of these smaller mitochondria is why peripheral fission is
linked with MENC formation. In addition, MFF, which mediates mid-
zone fission, has been shown to instigate MAVS clustering and acti-
vation at mitochondria98. Peripheral mitochondria fission would avoid
this form of MAVS activation through use of Fis1 instead of MFF3.

It is possible that the suppression of mitochondria fusion and the
altered balance betweenmidzone and peripheral fission are inherently
linked. Kleele et al. reported the fates of two generations of mito-
chondria following peripheral ormidzone fission3. They found that the
resulting progenies from peripheral fission where less likely to subse-
quently undergo fusion, with only 1% of the smaller progenies

Fig. 6 | IMC promote mitochondria bioenergetics during HCMV infection.

A Titers of HCMV infectious virions produced in cells transfected with both FKBP
and FRB (Tether) or FRB and OMP25 (Control) then at 72 hpi treated with 100 nM
Rapamycin or DMSO to induce mito-mito tethering (see “Methods”). Arrow indi-
cateswhere the tether is activated throughbothFKBP and FRBexpression aswell as
rapamycin treatment (n = 3 replicates). Exact P values; %Infected: Tether+Rapa-
mycin vs. Tether+DMSO=0.011; Tether+Rapamycin vs. Control+Rapamycin =
0.009; Tether+Rapamycin vs. Control+DMSO=0.007. B Mitochondria appear to
exchange membrane potential at IMC. Timelapse images (right) with line scan
quantifications (left) indicate OMP25 intensity and TMRE intensity, correlated with
membrane potential (ΔΨm). C Graph indicating the percent of mitochondria that
are increasing theirmembrane potentialwhen their partner depolarizes. Random is
a control comparison to a random non-IMC mitochondria in the same cell as the
IMC. Scramble is another control where the TMRE intensity is scrambled in the
contacting mitochondria to determine the random frequency of depolarization-
polarization alignment. (n = 11 depolarizations). Exact P values; % Increasing
polarization: IMC vs. Non-IMC=0.001; IMC vs. Scramble = 0.009. D Example of a
pH flash showing concurrent mitochondria depolarization (top) and mitochondria

alkalinization (bottom). E Only expression of the tether (FKBP-FRB) and treatment
with 100 nM Rapamycin to activate the tether (condition indicated by the arrow)
results in increased basal and maximal respiration, given as oxygen consumption
rate (OCR) (n = 5). Exact P values; Basal OCR: Tether+Rapamycin vs. Tether
+DMSO=0.040; Tether+Rapamycin vs. Control+Rapamycin = 0.0006;
Tether+Rapamycin vs. Control+DMSO=0.035; Maximal: Tether+Rapamycin vs.
Tether+DMSO=0.046; Tether+Rapamycin vs. Control+Rapamycin = 0.002; Tether
+Rapamycin vs. Control+DMSO=0.026. F A375 melanoma cells exhibit similar
morphology to 48–72 hpi HCMV cells, displaying polarized MENC mitochondria
(left) with asymmetric PTPIP51 distribution (right). G Left: A375 melanoma cells
have a higher MENC percentage than HTB-140 cells. Exact p value; Percent MENC:
A375 vs. HTB-140= 1.025E-07. Ten mitochondria per cell; n = 20 cells, total of 400
mitochondria analyzed. H Proposed model. ΔΨm mitochondria membrane
potential, hpi hours post infection, mito mitochondria, ER endoplasmic reticulum,
s seconds, M mock, MENC mitochondria–ER encapsulation, IMC inter-
mitochondria contact, mCh mCherry. Data are presented as mean values with 95%
confidence intervals. *P ≤ 0.05, **P ≤ 0.01, and ***P ≤ 0.001 using a Welch’s t test.
Source data are provided as a Source Data file.
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inevitably fusing. Therefore, increasing the relative rates of peripheral
overmidzone fissionmay also be sufficient to drive bothmitochondria
fragmentation and suppression of fusion. Furthermore, KOofMFFwas
shown to promote peripheral fission3. While it is unlikely that MFF is
completely suppressed during HCMV infection, it may be sequestered
to peroxisomes. We previously reported that pUL37x1 interacts with
MFF late in infection70 and it was recently shown that pUL37x1 induces
MFF-dependent peroxisome fission69.

It is important to note that the benefits of fragmentation listed
here are only useful to HCMV replication if the smaller mitochondria
in question are bioenergetically stabilized and protected from
mitophagy. Both peripheral fission and increased reactive oxygen
species (ROS) production16, known to occur during HCMV infection,
will target mitochondria for degradation3,99. We instead observe
mitophagy to be decreased upon HCMV infection, suggesting that
HCMV is actively suppressing it. However, this does not explain how
mitochondria remain healthy, given that a regular cycle of fission,
fusion, and mitophagy is important for mitochondria quality
control1. In fact, loss of mitochondria fusion and mitophagy is asso-
ciated with mitochondria dysfunction in many contexts, including
cancer, neurodegenerative diseases, and metabolic diseases100.
Therefore, HCMV-infected mitochondria must have alternative
methods for dealing with the build-up of detrimental ROS associated
with aged mitochondria101. Our findings suggest this may be a func-
tion of MENC-IMCs.

Using super-resolution microscopy and cryo-ET, we show that
MENCs form preferentially following peripheral fission. We also show
that suppression of mitochondria fusion is sufficient to drive MENC
formation either through pUL37x1 expression or MFN2 KO. The con-
nection between peripheral fission and MENC formation may be as
simple as MENCs requiring smaller mitochondria, which are produced
with peripheral fission. However, previously we showed that induction
of mitochondria fragmentation through staurosporine treatment was
insufficient to drive the PTPIP51 relocalization associated with MENC
formation30. Therefore, peripheral progenies may be actively shuttled
into MENCs. Peripheral progenies are preferentially targeted for
degradation, thus they would most benefit from the anti-mitophagy
environment of a MENC.

By integrating live imaging with proteomics and functional
metabolic assays, we show that PTPIP51 and MENCs associate with
several host and viral proteins to optimize mitochondria activity. Fol-
lowing up on the PTPIP51 association with several autophagy-related
proteins, we establish thatmitophagy is decreased atMENCs. Thismay
occur through several, not mutually exclusive, mechanisms. Increased
ER–mitochondria contact is known to decrease mitophagy34. There-
fore, the encapsulating ER tubule of a MENC may physically block
mitochondria interaction with autophagosomes. In addition, we find
that the LC3 activating complex ATG5/12/16L loses its interaction with
LC3 during infection, while the interaction with PTPIP51 is sustained.
Thus, PTPIP51 may sequester this complex within MENCs to prevent
LC3 maturation and autophagosome formation.

In alignment with the reports that HCMV infection increases TCA
flux and OXPHOS15,16,86,102, we further find that PTPIP51 associates with
proteins regulating mitochondria metabolism. Our functional assays
establish that PTPIP51 is required for increased mitochondria respira-
tion during HCMV infection. While ETC function cannot be measured
on the individual mitochondria level in situ, our Seahorse findings
during PTPIP51 KD indicate that mitochondria within MENCs exhibit
increased ETC function. Further suggesting that MENCs specifically
display increased respiration, we find that MENC mitochondria have
slightly lower membrane potential than non-MENC mitochondria, as
would be indicative of proton flux toward ATP phosphorylation. Our
results highlight the prominent role MENC mitochondria play in
meeting the high-energy demands of HCMV replication.

Of note, PTPIP51 has also recently been established as important
for lipid transfer72. This function fits well with our findings and could
help to explain the pleiotropic functions of PTPIP51 during HCMV
infection. This is particularly true of PTPIP51’s known role in regulating
cardiolipin, a mitochondria-enriched lipid that is necessary for the
function of many mitochondria proteins103. Further support of a tight
link between MENCs and increased respiration also comes from our
analysis of highly metastatic melanoma cells. Previous studies have
shown that several melanoma cell lines exhibit both mitochondria
fragmentation and elevated oxygen consumption when compared to
non-cancerous skin cells24,89,91. Our results demonstrate that highly
metastatic melanoma cells exhibit prevalent MENC formation, high-
lightingMENCs as conserved structures in different disease states with
high-energy demands.

Providing further insight into how MENCs help to maintain a
healthy mitochondria population, we demonstrate that, during infec-
tion, MENCs participate in the formation of stable inter-mitochondria
contacts (IMCs). In turn, IMCs display electrochemical coordination
and we find their induction is proviral and increases respiration. Inter-
mitochondria communication is most prevalent in cells with high-
energy demands, such as heart cardiomyocytes80. Therefore, we sug-
gest that HCMV infection rewires mitochondria in ways that are
reminiscent of cardiomyocyte strategies to meet the similarly high-
energy demands of viral replication and assembly.

In summary, herewe address the fundamental question of how, in
certain biological contexts, mitochondrial fragmentation leads to
increased respiration. This question is relevant for several critical
energy-demanding pathologies, including viral infection and cancer.
We report the discovery of a mechanism where a viral infection pro-
motes peripheral mitochondrial fragmentation and then leverages
ER–mitochondria and inter-mitochondria membrane contacts to sta-
bilize and elevate bioenergetic output.

Methods
Reagents
Reagents used in this study are listed in Table 1.

Cell lines and culture
MRC5 primary human fibroblasts (ATCC CCL-171, used passages
17–27), HTB-140melanoma cells andA375 humanmelanomacells were
cultured under normal conditions at 37 °C, 5% CO2 in complete growth
medium (DMEM containing high glucose and supplemented with 10%
fetal bovine serum as well as penicillin and streptomycin). All cell lines
used in this study were subjected to mycoplasma detection tests and
further validated via microscopy analysis of cellular morphology.

Viral strains, infection, and titering
Bacterial artificial chromosomes in MRC5 fibroblasts were used to
produce viral stocks of wild-type AD169 HCMV104. pUL37-GFP HCMV
was a gift from Dr. Thomas Shenk and was generated by BADwt
AD169105. ΔUL13-HCMV was described previously15. Stock titers were
determined using tissue culture infectious dose (TCID50), as well as
immunofluorescent (IF) quantification of focus forming units/mL
(FFU/mL) via staining for the HCMV immediate early protein IE1. These
stocks were subsequently stored at −80 °C.

For viral infection, virus aliquots were thawed in a 37 °C water
bath. The warmed virus was diluted in the proper volume of complete
DMEM to achieve the desiredmultiplicity of infection (MOI). To ensure
full infection, WT cells were infected at MOI = 3, while transfected and
KD cells were infected at MOI = 5. The diluted virus was added drop-
wise to the plate, which was then placed in the incubator for 1 h,
shaking the plate every 15min. After 1 h, the viral media was removed,
and the plate was washed twice with PBS before adding back
complete DMEM.
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To quantify viral units produced during infection, at 120 h post
infection (hpi), virus-containing media was collected and serially
diluted (1:10–1:10,000) for infection of a reporter plate. At 24 hpi, the
reporter plate was fixed using 4% paraformaldehyde (PFA) in PBS.
Fixed cells were permeabilized in methanol at −20 °C for 15min and
subsequently washed in PBS containing 0.1% Tween-20 (PBST). Sam-
ples were blocked in PBST containing 5% goat and human serum for
15min prior to incubation with 1:40 mouse anti-IE1 primary antibody
(Table 1) in PBST for 1 h. Cells were rinsedwith PBST thenwashed twice
with PBST for 8min each. The secondary antibody goat anti-mouse
AlexaFluor 488 and DNA dye DAPI were diluted 1:1000 and added to
the cells for 45min of incubation. Cells were again rinsed with PBST
and then washed twice with PBST for 8min and once with PBS for
8min. Samples were imaged and percent infected cells was quantified
using the Operetta imaging system (Perkin Elmer). Several different
viral dilutions were used to ensure that we were not over or under-
saturating with virus.

Plasmid construction and transfection
Primers were designed using snapgene to extract the pUL37x1 coding
sequence from the AD169 HCMV BAC (AC146999.1)104. InFusion
(takarabio) was used to remove the LAMP1 region from a LAMP1-GFP
plasmid (Addgene plasmid # 34831) then ligate UL37x1 to this region.
Sanger sequencing was used to confirm a successful reaction.

DNA plasmids were combined in a 1mg:3mL ratio with
X-tremeGENEHPDNA transfection reagent (Sigma-Aldrich) andmixed
in Opti-MEM (Life Technologies). The amount of DNA was optimized

for each plasmid (Table 1). This mixture was incubated at room tem-
perature for 20min. Meanwhile, cells (70% confluent) were washed
with PBS and media was replaced with Opti-MEM. After 20min, the
transfection mixture was added dropwise to the cells and incubated
for 5.5 h. Immediately after incubation, transfected cells were split into
new dishes with complete media to increase transfection efficiency.
Cells were treated or imaged 24–48h post transfection (depending on
the cell density). The amount of plasmid transfected varied based on
the construct (see Table 1).

For induction of FRB/FKBP tethering80, transfected cells were
treated with 100 nM rapamycin or control DMSO diluted in Opti-MEM
for 30minprior to imaging. For performing a Seahorse or FFUassay on
these samples, rapamycin or DMSO was instead diluted in complete
growth media.

For all knockdowns (KDs) in this study, cells were grown to
65–70% confluency prior to KD. In all, 80 picomoles of siRNA oligos
were used per 2mL well of cells (~150,000 cells). siRNA was incubated
in Lipofectamine RNAiMAX (Thermo Fisher Scientific) and OMEM for
5min, according to the manufacturer protocol, before being added to
cells in fresh, complete DMEM. KD cells were left for 48 h before fur-
ther experiments and were not passaged during siRNA transfections.
For virus infections, a freshmixof siRNA, RNAiMAX, andOMEMwas re-
added to the media after the inoculation period. KDs were confirmed
by western blotting.

siRNA oligos were designed in-house and purchased via Millipore
Sigma (CustomsiRNA), with dT[dT] 5’ caps and no modifications.
siRNA oligo sequences are included in Table 1.

Table 1 | Reagents used in this study

Reagent Type Concentration/dilution/sequence Manufacturer

Mito-BFP Plasmid 300ng/mL Addgene (Voeltz Lab)
49151

GFP-OMP25 Plasmid 125ng/mL Addgene (Voeltz Lab)
14150

GFP-Sec61β Plasmid 300ng/mL Addgene (Rapoport Lab) 15108

mCherry-Sec61β Plasmid 300ng/mL Addgene (Voeltz Lab)
49155

Mito-Dendra2 Plasmid 300ng/mL Addgene (Chan Lab)
55796

mtCameleon(pcDNA-4mtD3cpv) Plasmid 250 ng/mL Addgene (Palmer and Tsien Labs) 36323

AKAP-YFP-FRB Plasmid 125ng/mL Gift (Wallace Lab)

AKAP-mRFP-FKBP Plasmid 125ng/mL Gift (Wallace Lab)

mtKeima-red Plasmid 300ng/mL Addgene (Davidson Lab)
56018

pUL37x1-GFP Plasmid 150ng/mL Cloned

Mito-SypHer3s Plasmid 300ng/mL Addgene (Belousov Lab)
108119

GW1-Mito-pHRed Plasmid 150ng/mL Addgene (Yellen Lab) 31474

LC3A/B Antibody 1:200 Cell Signaling
12741

PTPIP51 Antibody 1:750 Sigma-Aldrich
HPA009975

IE1 Antibody 1:50 1B12 (Shenk Lab)

CCCP Drug 5/20/40 μM Cayman Chemicals
25458

TMRE Drug 200/25 nM Abcam
Ab113852

Rapamycin Drug 100nM Millipore Sigma
553210

HALT protease/phosphatase inhibitor Drug 1x Thermo Fisher Scientific
PI78446

Control siRNA (siGFP) siRNA GGUGUGCUGUUUGGAGGUCTT Millipore Sigma Custom Mission siRNA

siPTPIP51 siRNA GAAGCUAGAUGGUGGAUGAUU Millipore Sigma Custom Mission siRNA
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Light microscopy
Several instruments were used for light microscopy, including a
Nikon Ti-E confocal microscope with a spinning disc module and a
Nikon W1-SoRa super-resolution. In all, ×60 and ×100 oil-immersion
objectives were used for imaging with a further 2.8× SoRa magnifier
used on the Nikon W1 microscope. Nikon Elements (v.5.42.02) soft-
ware was used. For both live and fixed cell imaging experiments, cells
were seeded on fibronectin pre-coated 35-mm glass bottom micro-
scope dishes (MatTek). For live-cell imaging, media was changed to
Opti-MEM just prior to imaging in an environmental control cham-
ber, maintaining 37 °C and 5% CO2. For fixed cell imaging, cells were
fixed for 20min with 4% paraformaldehyde diluted in PBS. Samples
were then washed three times with PBS prior to storage at 4 °C until
staining or imaging.

For immunofluorescence (IF) staining, fixed samples were per-
meabilized in either −20 °Cmethanol or at room temperature PBST for
5min. Cells were blocked in PBST containing 5% goat and human sera
(Sigma). Primary antibody was then added (dilutions in Table 1) and
either incubated at room temperature for 2 h or overnight at 4 °C.
Samples were washed three times with PBST prior to the addition of
1:2000 AlexaFluor secondary antibody (Thermo Fisher) Finally, cells
were washed sequentially with PBST, PBS, and TBS and either imaged
immediately or stored at 4 °C for up to 2 weeks. Cells were kept out of
the light for the entire staining procedure.

For live-cell video experiments, images were acquired every 5 s
over a 5-min period. A minimum of 10 videos were collected per
sample. For most samples, 15–20 videos were collected. Images were
denoised using Nikon AR analysis software (v.5.30.05) prior to analysis
either in Fiji (ImageJ v.2.14/1.54 f) or Python (v.3.7-3.11).

Individual image acquisition, and analysis
Manual quantification

Peripheral fission quantification. Cells were transfected with mito-
BFP and either mock or infected with HCMV. Live-cell images were
acquired as above and loaded into ImageJ for visualization. Videos
were manually analyzed for fission events, defined as one mitochon-
drion stably and clearly splitting into two pieces. The length of the
parent and progeny mitochondria was measured using a segmented
line. If the lengthof theprogenywas greater than 25%of theparent, the
fissioneventwas classified asmidzone. If the length of the progenywas
equal to or less than 25% of the parent then the fission event was
classified as peripheral.

Mito-Dendra2 photoconversion. To individually label mitochondria
for fission and IMC analyses, we expressed mito-Dendra236. This con-
struct localizes to mitochondria and under normal conditions fluor-
esces green. Upon stimulation with 405 nm light, however, this
construct photoconverts to red fluorescence. We performed this
acquisition on a Nikon Ti-2 Spinning disc confocal microscope with a
405 nm stimulation laser. For stimulation, we drew an ROI around the
mitochondria of interest and then began a live-imaging acquisition.
Following the first frame of this acquisition, the selected ROI was sti-
mulated with 20% power from the 405 nm laser with a dwell time of
5000 s. Following stimulation, photoconversion was readily visible.

Mitochondria potential quantification. Cells were transfected with
GFP-OMP25 or mito-BFP and GFP-Sec61β. Two different protocols
were tested for TMRE treatment and quantification. (1) Transfected
cells were treated with 200nM TMRE dye diluted in Opti-MEM and
incubated at 37 °C, 5% CO2 for 10min. Live cells were then gently
washed with Opti-MEM and immediately imaged as described above.
To quantify the fold-change difference in mitochondria potential
between the parent and progeny mitochondria, we first measured the
maximum TMRE intensity3,66 of the parent at the fission site one frame
prior to fission (5 s before). The potential of the progeny was similarly

measured as the maximum TMRE intensity at the site where the
mitochondria split off one frameafterfission (5 s after). TMRE intensity
was measured only at the site of fission, instead of along the entire
length of the mitochondria, because mitochondria can have uncou-
pled cristae, where different cristae have different potential in the
same mitochondria106,107. This phenomenon was evident upon TMRE
staining, where mitochondria exhibited patches of differentially
polarized cristae along their length. This was particularly observable
for longer mitochondria, commonly found in uninfected MRC5 fibro-
blasts. (2) Cells were similarly treated with TMRE, this time with 25 nM
for 20min. Cells were then imaged as above. For analyzing these
images, wedrewROIs along the length of the entiremitochondria (that
was in focus) just prior to and following fission. The mean of this
intensity was then calculated for each of these times. To compare how
membrane potential was changed with fission, we again took the log2
fold change of the TMRE intensity after fission (progeny) to the
intensity before fission (parent).

Mitochondria–ER encapsulations (MENC) quantification. Cells were
transfected with either mito-BFP and GFP-Sec61β or GFP-OMP25 and
mCherry-Sec61β. Live cells were imaged as described above. Images
were manually quantified for MENCs, defined as stable asymmetric ER
encapsulation of a mitochondria. For quantification of MENC mem-
brane potential, these cells were also treated with TMRE as described
above. TMRE intensity was measured in three encapsulated and non-
encapsulated mitochondria for each cell. TMRE intensity was also
normalized to mito-BFP signal to account for the differences in mito-
chondria size between MENC and non-MENC mitochondria.

LC3 MENC intensity. To quantify LC3 intensity for all mitochondria,
independent of MENC status, we would have been able to apply our
automated pipeline (see “Computational Quantification” section
below); however, this systemwould not discernMENCs. Therefore, we
manually quantified LC3 intensity to compare levels in MENC and non-
MENCmitochondria. Unlike the above MENC quantification, however,
this protocol is not amenable for the analysis of live cells, as it requires
staining for LC3. However, analysis of over a thousand MENCs gave us
confidence that we can readily discern whichMENC-like structures are
temporally stable given a single frame. To further ensure that most
structures analyzed areMENCs, this analysis was only performed at 72
hpi, when MENCs are the dominant ER–mitochondria phenotype.
Furthermore, we analyzed 10 MENCs per cells, 10 cells per replicate, 3
replicates in total, resulting in the quantification of 300 MENCs. This
high number of events considered should help to dilute out false
MENCs. Once a MENC-associated or non-associated mitochondria was
identified, the LC3 intensity within that mitochondria was quantified
using ImageJ. To account for cell-to-cell variability in LC3 intensity, 10
MENC and 10 non-MENC mitochondria were counted within the same
cell, then scaled to the median of those 20 values.

Mitochondria fusion quantification. Cells were transfected with GFP-
OMP25 and live imaged as described above. These videos were
manually analyzed for fusion events, defined as the stable fusion of the
outer mitochondria membranes. Due to the high number of fusion
events in somemock cells, themaximumnumber of fusion events for a
cell was capped at 10.

Mitochondria calcium quantification. WT cells were transfected with
mitoCameleon (mtCameleon) and GW1-Mito-pHRed (mito-pHRed), as
described above. Single Z-slice images were taken live in uninfected
cells and acrossHCMV infection (24, 48, 72 hpi). Ratiometric cameleon
signal was acquired via 405 nm excitation coupled with either 445 nm
(CFP) or 488 nm (FRET) emission. The ratiometric mito-pHRed signal
was acquired via either 445 nmor 561 nmexcitation, both coupledwith
565 nm emission. ROIs were drawn around 3–5 randomly selected
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mitochondria per cell. Cameleon signal was quantified using Eq. (1).

Ratio=
FRET int � FRETbackground

� �

CFPint � CFPbackground

� � ð1Þ

Mito-pHRed was quantified similarly to above, with the 561 nm
excitation as the numerator and 445 nm excitation signal as the
denominator. Mitochondria calcium content was then determined by
normalizing the Cameleon signal to the mito-pHRed signal. This was
performed to compensate for the fact thatCameleonprobe intensity is
impacted by pH.

Inter-mitochondria contact (IMC) stability quantification. Cells were
transfected with GFP-OMP25 and live imaged as described above.
Images were quantified manually by marking the initiation and dis-
solution of a IMC (visualized as a slight overlap of the GFP-OMP25
signal). We define IMC as lasting a minimum of 50 s and not ultimately
leading to fusion. To properly perform this quantification, we only
counted IMCwhereweobserved their formation anddissolution. If the
IMCwas initiated in the first 100 s of the video and did not dissolve by
the end of the video, it would still be counted as if it wouldbeplaced in
the 200 s+ bin. For quantification of MENCS leading to IMC, mCherry-
Sec61βwas also transfected. These videoswere alsomanually analyzed
byfirst looking for IMC, asdescribed above.Wewould thennote if, just
prior to the IMC formation (1 frame, 5 s), 0, 1 or both mitochondria
were in MENCs.

MENC-IMC quantification. Cells were transfected with GFP-OMP25
and mCherry-Sec61β and live imaged at 72 hpi for 5min per video, as
described above. These videoswerefirst analyzed for IMC.When a IMC
was found, it was scored asbeginningwith0, 1, or 2MENCs as shown to
the right of Fig. 5E.

IMC blinking quantification. Cells were transfected with ER and
mitochondria markers as described above. To promote blinking,
samples were imaged with increased 405 nm laser power (10% com-
pared to 1–2%) with increased frequencies (3 s instead of 5 s intervals).
Following the acquisition, samples were analyzed in FIJI ImageJ. IMCs
were randomly chosen and the TMRE and mito-BFP intensity for both
mitochondria in the IMC pair were quantified for 27 consecutive
frames. In all, 1–2 additional mitochondria not in IMC were also
quantified for the same corresponding frames. These values were
subsequently analyzed in Python via the following methods. For all
subsequent analyses, we normalized the TMRE intensity to OMP25
intensity and we quantified the percent TMRE change between each
frame and the preceding 1–2 frames. From this we calculated the blink
frequency, where we counted how many times a mitochondria had a
20% or greater decrease in membrane potential. We also calculated
TMRE blink amplitude via three different metrics. We determined the
average percent change, without taking the absolute value, which
indicates whether cumulatively across these fluctuations if a mito-
chondria is increasing or decreasing its membrane potential. Second,
we performed this analysis while taking the absolute value of each
change, which indicates how much a mitochondria is fluctuating,
independent of the sign. Finally, we determined the maximum abso-
lute value percent change for each mitochondria trace.

To quantify blinking coordination within IMC, we first wanted to
gather additional replicates. Therefore, we scanned these videos
looked for additionalmitochondriawhich are rapidly depolarizing.We
used a similar approach as above but this time only quantifying 11
frames surrounding the depolarization event. In Python, we then took
these additional traces and ran them through the same analysis as
above. For this analysis, we also determined at what frame a mito-
chondriawas decreasing itsmembranepotential by 35%ormore. From

this, we are then able to score the contacting mitochondria as either
increasing (1) or decreasing (0) its membrane potential during and
immediately after the depolarization of its partner. From this we can
calculate what percent of the time a mitochondria is increasing its
membrane potential while its partner is depolarizing. To determine if
this is more of a cell-wide phenomenon, independent of IMC, we also
assessed the percent membrane potential change in a random non-
IMC mitochondria at the same frame. In addition, to show that these
events are not just randomly aligning, we also performed a scramble
analysis. For this, we took the percentmembrane potential trace of the
contacting mitochondria (the neighbor to the mitochondria that was
depolarizing) and randomly scrambled it, then assessed if the depo-
larization event still randomly aligned with an increase in the now
scrambled contacting partner. To reduce the error, this was repeated
1000 times for each depolarization event.

pHFlashes acquisition. To visualize changes in bothmitochondria pH
andmembrane potential we expressedmito-SypHer3 and treated with
TMRE. Mito-SypHer3 is the 3rd generation of a pH-sensitive ratio-
metric construct which is localized to the mitochondria matrix84.

Computational quantification

General pipeline. For high-throughput analysis of the abundance of
dyes and proteins within mitochondria, we developed a Python-based
workflow largely using the skimage package. This workflow separated
each image based on the different channels then either used the first
frame or createdmaximum intensity projections from the Z-stacks. To
roughly isolate individual cells within each image (each image has at
least one cell but some havemore) we used an Otsu thresholding with
a low threshold. We then expanded these labels slightly and applied a
convexhull. If objectswere in closeproximity, indicating that a cell was
oversegmented, the ROIs were combined, and an additional convex
hull was applied. Successful isolation of cells was validated manually
for a random set of images from each dataset. For each cell ROI, we
then applied amore stringentOtsu threshold followedbywatershed to
isolate the mitochondria. Successful mitochondria segmentation was
also visually validated for a random set of images from each dataset. If
the segmentation resulted in fewer than 10 mitochondria, the cell was
discarded.We then iterate through themitochondria ROIs, quantifying
themean,median, andmaximum intensity for the channels of interest.
We excluded objects that were too small or too large
(0.8μm2

–155 µm2). The median mitochondria intensity per cell was
then measured. For each cell, on average, hundreds of mitochondria
were measured. While HCMV infection resulted in an increase in the
number of mitochondria, this does not impact any of the results
because values per cell are calculated as the median fluorescence
intensity of all mitochondria, not the sum. Python code for this pipe-
line is available on Mendeley Data (detailed below). Along with the
published workflow is a document detailing how to run the code and
dependencies, as well as a small test dataset.

LC3 intensity. Cells were first transfected with mito-BFP and mCh-
Sec61β as mitochondria and ER markers, respectively. At confluence,
the cells were either infected with HCMV or collected as a mock
sample. Sample collection occurred every 24 hpi until 72 hpi. Samples
were collected by fixing with 4% paraformaldehyde mixed with 0.04%
Glutaraldehyde in PBS for 20min. These samples were subsequently
washed three times with PBS for 5min each prior to storage at 4 °C.
Once the entire time course was collected, samples were permeabi-
lized with 0.1% triton and stained with LC3A/B, as described above.
Cells were imaged on the W1-SoRa as single Z-slices. These samples
were then analyzed using the above workflow where we segmented
based on the LC3 channel to isolate LC3 puncta, then quantified the
mitochondria and LC3 intensity in those ROIs to determine relative
LC3 concentration and contact to mitochondria. To determine if LC3
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puncta were in contact with mitochondria we also performed thresh-
olding in the mitochondria channel for each image (described above).
If the mitochondria intensity inside an LC3 ROI was above this
threshold, we quantified it as contacting.

Mitophagy quantification. Cells were transfected with mtKeima-red
and infected with pUL37x1-GFP HCMV as described above. Z-slices
were not taken for this experiment so that analysiswas performed on a
single plane. To increase the number of cells per image, samples were
imaged using the 1× SoRa magnifier instead of the 2.8× used on the
majority of images. Samples were imaged with 405 nm and 565 nm
excitation both with 605 nm emission filter to quantify acidification.
488 nm excitation with 525 emission was also used to image pUL37x1-
GFP. At neutral pH, mtKeima fluoresces more with 405 nm laser exci-
tation. However, with acidification 405 nm intensity decreases which
565 nm excitation increases. Therefore we can use the ratio between
565 nm/405 nm to quantify acidification. We validated that mtKeima
was not visualized in this acquisition by also imaging these channels
without pUL37x1-GFP present. These images were then processed via
python using the above workflow optimized for this analysis. For each
isolated cell we then merged the 405 nm and 565 nm excitations to
segment the mitochondria independent of the mitophagy status.
Within each individual mitochondria, we quantified the median
405 nm and 565 nm excitation intensity and calculated the ratio
between the two (565 nm/405 nm). We also quantified pUL37x1-GFP
intensitywithin the convex hull for infected samples.Weonly analyzed
cells in infected samples which met a minimum pUL37x1-GFP fluores-
cence intensity. Segmented mitochondria were classified as under-
going mitophagy if the 565 nm/405 nm ratio was greater than or
equal to 1.

Electron cryo-tomography
Sample preparation and acquisition. MRC5 primary fibroblast cells
were grown and infected on UltrAuFoil R1.2/1.3 300 mesh EM grids
(Quantifoil) coated with fibronectin (Sigma). Cells were infected with
pUL37x1-GFP AD169 HCMV as described above and plunge-frozen at
72 hpi in ethane/propane mixture cooled to liquid nitrogen tempera-
ture, using an automated plunger Leica EM GP2. The grids were then
clipped into custom autogrids optimized formilling in an Aquilos (see
below). Initially, the abundance and phenotype of infected fibroblasts
was assessed by examining the GFP fluorescence signal with a Leica
Cryo CLEM microscope. Based on this information, conditions for
sample preparationwere optimized and cells of interestwere selected.
Grids were loaded into Aquilos2 cryo FIB-SEM (focused ion beam
scanning electron microscope) (Thermo Fisher Scientific) to prepare
lamellae for subsequent cryo-ET data acquisition. These lamellae were
milled at the lowest possible angles (typically 8°) and polished to a
target thickness of ~200nm using MAPS and AutoTEM software
(Thermo Fisher Scientific). FIB-milled grids were loaded into a Titan
Krios G3i microscope (Thermo Fisher Scientific) operated at 300 kV
and equipped with a K3 direct electron detector and a post-column
BioQuantum energy filter (Gatan) with a 20 eV slit. Tomographic
datasets were collected using the dose-symmetric acquisition
scheme108 at a +/−60° tilt range with 3° increment steps starting at the
milling angle of the lamella as the central slice. Tilt-series were recor-
ded using SerialEM109 at a target defocus of −5 µm, a totalfluenceof 178
e−/Å2 and a magnification of ×26,000, which corresponds to a cali-
brated pixel size of 3.356 Å2.

Data processing. Alignment of tilt-series using metal particles on
lamella surfaces as fiducial markers and subsequent reconstruction of
tomogramswasperformed in IMOD110 usingweighted backprojection.
Tomograms are shown with a binning of 4 and filtered withmtffilter in
3D using a cutoff radius of 0.05 and sigma value of 0.1. For display
purposes, they were manually segmented in IMOD and additionally

filtered in 3Dmod using Fourier filter with the following parameters:
low-frequency sigma of 0.005, high-frequency cutoff of 0.120, high-
frequency falloff, 0.2.

Inducible tether
Cells were transfected with either AKAP1-mCherry-FRB and AKAP1-
GFP-FKBP (Tether) or AKAP1-mCherry-FRB and GFP-OMP25 (Control).
Tethering was induced via replacement of DMEM with media con-
taining 100nM rapamycin or as a control an equivalent volume of
DMSO. Confirmation that this system induces tethering is shown in
supplemental figure 7B. For live-cell experiments with the tether (live
imaging, Seahorse), cells were treated with rapamycin or DMSO 2 h
prior to the assay. For titering with this system, titering progressed as
described above except, at 72 h post primary infection, themedia of all
four conditions was changed (Tether + /− Rap, Control +/− Rap) and
replaced with media containing rapamycin of DMSO. This workflow is
illustrated in supplemental figure 7C. For all tethering experiments,
four conditionswere used (tether + rapamycin; tether +DMSO; control
+ rapamycin; control + DMSO). Comparison between the two rapa-
mycin conditions (with the tether or control expressed) was used to
determine if rapamycin was influencing infection.

Seahorse assay
Oxygen consumption rate (OCR) was measured using the Seahorse XF
Cell Mito Stress Test Kit (Agilent) following the manufacturer’s
guidelines. On the first day, transfected or KO cells were plated into a
pre-fibronectin-coated Agilent XFe96 plate. The following day, the
cells were infected with HCMV at MOI = 5. Forty-eight hours prior to
the Seahorse assay, a 37 °C incubator was set to 0% CO2. Twenty-four
hours prior to the assay, the flux pack was hydrated with 200 µL of
sterileH2Oandplacedwithin the0%CO2 incubator. Twohoursprior to
the Seahorse assay, inducible tether samples were treated with either
100nM rapamycin or an equivalent volume of DMSO. The water in the
hydrated flux pack was then switched out for prewarmed Seahorse XF
Calibrant solution and returned to the 0% CO2 incubator for 1 h. After
incubation, carbon source and drugs were loaded into the plate. In
port A was a mixed carbon source containing 10mM glucose, 1mM
pyruvate and 2mM glutamine. Ports B, C, and D contained 2 µM oli-
gomycin, 1 µM FCCP and 0.5 µM Rotenone/Antimycin A, respectively.
This plate was then brought to the Seahorse analyzer for calibration.
While calibrating, the cells were gently washed with Seahorse media
and incubated in Seahorse Media at 0% CO2 for 1 h. Immediately fol-
lowing incubation, the cells were taken to the analyzer where the
oxygen consumption rate and extracellular acidification rates were
continually analyzed following sequential carbon and drug treatment.
Following completion of the assay, any media was removed from the
cells and theywere placed at −20 °C. Frozen cells were lysed directly in
the plate in buffer containing 4% SDS. A BCA assay was then used to
quantify the protein content per well for normalization purposes.
Quantification of respiratory parameters non-mitochondria respira-
tion, basal respiration, maximal respiration, proton leak ATP produc-
tion and spare respiratory capacity were performed as previously15.
Calculations are also shown in Supplemental Fig. 8.

Quantitative reverse-transcription PCR (RT-qPCR)
KD of PTPIP51 along with control KD were performed on 2.00 × 105

MRC5 cells 48 h prior to infection. Cells were then HCMV (MOI 3 PFU/
cell) ormock-infected; as described above in the transfectionprotocol,
a second KD was performed immediately after inoculation period. For
each timepoint, RNA extraction was performed using RNeasy Mini Kit
(Qiagen), then cDNA was prepared using SuperScript IV First-Strand
Synthesis Kit (Thermo Fisher Scientific) as per the manufacturer’s
instructions. Gene-specific primers (see Table 1) and the SYBR green
PCR master mix (Life Technologies) were used to quantify cDNA
by qPCR on the ViiA 7 Real-Time PCR Systems (Applied Biosystems).
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Two-stage amplification was conducted at 95 °C for 30 s and 55 °C for
60 s for 40 cycles. Melting curves were conducted after amplification
to identify samples with inefficient amplification. Relative mRNA
quantities were determined using the ∆∆CT method with glycer-
aldehyde phosphate dehydrogenase (GAPDH) as an internal control.
Following quantification, data were normalized by the average within
each replicate.

Immunoaffinity purification
Sample collection and lysis. Cells were grown and HCMV or mock-
infected in 10-cm dishes. For each timepoint, cells were harvested via
scraping in cold PBS. After collection, samples were centrifuged at
1250 × g, washed, then centrifuged again. Prior to snap freezing in
liquid nitrogen and storage at −80 °C, HALT protease/phosphatase
inhibitor was spiked in. Once all sample had been collected, cells
were lysed for 10min at room temperature in buffer containing
20mM HEPES KOH pH 7.4, 110mM potassium acetate, 2mM MgCl2,
0.1% Tween-20, 0.6% TritonX, 1 µM ZnCl2, 1 µM CaCl2, 200mM NaCl,
1× HALT protease/phosphatase inhibitor and Universal nuclease.
Samples were further mechanically lysed via Polytron treat-
ment on ice.

Bead conjugation and immunoaffinity purification. We resuspended
and thoroughly washed Pierce magnetic protein A/G beads (88802,
Thermo Fisher Scientific) in a bead washing buffer (same components
as lysis bufferwithoutNaCl, HALTor nuclease).We then incubated 5 µg
of IgG, PTPIP51 or ATG12 antibody with 20 µL of beads for 1 h at either
at room temperature, for PTPIP51 IP-MS, or at 4C, for ATG12. Following
incubation, samples were again washed with the bead washing buffer.
Lysate was added to the pre-conjugated beads and incubated for 1 h at
either room temperature or 4 °C. Samples were againwashed firstwith
bead washing buffer then with water. Finally, the samples were eluted
with elution buffer (106mM Tris HCl, 141mM Tris Base, 2% LDS,
0.5mM EDTA) at 70 °C for 10min and on a room temperature TOMY
shaker for 10min. Samples were immediately prepped for mass
spectrometry (DDA and PRM) following elution.

Mass spectrometry
Sample prep for MS analysis. Samples were prepared as described
previously30. Samples were first reduced and alkylated via the addition
of 25mM TCEP and 50mM chloroacetamide at 70 °C for 20min, then
acidified via treatment with 1.2% phosphoric acid. To extract proteins,
we used Protifi S-Trapmicro spin columnswith trypsindigestion for 1 h
at 47 °C. Following trypsinization, for samples destined for Q-Exactive
quantification, the resultant peptides were resuspended in 1% formic
acid/acetonitrile to a final concentration of 0.75 µg/µl and loaded onto
the instrument for analysis. For samples run on the TIMS ToF Ultra,
peptides were resuspended in 0.1% formic acid and 4% acetonitrile to a
final concentration of 0.1 µg/µl.

Selection of PRM peptide library. Several peptides quantified in this
study were validated in previous publications30. For peptides not
already optimized, peptide isolation lists were developed using
Skyline (v.23.1). We searched for signature peptides that were tryptic,
6–30 amino acids in length, and only contained carbamidomethyl
cysteines as possiblemodifications. In addition, we searchedMassIVE
database for commonly identified peptides for each protein to fur-
ther narrow down our search. We included transition ions with 2–3
precursor charges, 1–2 ion charges, and y and b ions. We also insti-
tuted a library match tolerance of 0.5m/z and a method match tol-
erance of 0.055m/z with full scan setting of 15,000 resolving power
at 200m/z for MS1 filtering and 30,000 resolving power at 200m/z

for MS2 filtering.
Initially, we chose 6–8 peptides for each protein and performed

DDA alongside previously verified peptides. We uploaded the DDA-MS

RAW files first into Proteome Discoverer (v.2.4), to ID peptide spectra,
then into Skyline. Based on the identified peptides, we created a
retention time calculator to schedule runs for the previously uni-
dentified peptides. We were then able to exclude peptides based on
their mass error (<=10 ppm) and whittle the list down to 2–4 peptides
per protein.

MS data acquisition (Q-exactive). Samples were analyzed via nano-
liquid chromatography–mass spectrometry (LC-MS/MS) with a Dionex
Ultimate 3000 nanoRSLC coupled to a ThermoQ-Exactive HF orbitrap
mass spectrometer. In total, 2 µl of 0.75 µg/µl sample (1.5 µg total) was
injected into a 25 cm EASY-Spray HPLC column and separated over a
60-min (parallel reactionmonitoring, PRM) or 120-min gradient (Data-
dependent acquisition, DDA). The gradient consisted of 0–35%mobile
phase0.1% formic acid to0.1% formic acid in 97%acetonitrile. For PRM,
peptide isolation lists, as described above, were loaded into the
instrument method and conducted with targeted MS2 scans. The
specifications of these scans are as follows, 120,000 resolution, AGC
target 5e5, max inject time of 200ms, isolation window of 1.2m/z and
normalized collision energy of 27. ForDDA,we used the Top 20 fullMS
to dd-MS2 scan method. Full MS scans were as follows, 60,000 reso-
lution, AGC target resolution of 3e6, max inject time of 30ms, and a
scan range of 350–1500m/z. The dd-MS2 scans had 15,000 resolution,
AGC target of 1e5,max inject timeof 42ms, isolationwindowof 1.2m/z

and a normalized collision energy of 28. Samples were run using
Thermo Xcalibur v.4.6.67.17.

MS data acquisition (TIMS ToF Ultra). Data-independent acquisition
(DIA) analysis was performed via nano-liquid chromatography–mass
spectrometry (LC-MS/MS) with a NanoElute 2 LC system coupled to a
Bruker TIMS ToF Ultra mass spectrometer. This analysis was per-
formed for the UL37 expression experiments as well as for the quan-
tification of OPA1 andMFN1/2 abundances across HCMV infection. 1 µl
of 0.1 µg/µl sample (100ng total) was injected into a PepSep C18
25 cm× 75 µm column with a 150 µm inner diameter. The sample was
then separated over a 30-min gradient using the default Bruker gra-
dient with mobile phase of 0.1% formic acid to 0.1% formic acid in
99.9% acetonitrile with a flow rate of 250 nL/min. 10 µm emitter was
used on the instrument. The resolution of the instrument is 45,000.
DIA was performed using a scan range of 100–1700m/z and amobility
(1/K0) range of 0.65–1.46 Vs/cm2with a 50ms ramp time. Three groups
of 16 DIAwindowswere set spanning themobility andm/z range, using
the default Bruker window ranges given the above parameters. Esti-
mated cycle time of 0.95 s. Collision energy was linearly scaled to the
ionmobility ranging from 20 eV collision energy at 0.6 Vs/cm2 to 59 eV
at 1.6 Vs/cm2. Samples were run using BPS v2024b.

IP-MS data analysis. Following data acquisition, we exported the MS
RAW data files and loaded them directly into Proteome Discoverer 2.4
(Thermo Fisher) with FASTA files containing human and HCMV AD169
protein sequences, as well as common contaminants. We loaded all
biological replicates, timepoints and conditions concurrently for
direct comparison andmore accurate quantitation of P values. For our
processingworkflow, we first performedofflinemass recalibration and
label-free MS1 quantification using the Spectrum Files RC and Minora
Feature Detector nodes. The MS/MS spectra were then analyzed via
Sequest HT which uses forward and reverse searches to calculate the
false discovery rate (FDR). During this analysis we performed a fully
tryptic search allowing for two missed cleavages, precursor mass tol-
erance of 10 ppm, and fragment mass tolerance of 0.1 Da. In terms of
modifications, we allowed dynamic methionine oxidation, phosphor-
ylation of serine, threonine, and tyrosine, deamidation of asparagine,
lossofmethionineplus acetylationon theproteinN-terminus aswell as
static carbamidomethylation. Finally, the percolator node was used to
validate the spectra. ProteomeDiscoverer then created consensus files
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for each dataset, filtering for high-confidence peptides with protein
and peptide annotations. During this analysis we restricted our results
to proteins with aminimumof two unique peptides, using only unique
or razor peptides for quantification. The results were then exported
out of ProteomeDiscoverer as a single Excel file. Through this analysis,
we identified 2034 proteins.

We qualified unique interactors as having a P value (calculated by
Proteome Discover) less than 0.05 and a Log2 fold change over the
paired IgG control of at least 2, for at least one timepoint. For viral
protein interactions, aminimumLog2 fold-change cutoff of 1 was used
with the same P value restrictions. These constraints identified ~150
interactors. Given the large shift in PTPIP51 abundance across infection
(~6× increase), we found that bait normalization strongly biased pro-
tein abundance towardmock and24hpi,when PTPIP51 abundancewas
low. Therefore, we instead normalized to the median abundance of all
~2000 proteins for each timepoint. Validating this approach, when
normalized in this way, we find that the PTPIP51 interaction with
pUL37x1 shows ahigher correlation and a lower Euclideandistance to a
previous study which performed pUL37x1-GFP IP-MS, then when bait
normalization was performed (Supplementary Fig. S5B). Finally, for
direct comparison between proteins, we scaled each timepoint for
each protein to the mean abundance across all timepoints for that
protein. Full results are provided in Supplementary Data 1.

Clustering was performed in Python via the sci-kit learn module
KMeans with n_clusters = 4 and random_state = 0 for parameters. GO-
term analysis was performed using the statistical overrepresentation
tool in PantherDB.

PRM analysis. For analysis of PRM data, we loaded MS RAW files
directly into Skyline for visualization of peptide spectra. Peaks were
selected through comparison to an existing library of previously
identified spectra as well as through mass tolerance thresholding
(ppm< =10). Each peptide was quantified based on the 1–3 most
intense fragment ions across all samples. Raw peptide abundance
results were then exported into an excel file. Peptides were first
selected based on whether they were detected for all timepoints.
Specificity of interaction was quantified based on Log2 fold change
over IgG control. For mock and 24 hpi samples this was in compar-
ison tomock IgG and for 48–96 hpi samples this was compared to 96
hpi IgG. Each peptide was required to have a minimum of two
timepoints with Log2 fold change over IgG control of 1 or higher. In
addition, at least one of the timepoints passing this threshold was
required to be 72 hpi, given our specific interest in PTPIP51 interac-
tions at this timepoint. Based on these results, we further analyzed
proteins with a minimum of two valid peptides. Peptide abundances
were normalized based on the median abundance of each timepoint
across all 200 peptides. Validating this method, we find that PTPIP51
interactions with pUL37x1 (previously shown by pUL37x1-GFP IP-MS)
and VAP-B (previously shown by a proximity ligation assay) follow
similar temporal trends to previous studies. Finally, we scaled each
peptide abundance to the 24 hpi abundance of that peptide.

We followed a similar workflow for analysis of the ATG12 IP sam-
ples by PRM. The main difference being that since ATG12 does not
exhibit the samemajor change in abundance as PTPIP51, we were able
to normalize to MS1 intensities for each injection. MS1 average inten-
sities were quantified by RawMeat (Vast Scientific).

DIA analysis. For DIA analysis raw.d files were uploaded into DIA-NN
(v.1.8.1)111 using the following settings. An in silico spectral library was
generated via DIA-NN using a FASTA files of the human and HCMV
proteome. 1 Missed cleavage was allowed as well as N-terminal M
excision and C carbamidomethylation. Peptide lengths within 7–30
amino acids and a precursor charge range of 1–4 was allowed. Pre-
cursor m/z range and fragment m/z range were set to 300–1800 and

200–1800m/z, respectively. Mass accuracy (MS1 and MS2) was auto-
matically assigned via DIA-NN based on the samples. Each experiment
was analyzed altogether with match between runs (MBR). Protein
inferences were heuristic from the FASTA protein names. Double-pass
mode for the neural network classifier was turned on using a high-
precision quantification strategy. The unique genes and stats outputs
from DIA-NN were uploaded into Python for further analysis. Protein
quantifications for each timepoint were normalized to the total MS1
intensity of their injection. For the OPA1 peptide analysis, the Uniprot
OPA1 isoform 1 sequence was used tomap each peptide to its location
along the protein.

Statistics and reproducibility
Plotting and statistical analysis were performed using the Welch’s t
test from the Pythonmath module (stats.ttest_ind(equal_var = False))
unless otherwise stated. Error bars displayed were quantified using
Seaborn and indicate 95% confidence intervals. The number of
replicates, including howmany objects (cells, mitochondria e.g.,) per
replicate, are indicated in the figure legends as well as in Supple-
mentary Data 2. Statistical significance is displayed in figures via
asterisks: *P < =0.05, **P < =0.01, and ***P < =0.001. Black asterisks
indicate statistical comparison to uninfected cells, while green
asterisks indicate comparison between conditions at the same
timepoint. Exact P values are provided in figure legends and in
Supplementary Data 2. Source data are provided as a Source Data file.
For images displayed that were not quantified (Figs. 3c, d, j; 4e, 5f, g),
each experiment was repeated at least three times independently
observing similar trends.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The MS DDA proteomics data generated in this study have been
deposited in ProteomeXchange using the PRIDE repository database
under accession code PXD038330. The normalized PTPIP51 IP-MSdata
generated in this study are provided in the Supplementary Data/
SourceDatafile. The targetedMS,DIA, and PTPIP51KDMSdata used in
this study are available in the Panorama public database [https://
panoramaweb.org/Princeton%20University%20-%20Cristea%20Lab/
PTPIP51_MCS/project-begin.view]. Source data are provided with
this paper.

Code availability
Python code is available on Mendeley Data and can be accessed under
the title “Segmentation and quantification of mtkeima microscopy”
and https://doi.org/10.17632/94gvtv9shf.2 here. Along with the pub-
lished workflow is a document detailing how to run the code and
dependencies, as well as a small test dataset.
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