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Search for diphoton resonances in the 66 to 110 GeV
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√
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A search is performed for light, spin-0 bosons decaying into two photons in the 66 to 110
GeV mass range, using 140 fb−1 of proton-proton collisions at

√
B = 13 TeV produced by

the Large Hadron Collider and collected by the ATLAS detector. Multivariate analysis
techniques are used to define event categories that improve the sensitivity to new resonances
beyond the Standard Model. A model-independent search for a generic spin-0 particle and a
model-dependent search for an additional low-mass Higgs boson are performed in the diphoton
invariant mass spectrum. No significant excess is observed in either search. Mass-dependent
upper limits at the 95% confidence level are set in the model-independent scenario on the
fiducial cross-section times branching ratio into two photons in the range of 8 fb to 53 fb.
Similarly, in the model-dependent scenario upper limits are set on the total cross-section times
branching ratio into two photons as a function of the Higgs boson mass in the range of 19 fb to
102 fb.
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1 Introduction

This paper presents a search for an additional light, spin-0 boson with an invariant mass ranging from 66 to
110 GeV decaying into two photons, a signature that can arise in many theories of beyond the Standard
Model (SM) physics. These include two-Higgs-doublet models (2HDMs) [1, 2] and next-to-2HDMs
(N2HDMs) [3], next-to-minimal supersymmetric models (NMSSM) [4], and models of supersymmetry that
introduce pseudo-Nambu-Goldstone bosons (R-axions) through symmetry breaking [5]. The introduction of
an additional spin-0 boson can also be used to explain features observed in other experimental measurements.
For example, the excess of GeV-scale gamma rays from the galactic centre can be explained if the additional
spin-0 boson is a Higgs boson that acts as a scalar partner of dark matter [6]. Alternatively, if the additional
spin-0 boson is an axion, even a weak coupling with the Higgs sector allows electroweak baryogenesis to
explain the observed baryon asymmetry of the universe [7].

This analysis uses the full LHC proton-proton (??) collision data sample at a centre-of-mass-energy of
13 TeV collected by the ATLAS detector (see Section 2) during the years 2015–2018, corresponding to
an integrated luminosity of 140 fb−1 at a centre-of-mass energy of 13 TeV. Both a model-independent
search for a spin-0 particle (-) and a model-dependent search for an additional low-mass Higgs boson
(�, assuming the production-mode cross-section times branching ratio into two photons as predicted by
the SM at a given mass <�) are performed. In both cases, the assumption of a narrow-width resonance
(NWA) is made and interference effects between the signal and background processes are neglected. An
additional search for larger-width signals is also performed in the model-independent search and considers
ratios of decay widths Γ- to the mass <- of the spin-0 particle up to 2.5%. Additional signal widths are
not considered for the model-dependent analysis due to the narrow decay width of SM-like Higgs bosons
in the mass range considered here [8].

Events that contain at least two photons (see Section 3) are analysed for evidence of resonances in the
diphoton invariant mass distribution. The diphoton final state provides a clean experimental signature due
to the excellent invariant mass resolution of the ATLAS detector. In addition to the kinematic requirements,
identification and isolation selections are applied to photons to reduce the impact of jet backgrounds and to
ensure a high signal sensitivity (see Section 4). The event selection, described in Section 5, uses photon
transverse energy �T

1 selections that depend on the diphoton invariant mass <WW to suppress sculpting
of the invariant mass distribution by the trigger selection. A gradient boosted decision tree (BDT) is
additionally used for photon–electron discrimination.

Multiple event categories (see Section 6) are defined to maximise signal sensitivity. The model-independent
search for a spin-0 boson, - , splits the data into three categories based on whether the photons interact
with nuclei in the detector that cause them to convert into a pair of electrons or not. Alternatively, the
model-dependent search for an additional low-mass Higgs boson, �, employs a BDT to define three
additional categories within each of the three photon-conversion categories, resulting in a total of nine
categories. This additional categorisation is only used for the model-dependent result due to the SM-like
production-mode cross-sections assumed for the signal sample used to train the BDT.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points upwards.
Polar coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis. The pseudorapidity is

defined in terms of the polar angle \ as [ = − ln tan(\/2) and is equal to the rapidity H =
1
2 ln

(

�+?I2
�−?I2

)

in the relativistic limit.

Angular distance is measured in units of Δ' ≡
√

(ΔH)2 + (Δq)2.
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The resonant <WW signal distribution is modelled using analytic functions whose parameters are determined
using Monte Carlo (MC) simulation, as described in Section 7. There are two main components of the
background: 1) the non-resonant WW, Wj, and jj processes that are henceforth referred to as the continuum

background, where “j” refers to a jet misidentified as a photon, and 2) the resonant Drell–Yan (DY)
dielectron processes (mainly / → 44 events) in which both the electrons are misidentified as photons. The
<WW distributions of both the background components are described by analytic functions determined from
MC simulation and data-driven background estimations, further described in Section 8. The uncertainty
in the continuum background due to limited data and MC simulated events is reduced using a Gaussian
Process regression [9]. The DY background affects prompt photons that convert to two electrons (converted
photons) much more than those that do not (unconverted photons), hence a significant gain is obtained by
splitting the analysis into separate conversion categories.

The final background <WW shape parameters, background yield, and potential signal yield are obtained
from a fit to the diphoton invariant mass distribution in data. The <WW region 62 to 120 GeV is chosen to
minimise the systematic uncertainty in the background model. A search for hypothetical signal peaks in the
range of 66 to 110 GeV is performed, which ensures that there is enough data to constrain the background
model both above and below the signal peak. The resulting ?-value scans are presented in Section 9. Since
no significant excess is observed, limits are set on the cross-section times branching ratio within a fiducial
volume defined at particle-level in the model-independent search for - and on the cross-section times
branching ratio in the model-dependent search for �.

A previous search by the ATLAS Collaboration, using 20.3 fb−1 of data at 8 TeV [10], found no significant
excesses. Previous searches by the CMS Collaboration, using 19.7 fb−1 of data at 8 TeV combined with
35.9 fb−1 of data at 13 TeV [11], and later with 132.2 fb−1 of data at 13 TeV [12], observed a maximal
excess with a local (global) significance relative to the SM prediction of 2.8f (1.3f) at 95.3 GeV and
2.9f (1.3f) at 95.4 GeV, respectively.

2 ATLAS detector

The ATLAS experiment [13] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle. It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadronic calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements with
high granularity within the region |[ | < 3.2. A steel/scintillator-tile hadronic calorimeter covers the
central pseudorapidity range (|[ | < 1.7). The endcap and forward regions are instrumented with LAr
calorimeters for EM and hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds
the calorimeters and is based on three large superconducting air-core toroidal magnets with eight coils
each. The field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. The
muon spectrometer includes a system of precision tracking chambers up to |[ | = 2.7 and fast detectors
for triggering up to |[ | = 2.4. The luminosity is measured mainly by the LUCID–2 [14] detector, which
is located close to the beampipe. A two-level trigger system is used to select events [15]. The first-level
trigger is implemented in hardware and uses a subset of the detector information to accept events at a rate
below 100 kHz. This is followed by a software-based trigger that reduces the accepted event rate to 1 kHz
on average depending on the data-taking conditions. A software suite [16] is used in data simulation, in the
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reconstruction and analysis of real and simulated data, in detector operations, and in the trigger and data
acquisition systems of the experiment.

3 Data and simulated event samples

The ATLAS detector was used to collect
√
B = 13 TeV ?? collisions from the 2015–2018 LHC running

periods, corresponding to an integrated luminosity of (139.5 ± 1.2) fb−1 [17] after data-quality require-
ments [18]. The uncertainty in the integrated luminosity is obtained using the LUCID-2 detector [14]
for the primary luminosity measurements, complemented by measurements using the inner detector and
calorimeters. The data were recorded using diphoton triggers that required two EM clusters with transverse
energies �T above a certain threshold and satisfying identification criteria based on variables describing
the shape of the EM showers in the calorimeter (hereafter called shower shapes) [19]. In the 2015 and
the first portion of 2016 data taking, the �T threshold was 20 GeV, while in the remainder of 2016 data
taking �T > 22 GeV was required. During 2017 and 2018 data taking, the �T threshold was reverted to
20 GeV, however an additional requirement on the sum of transverse energy around the photon candidate
was applied [20].

Simulated event samples are used to study signal and background processes, and to determine the analytic
functions used to model both. The search itself is performed by using the data to determine the parameters
of the analytic functions (see Section 8). Interference effects between the resonant signal and all background
processes are expected to be small for the signal widths considered here [21] and are neglected.

Background events containing two photons with associated jets were simulated with the Sherpa 2.2.4 [22,
23] event generator. Matrix elements were calculated with up to three partons at next-to-leading order
(NLO) in quantum chromodynamics (QCD) [24], and merged with the Sherpa parton shower [25] according
to the ME+PS@NLO prescription [26]. The CT10 parton distribution function (PDF) set [27] was used in
conjunction with dedicated parton shower tuning developed by the Sherpa authors. Events containing
/ bosons decaying into electron pairs were generated at NLO in QCD using Powheg Box v2 [28, 29]
interfaced to the Pythia 8.186 [30] parton shower model and the CT10 PDF set was used. The AZNLO set
of tuned parameters for the underlying event [31] was used, with the CTEQ6L1 PDF set [32]. Additional
events containing / bosons were also simulated with the Sherpa 2.2.1 event generator, for comparison
with Powheg Box v2.

To better study electrons reconstructed as photons, single-electron and single-photon MC event samples
were simulated with a pile-up profile corresponding to the Run 2 data sample. These single-particle
samples were generated with transverse energy distributions covering the range from 5 GeV to 3 TeV.

The signal samples assume a SM Higgs boson at different mass values, and were generated at NLO in
QCD using Powheg Box v2 interfaced to the Pythia 8.186 parton shower model using the AZNLO
set of tuned parameters, for the gluon–gluon fusion (ggF) and vector-boson fusion (VBF) production
modes. Samples were also simulated with the Pythia 8.186 event generator using the A14 set of tuned
parameters [33], assuming the production of a Higgs boson in association with a , boson (WH), / boson
(ZH) or top-quark pair (tt̄H). Simulated samples were produced for fixed values of the mass of the assumed
resonance, spanning the range 60 to 120 GeV. Generally, the model-independent search for - uses the ggF
sample as the nominal signal model with an uncertainty calculated by taking the envelope created by the
other production modes, while the model-dependent search for a low-mass � combines all production
modes for a given mass point assuming SM-like cross-sections. All assume a narrow-width resonance of
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4 MeV that is negligible compared with the experimental resolution, which ranges from 0.9 to 2.2 GeV
(see Section 7).

The effects of additional ?? interactions in the same or neighboring bunch crossings (pile-up) were modeled
by overlaying soft QCD processes simulated with Pythia 8.186 using the A2 set of tuned parameters [34]
and the MSTW2008LO PDF set [35]. The simulated events are weighted to reproduce the distribution
of average number of individual ?? interactions per bunch crossing and the distribution of the primary
vertex I-position observed in data (pile-up reweighting). All generated events were propagated through
a detailed simulation of the ATLAS detector [36] based on Geant4 [37]. The fast detector simulation
used for background events containing two photons used a parameterisation of the performance of the
calorimeters [38].

4 Event reconstruction

The event reconstruction is similar to the one described in Ref. [39]. Photon candidates are reconstructed
from topological clusters of energy deposited in the EM calorimeter (calorimeter clusters), and from
charged-particle tracks and conversion vertices reconstructed in the ID. Photon clusters without any
corresponding track in the ID are considered unconverted. Two opposite-charge tracks that form a vertex
consistent with a massless particle and that both match to calorimeter clusters are considered converted
photons; single-track vertices—essentially those without hits in the innermost ID layers—that match to a
calorimeter cluster are also considered as converted photons [40]. Photon conversion fractions vary from
20% to 65%, depending on [ [40]. Photons and electrons are required to fulfil identification criteria based
on the shower shapes in the EM calorimeter [40]. Residual differences between the average values of
the shower shape variables between data and simulation are corrected by shifting the distributions in the
simulation. The photon identification efficiency is determined as a function of �T and |[ | and the efficiency
increases with �T from 70% at 20 GeV to 90% at 50 GeV [19].

Photons are required to be in the high-precision EM calorimeter within the pseudorapidity interval
|[ | < 2.37, excluding the transition region 1.37 < |[ | < 1.52 between the barrel and end-cap calorimeters.
Corrections to the energy of photon clusters is based on a multivariate regression algorithm optimised on
simulated samples and scale factors derived extracted from data samples [41]. The two candidates with the
highest transverse energies, both satisfying �T > 22 GeV, are retained. This transverse energy requirement
is slightly higher than the trigger threshold, for most of the data-taking periods, to mitigate the trigger
efficiency turn-on effect. A subsequent requirement on the ratio of photon �T to the diphoton mass (see
Section 5) further raises the energy of selected photons. Primary vertices are reconstructed using at least
two good-quality tracks with ?T > 500 MeV [42]. The photon candidates are used to select the diphoton
vertex using a neural-network algorithm based on charged-particle tracks and primary vertex information,
as well as the direction of the two photons measured in the calorimeters and ID [43]. Once the diphoton
vertex is selected, the direction of the two photon candidates is re-computed relative to this updated primary
vertex. This recomputation improves the �T measurement of each photon candidate through its dependence
on the photon candidate’s direction in [. The updated energy measurement improves the diphoton invariant
mass resolution by about 8% for inclusive Higgs boson production relative to the default primary vertex
selection [42].

Electron candidates—used for studying the DY background process—are reconstructed by matching tracks
in the inner detector with clusters of energy deposits in the EM calorimeter formed with the same algorithm
as in the photon reconstruction [40]. The tracks are required to be consistent with the diphoton vertex
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using their longitudinal (I0) and transverse (30) impact parameters. Electrons must also satisfy the same
�T and [ selection criteria as photons.

To improve the rejection of jets misidentified as photons, the candidates are required to be isolated using
both the calorimeter and tracking detector information. The calorimeter-based isolation variable � iso

T is
defined as the scalar sum of the �T over positive-energy topological clusters [44] within a radius Δ' = 0.2
around the photon candidate, excluding the photon energy and correcting for pile-up and underlying-event
contributions [45–47]. For both the candidates this variable is required to be below 0.065 × �T, where �T

is the transverse energy of the photon. The track-based isolation variable ?iso
T is based on charged-particle

tracks, and is defined as the scalar sum of the transverse momenta ?T over tracks within a radius Δ' = 0.2
around the photon candidate. Only tracks with ?T > 1 GeV that are consistent with originating from the
diphoton production vertex and that are not associated with a photon conversion vertex are used. For both
the candidates this variable is required to be below 0.05 × �T. Small differences between the average value
of � iso

T between data and simulation are corrected in the simulation. The photon isolation efficiency—i.e.,
the fraction of photons fulfilling the identification requirement that also satisfy the isolation requirement—is
determined using simulated samples and increases with <WW from 80% at 62 GeV to 90% at 120 GeV.

5 Event selection

Only events containing at least one primary vertex candidate are considered. The two selected photon
candidates are used to define the diphoton invariant mass, <WW , and only events in the mass range 62 to
120 GeV are included in the analysis. At low invariant masses, the diphoton invariant mass spectrum is
distorted due to the kinematic turn-on effects from the trigger selection of two photons with �T > 22 GeV.
Increasing the �T requirement on the photons shifts this turn-on effect away from <WW ≈ 60 GeV towards
higher masses. Instead, an �T cut relative to the diphoton invariant mass, �T/<WW , is used. Each photon
is required to satisfy �T/<WW > 22/58 ≈ 0.38, which results in a background shape that starts to fall
exponentially near <WW = 58 GeV. This particular value is chosen to maximise the signal efficiency
while allowing the mass range 62 to 120 GeV to be described more easily using analytic functions (see
Section 8).

Following these selections, two significant background components are identified: WW, Wj and jj continuum
backgrounds coming from QCD production, and 44 pairs coming from DY production. Here, the Wj
component includes events where either the leading or sub-leading object is a jet misidentified as a
photon, and the jj component includes events where both the objects are jets misidentified as photons. The
contributions of events containing SM Higgs bosons or , and / bosons produced in association with a
photon are estimated by using MC simulated event samples and are found to be negligible.

To further reduce the number of background 44 events, in particular the events where a topological cluster
is ambiguously reconstructed as both an electron and a photon [40], a boosted decision tree (BDT) is
developed using LightGBM [48]. Photon candidates from single-photon MC samples are considered
as signal in the training, while photon candidates from the single-electron MC samples are considered
as background when training the BDT. The model is trained using kinematic information related to the
converted photon and detailed tracking information related to the electron and conversion of the photon
candidate. The full list of variables considered for this classifier are chosen to avoid introducing shapes
in the background distribution that are difficult to model with analytic functions (see Section 8). The
output of this classifier (henceforth referred to as the ambiguity BDT) is a score on the interval [0,1], where
scores closer to 0 indicate an electron-like object and a score nearer to 1 indicate a photon-like object.
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Figure 1: (a) Distribution of electron–photon ambiguity BDT scores constructed by taking the minimum score of the
two photon candidates in simulated ggF <- = 100 GeV signal events (solid line), //W∗ → 44 events (dashed line),
and the continuum WW background events (dotted line). The distributions are scaled independently for illustrative
purposes. (b) Efficiency versus minimum requirement on the ambiguity BDT score, shown for the same samples.
Only events in which both photon candidates are converted are shown.

Unconverted and non-ambiguous photons are assigned a score of 1 and are not further classified. The score
of the ambiguity BDT is then evaluated for each of the two photon candidates. In Figure 1, the minimum
score between the two candidates and the selection efficiency for the signal and background processes are
shown, both as a function of ambiguity BDT score in events with two converted photon candidates and
thus most likely to suffer from 44 backgrounds. Requiring both the ambiguity BDT scores to be above 0.2
results in a signal selection efficiency above 93% and a reduction of 44 backgrounds between 65% to 90%,
where the largest reduction is obtained for events with two converted photons.

6 Event categorisation

As the 44 backgrounds predominantly impact events where both photons convert to a pair of electrons,
including distinct conversion categories results in a significant increase in sensitivity to new physics. Three
conversion categories are considered, those where: 1) both photons remain unconverted (UU), 2) either
one of the two photons convert (UC), or 3) both photons convert (CC).

For the model-dependent result, in addition to the conversion categories, events are separated between
the continuum background and low-mass Higgs boson processes by another BDT, henceforth referred
to as the category BDT. The training of this BDT is performed using the adaptive boosting (AdaBoost)
algorithm [49], with a boosting parameter of 0.5, designed with the TMVA toolkit [50]. SM-like
assumptions on the production-mode cross-sections are used for the model-dependent result. Eight input
variables are considered and are given here ranked in order of variable importance in the training: the cosine
of the difference in azimuthal angle between the two photons, the ratio �T/<WW of each photon, the [ of
the each photon, the minimum of the two ambiguity BDT scores, and the ambiguity BDT scores of each of
the two photons. Photon candidates from simulated samples with <� = 60, 80, 100, and 120 GeV—where
the different masses and production modes are weighted assuming the SM-like cross-sections for a Higgs
boson at the specified <�—are considered as signal (S) and simulated diphoton events are considered as
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Figure 2: Distributions of the category BDT scores for the merged SM-like Higgs boson considering all production
modes (ggF, VBF, tt̄H, WH, ZH), the diphoton (WW) and reducible backgrounds (Wj, jj) continuum, and the simulated
/ → 44 background prediction. The reducible background components are derived from dedicated data control
regions where the photon identification and isolation requirements are inverted. The merged signal contains signals
generated for <� = 60, 80, 100, and 120 GeV and each MC sample is weighted according to the SM-like Higgs
boson cross-section. Photons from all three conversion categories are used in the BDT training. The merged signal
and backgrounds are separately normalised to unity. The vertical lines and arrows at category BDT scores of −0.2
and 0 define the categorisation used in this analysis. Events with category BDT scores below −0.2 are in BDT 1,
events with category BDT scores between −0.2 and 0 are in BDT 2, and events with category BDT scores above 0
are in BDT 3.

background (B) when training this BDT. For simplicity, the photon candidates from all three conversion
categories are used in the BDT training. The resulting category BDT score is shown in Figure 2, for signal
and background processes. The category BDT score is used to define three sub-categories within each
of the three conversion categories, labelled as 1 to 3 in increasing order of expected signal compared to
background. The nine categories are defined based on the combined conversion and BDT category as
UU1, UU2, UU3, UC1, UC2, UC3, CC1, CC2, and CC3. The number of categories and the corresponding
boundaries are optimised based on the expected signal-to-background significance, quantified by (/

√
�,

while requiring that there are a sufficient number of simulated events for determining the background
model. Each sub-category is required to contain at least 20% of the total number of diphoton background
events in a given photon conversion category. The optimal boundaries are found to be at category BDT
scores of −0.2 and 0 and are the same for all three photon conversion categories. A list of each category
and its requirements can be found in Table 1.

The category BDT classification is found not to cause significant distortions of the diphoton invariant mass
distribution for any category. The expected signal and background yields for a signal with <� = 90 GeV
are given in Table 2.

7 Signal model

The <WW distribution of the signal, assumed to have a narrow decay width relative to the mass resolution,
is modelled using a double-sided Crystal Ball (DSCB) function, composed of a Gaussian core with
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Table 1: The selection requirements and names of each category in the model-independent and model-dependent
analyses.

Category Selection Requirement

Model-Independent categories

UU 2 unconverted photons
UC 1 converted photon and 1 unconverted photon
CC 2 converted photons

Model-Dependent categories

UU1 UU and category BDT score < −0.2
UU3 UU and category BDT score [−0.2,0)
UU3 UU and category BDT score >= 0
UC1 UC and category BDT score < −0.2
UC2 UC and category BDT score [0.2,0)
UC3 UC and category BDT score >= 0
CC1 CC and category BDT score < −0.2
CC3 CC and category BDT score [−0.2,0)
CC3 CC and category BDT score >= 0

Table 2: The expected number of signal events, fractions of each Higgs boson production mode, and the number of
background events per GeV at <WW = 90 GeV for each BDT category, and for all three photon conversion categories
together. The per GeV binning corresponds to approximately 1f of the mass resolution at <WW = 90 GeV. The
background events are extracted from the background-only fit to the data and the “Total” category includes the
number of Drell-Yan events (DY) that are also shown separately. The BDT categories are defined as follows: events
with category BDT scores below −0.2 are in BDT category 1, events with category BDT scores between −0.2 and 0
are in BDT category 2, and events with category BDT scores above 0 are in BDT category 3.

SM-like Higgs boson (<� = 90 GeV) Background
BDT Category Total ggF VBF WH ZH tt̄H Total DY

[%] [%] [%] [%] [%] [GeV−1] [GeV−1]
1 741 97.1 1.2 1.0 0.6 0.1 18877 2179
2 942 93.4 2.9 2.1 1.2 0.4 14014 713
3 1187 72.4 13.5 6.7 4.0 3.4 6522 294

Total 2870 85.7 6.8 3.7 2.2 1.6 39413 3186
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power-law tails [51, 52]. Each parameter is determined in a fit to the fixed-mass simulated samples, and
is parameterised as a linear function of the resonance mass separately for each conversion category. For
the model-independent search for a spin-0 scalar - only the ggF production mode is considered; for the
model-dependent search for a low-mass � all production modes for a given mass value are combined
assuming SM-like cross-sections [53]. The width of the Gaussian core, which is entirely determined by
detector resolution, ranges from 0.9 to 2.2 GeV depending on the resonance mass and analysis category.
Good agreement between the signal model fit and the simulated <WW distribution is found, with reduced
chi-square values generally between 0.9 and 1.4. Examples fits are illustrated in Figure 3 for the UU3 and
CC1 categories.

In addition to the narrow width signals considered above, a search for signals with larger widths is also
performed in the model-independent analysis. The large width signal distributions for specific values
of the mass and width are derived by convolving the detector resolution with the predicted line shape
defined in the MC simulation of the ggF process. The detector resolution is modelled using the DSCB
function described above and the signal line shapes are comprised of a Breit-Wigner (BW) function of
width ΓX combined with a mass-dependent gluon–gluon luminosity functional form. The large width signal
hypotheses considered in this analysis cover the range 0% ≤ ΓX/<- ≤ 2.5%. To ensure that sufficient
side bands are available for the largest width signals, only signal masses in the range 75 to 105 GeV are
considered for the large-width analysis.
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Figure 3: Simulated diphoton invariant mass distribution of a narrow-width signal particle � of mass 80 GeV
(points) in the (a) UU3 and (b) CC1 categories, overlaid with the DSCB function resulting from the signal model
parameterisation (line). The error bars on the simulated data points indicate the statistical uncertainties. An arbitrary
normalisation is used for illustration purposes.
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8 Background estimate

The two main components of the background, the continuum and the resonant DY, are estimated separately
in each category. In both cases, a data-driven approach is used to describe the normalisation and shape of
their <WW distributions. The continuum background is fitted on data, with the normalisation and function
parameters free. For the DY background, both the shape and normalisation are fitted, but the corresponding
parameters are constrained using information from / → 44 decays, as described below.

The continuum background is predominately composed of events from WW but also Wj and jj production
processes. To evaluate its composition, the two-dimensional side bands method described in Ref. [54] is
used to simultaneously extract the fraction of WW, Wj, and jj events (including fake photons coming from
DY electrons). The inputs to this method are the signal efficiencies of the identification and isolation
requirements, as well as the number of events in sixteen categories, defined by whether each candidate
passes or fails the photon identification and isolation criteria (four categories for each photon). The
signal leakage in the background control regions—those that fail the photon identification or isolation
requirements—is evaluated with simulation. A system of equations predicting the number of events in
each category is solved with a j2 minimisation process, extracting the background decomposition estimate
shown in Table 3. The diphoton purity increases with the invariant mass <WW and varies from 60% to
70% across the mass range 62 to 120 GeV with an uncertainty of 1% to 5% depending on the category.
The uncertainties in this purity measurement arise from: statistical uncertainty in the data and simulated
MC samples; the alternate definitions of the identification criteria that define the control regions; the
dependence of the signal leakage evaluation in the control regions on the event generator; the modelling
of the isolation variable and shower-shape distributions; and possible correlations between the isolation
variables and the inverted identification criteria [54].

The continuum background <WW distribution in each category is described by an analytic function whose
form is determined using the method described in Ref. [55]. The bias related to the choice of analytic
function is estimated as the fitted spurious signal [43] yield extracted using a signal-plus-background fit
to a background-only template. The background-only template is built using simulated samples for the
WW component and a data control sample for the Wj and jj components, mixed according to the fractions
determined by the 2x2D side band method presented above. To minimise the effects of statistical fluctuations
in the background-only template due to finite MC simulation statistics, the templates are smoothed with
a Gaussian Process regression [9]. This analysis uses a similar methodology to that used in Ref. [56],
with an update to use the Gibbs kernel [57] to allow for an adaptive length scale hyperparameter. The
following functions are considered: Bernstein polynomials [58] of order five to seven, and exponentials of
second, third and fourth order polynomials. A function is only considered for modelling the background in
a given analysis category if the maximal spurious signal from a fit to the background template is found to
be less than 50% of the statistical uncertainty in the fitted signal yield (from the background distributions
normalised to the same statistics as the data) over the mass range 66 to 110 GeV. In the cases where two
or more functions satisfy this requirement, the function with the fewest degrees of freedom is chosen to
model the continuum background in that analysis category. For most categories considered in this analysis,
the result is an exponential of a third- or fourth-order polynomial. The exception is the UC category
in the model independent analysis, which is modelled using a Bernstein polynomial of order six. The
corresponding modelling uncertainty is derived by fitting the local maxima of the absolute spurious signal
as a function of diphoton mass with an exponential of a second-order polynomial in each category.

The DY background is modelled using a DSCB function, with parameters determined by fitting a data-driven
<WW template. At first order, this template is derived using an <44 distribution from / → 44 events in

11



Table 3: The number of data events (#data), the expected fraction of WW, Wj, jj events determined with the two
dimensional side band method, and the fraction of Drell-Yan events in each category. The uncertainties in the fractions
of WW, Wj, jj arise from the statistical uncertainty varying the identification requirements. The BDT categories are
defined as follows: events with category BDT scores below −0.2 are in BDT Category 1, events with category
BDT scores between −0.2 and 0 are in BDT Category 2, and events with category BDT scores above 0 are in BDT
Category 3.

Category UU UC CC

Model Independent

#data 1356130 1104590 243984

5WW [%] 74.4±1.3 69.2±3.3 61.6±3.7

5Wj [%] 19.9±1.2 23.7±1.9 28.1±2.2

5jj [%] 5.3±0.5 6.0±0.7 7.3±1.7

5DY [%] 0.46±0.03 1.1±0.1 3.1±0.4

BDT Category 1

#data 592403 494228 112603

5WW [%] 71.5±2.0 67.0±3.4 57.3±3.8

5Wj [%] 20.9±1.5 24.1±2.0 29.9±3.1

5jj [%] 6.8±0.6 7.2±0.9 8.2±0.9

5DY [%] 0.7±0.1 1.7±0.2 4.7±0.6

BDT Category 2

#data 508548 401646 86275

5WW [%] 74.7±1.4 69.7±4.1 64.5±3.8

5Wj [%] 20.2±1.3 24.1±2.7 26.7±2.6

5jj [%] 4.8±0.5 5.5±0.6 7.0±1.2

5DY [%] 0.29±0.02 0.69±0.01 1.8±0.2

BDT Category 3

#data 255179 208716 45106

5WW [%] 80.4±1.0 73.5±2.8 66.6±5.1

5Wj [%] 16.7±1.2 21.9±1.8 26.2±3.3

5jj [%] 2.7±0.3 4.0±0.9 5.5±1.4

5DY [%] 0.19±0.02 0.56±0.06 1.7±0.2
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data. Electrons are required to pass the same �T and [ requirements as photons, as well as identification
requirements based on shower shape variables; no isolation requirement is applied. Because electrons
misidentified as photons generally lose a large amount of energy due to bremsstrahlung, a Smirnov
transformation [59] derived from simulation is used to correct the <44 template shape to the <WW shape
expected from electrons faking a photon. The normalisation of the resulting <WW template is computed
from 4 → W fake rates obtained from the same data used to derive the template, as described in Ref. [10],
and is shown in Table 3. Since electrons reconstructed as unconverted photons are more affected by
bremsstrahlung than those reconstructed as converted photons, the UU events are more shifted to lower
invariant masses than CC events. Variations arising from limited MC sample sizes, variations of the
/-boson mass window and background subtraction used when deriving fake rates, and results using
different MC event generators are considered as uncertainties.

9 Results

For the model-independent result, the measurement of the signal production cross-section times branching
ratio, ffid × B, is performed in a fiducial region. The fiducial region, which closely matches the selection
requirements of the reconstructed photons, is constructed in order to reduce the dependence of the
measurement on the chosen theoretical model. The fiducial region is defined at particle level as: two
photons with �T > 22 GeV, |[ | < 2.37 excluding 1.37 < |[ | < 1.52, passing the isolation requirement
� iso

T < 0.065 �T + 1 GeV, and passing �T/<WW > 22/58. Here, � iso
T is defined as the magnitude of

the vector sum of ?T for all particles with a lifetime longer than 10 ps (except neutrinos and muons)
within a radius of Δ' = 0.2 around the photon. This isolation requirement is chosen to reproduce the
detector-level selection. The particle-level fiducial cross-section includes a signal efficiency correction
factor �- through:

ffid × B =
#S

�-L
, with �- =

#det
MC

#fid
MC

, (1)

where #S is the fitted number of signal events in data, L is the integrated luminosity, #det
MC is the number of

simulated signal events passing the detector-level selection criteria, and #fid
MC is the number of simulated

signal events passing the particle-level selection. Since a generic spin-0 scalar - is targeted, only the ggF
production mode is used for the nominal correction factor, and the �- factor values range from 0.46 to
0.69 as a function of <-. The envelope of the �- values from the five production modes is taken as an
uncertainty. This model dependence uncertainty is determined using simulated samples of - with several
production modes: ggF, VBF, VH, and tt̄H.

Several experimental uncertainties directly impact the signal yields and signal shape and are accounted
for in the fit using nuisance parameters constrained by Gaussian penalty terms in the likelihood function.
The largest effect on the signal yield in the model-dependent analysis comes from the uncertainty in the
pile-up reweighting procedure. This uncertainty is estimated by changing the nominal rescaling factor and
evaluating the change in the signal efficiency. Uncertainties in the signal yield arising from uncertainties in
the luminosity determination, the trigger efficiency, and photon identification and isolation efficiencies
are also considered. Uncertainties in the signal mass scale and resolution are assessed by propagating the
photon energy calibration uncertainties onto the MC signal samples and constructing a new signal template.
These shifted signal templates are then refit using the signal model parameterisation given in Section 7 and
the deviations from the central mass and resolution values are taken as an uncertainty. These uncertainties
in the signal mass scale (resolution) are in the range ±0.3% to ±0.5% (±3% to ±10%), with the larger
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uncertainties occurring at higher values of <WW . A systematic uncertainty is derived from the variation of
the detector material description in the simulation, resulting in migrations across conversion categories. An
uncertainty is also assessed on the electron-photon ambiguity BDT efficiency that accounts for differences
in performance between data and the MC simulation selection efficiency in a control region outside of the
mass range considered in this analysis. The variations on the DY background result in uncertainties in the
peak position, the peak width, and the normalisation which are derived separately for each conversion
category. The magnitude of these uncertainty components is shown in Table 4.

For the model-dependent result, the total signal production cross-section times branching ratio, fH × B, is
computed as:

fH × B =
#S

����L
, (2)

where #( is the number of signal events fit in data, �� is the signal efficiency factor for a SM-like Higgs
boson, and �� is an acceptance factor defined as the probability of a generated event to be selected in the
fiducial volume at the particle level. The �� and �� factors are parameterised using the weighted average
of the different Higgs boson production modes assuming the SM-like cross-section for each production
mode. The acceptance times correction factor varies from 0.13 to 0.2 depending on the mass of the SM-like
Higgs boson <� . Since the model-dependent result assumes SM-like production-mode cross-sections
when constructing �� , the uncertainty from taking the envelope of the production modes—as done when
deriving�- in the model-independent results—is not relevant. After accounting for the differences between
the analyses, the model-dependent result provides an approximately 30% to 60% stronger limit than the
model-independent result.

The expected fraction of signal events for the model-independent (model-dependent) analysis in each of the
three conversion (nine) categories is parameterised as a function of <- (<�). The migration of signal
events between different BDT categories in the model-dependent analysis is found to be negligible.

The number of signal and background events is measured with an extended maximum-likelihood sim-
ultaneous binned fit to the <WW spectra. This fit is performed in the three conversion categories for the
model-independent analysis and in nine categories (three BDT categories for each conversion category)
in the model-dependent analysis. Scans over different <- and <� hypotheses are performed in 0.1 GeV
steps over the mass range 66 to 110 GeV.

The signal-plus-background model has the form:

#S · 5S(<WW) + #SS · 5S(<WW) + #B · 5B(<WW) + #DY · 5DY(<WW), (3)

where 5S is the signal model described in Section 7, #S (#B) is the fitted number of signal (continuum
background) events, #SS is the number of spurious signal events, 5B ( 5DY) is the continuum (Drell-Yan)
background model described in Section 8, and #DY is the number of DY background events. The systematic
uncertainties are included in the likelihood via nuisance parameters, and constrained by Gaussian or
log-normal penalty terms.

A background-only fit of the data is shown in Figure 4 for the three model-independent conversion categories
and in Figure 5 for the three model-dependent BDT 3 categories. The parameters of the background
model in each category are determined during a simultaneous fit to all categories. A goodness-of-fit test is
performed in each category and returns a probability between 5% and 89% depending on the category. As
expected, the DY contribution is most prominent in the CC categories (see Table 3).
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Figure 4: Background-only fit to the data (black markers) as a function of the diphoton invariant mass <WW for the
model-independent conversion categories: (a) UU, (b) UC, and (c) CC. The solid lines show the sum of the Drell-Yan
and the continuum background components and the dashed lines show only the continuum background components.
The difference between the data and the total background component divided by the statistical uncertainty of the
data, fdata, is shown at the bottom panel separately for each category. The green (yellow) bands denote the total
uncertainty in the background model at one (two) standard deviation.
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Figure 5: Background-only fit to the data (black markers) as a function of the diphoton invariant mass <WW for each
of the model-dependent BDT 3 categories: (a) UU3, (b) UC3, and (c) CC3. The solid lines show the sum of the
Drell-Yan and the continuum background components and the dashed lines show only the continuum background
components. The difference between the data and the total background component divided by the uncertainty, with
fdata denoting only the statistical error of the data, is shown at the bottom panel separately for each category. The
green (yellow) bands denote the total uncertainty in the background model at one (two) standard deviation.
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Table 4: Summary of the systematic uncertainties considered in this analysis. In general, the values correspond to
the uncertainties associated to the fit nuisance parameters. The DY uncertainty is the percent error on the nominal
peak position, peak width, and normalisation. The spurious signal uncertainty is expressed as a number of events
and relative to the expected statistical uncertainty (X() of a fitted signal. The “Remarks” column indicates specific
information about the systematic uncertainty, including whether or not the uncertainty varies as a function of
resonance mass or analysis category.

Source Uncertainty [%] Remarks

Signal yield

Luminosity ±0.83
Electron-photon ambiguity BDT efficiency ±0.7
Trigger efficiency ±1.0 – 1.5 <--dependent
Photon identification efficiency ±1.8 – 3.0 <--dependent
Photon isolation efficiency ±1.6 – 2.4 <--dependent
Photon energy scale ±0.1 – 0.3 <--dependent
Photon energy resolution ±0.1 – 0.15 <--dependent
Pile-up ±1.6 – 5.0 <--dependent
Production mode ±4.3 – 29 <--dependent (model-independent only)

Signal modelling

Photon energy scale ±0.3 – 0.5 <-- and category–dependent
Photon energy resolution ±3 – 10 <-- and category-dependent

Migration between categories

Material −2.0 /+1.0 /+4.1 category-dependent

DY background modelling

Peak position ±0.1 – 0.2 category-dependent
Peak width ±1.9 – 3.5 category-dependent
Normalisation ±7.1 – 13 category-dependent

Continuum background (model-dependent)

Spurious signal, NWA 9 – 171 events, (10% – 50%) <-- and category-dependent
Continuum background (model-independent)

Spurious signal, NWA 37 – 310 events, (20% – 50%) <-- and category-dependent
Spurious signal, Γ-/<- = 1.0% 65 – 539 events, (20% – 50%) <-- and category-dependent
Spurious signal, Γ-/<- = 2.5% 92 – 879 events, (20% – 50%) <-- and category-dependent

The compatibility of the observed diphoton mass spectra with the background-only hypothesis, for a given
resonance mass, is determined with a local ?-value based on the profile-likelihood-ratio-test statistic [60]
as detailed in Ref. [52]. The observed and expected 95% confidence level (CL) exclusion limits on the
production cross-section times branching ratio are evaluated using a modified frequentist approach CLs [61]
with the asymptotic approximation to the test-statistic distribution [60].

The result of the model-independent ?-value scan is shown in Figure 6(a). No significant excess with respect
to the background-only hypothesis is observed. The largest localised deviation for the model-independent
search is observed for a mass of 71.8 GeV, corresponding to a local significance of 2.2f.

For the narrow-width model-independent result, an upper limit at the 95% CL is set on ffid × B from 8 fb
to 53 fb, as shown in Figure 6(b).

The model-independent analysis considers additional larger width signal hypotheses, and the ?-value scan
is expanded to include signal hypotheses with ΓX/<X in the range 0% to 2.5%. The result of this ?-value
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Figure 6: (a) Compatibility of the data, in the model-independent search, in terms of local ?-value (solid line),
with the background-only hypothesis as a function of the assumed NWA signal mass <-. The dotted-dashed lines
correspond to the standard deviation quantification f. (b) 95% CL upper limits on the fiducial cross-section times
branching ratio B(- → WW) as a function of NWA <-, where the solid (dashed) line corresponds to the observed
(expected) limit and the green (yellow) band corresponds to one (two) standard deviation from the expectation.

scan is shown in Figure 7. Due to the truncated range in <X, the most significant excess occurs at 85.2 GeV
for the narrow-width model hypothesis and corresponds to a local significance of 1.7f. In the absence
of a significant excess, upper limits are set set on ffid × B as a function of ΓX/<X and are illustrated in
Figure 8.

The result of the model-dependent ?-value scan is shown in Figure 9(a) and the largest deviation is observed
for a mass of 95.4 GeV, corresponding to a local significance of 1.7f. An upper limit at the 95% CL is
set on fH × B from 19 fb to 100 fb for the model-dependent result, as shown in Figure 9(b). The limited
number of ?? collisions recorded is the dominant uncertainty impacting this result. The model-dependent
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Figure 8: (a) Expected and (b) observed limits on the fiducial cross-section times branching ratio B(- → WW)
computed using the asymptotic approximation as a function of the assumed signal mass <X and relative width
ΓX/<X for the model-independent scalar resonance search.

result can be compared to a similar result from the CMS Collaboration, which sets an observed upper limit
ranging from 15 fb to 73 fb in the mass range 70 to 110 GeV [12]. The largest deviation observed by CMS
is for a mass of 95.4 GeV, corresponding to a local significance of 2.9f.

Despite using the same ?? collision events, the results between the model-dependent and model-independent
searches in this analysis are expected to show differences due to the model assumptions and additional
categories used in the model-dependent analysis. An example that illustrates these differences is the mild
excess of events that appears around <� = 77 GeV in the model-dependent analysis. This mild excess is
localised in two high-significance categories, UU3 and UC3, which contain about 20% of all UU and UC
events. In the low-significance categories that comprise the bulk of the UU and UC events, a deficit of
events is observed, which matches that observed in the model-independent analysis.
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10 Conclusion

Searches for new narrow-width resonances, either a generic spin-0 particle or an additional low-mass
Higgs boson, are performed in the diphoton invariant mass spectra ranging from 66 GeV to 110 GeV,
using 140 fb−1 of ?? collision data collected at

√
B = 13 TeV with the ATLAS detector at the Large

Hadron Collider. The dominant uncertainties arise from the limited number of ?? collisions collected
and the spurious signal uncertainty due to the choice of analytic functions to model the continuum
background. Both a model-independent search for a spin-0 particle (-) and a model-dependent search for
an additional low-mass Higgs boson (�, assuming the SM production-mode times branching ratio to two
photons cross-sections) are performed. No significant excess above the SM background expectation is
observed, and 95% CL upper limits on the cross-section times branching ratio are set for each search. In
the model-independent analysis, the observed 95% CL upper limits on the fiducial cross-section times
branching ratio for a generic spin-0 signal are in the range 8 fb to 53 fb for new resonances with masses
66 < <- < 110 GeV. For the model-dependent analysis, the observed upper limits on the production
cross-section times branching ratio to two photons for a SM-like Higgs boson range from 19 fb to 102 fb in
the same mass range.
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