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A search for a light charged Higgs boson produced in decays of the top quark, C → �
±
1 with

�
± → 2B, is presented. This search targets the production of top-quark pairs tt → ,1�

±
1,

with , → ℓa (ℓ = 4, `), resulting in a lepton-plus-jets final state characterised by an isolated
electron or muon and at least four jets. The search exploits 1-quark and 2-quark identification
techniques as well as multivariate methods to suppress the dominant tt background. The data
analysed correspond to 140 fb−1 of pp collisions at

√
B = 13 TeV recorded with the ATLAS

detector at the LHC between 2015 and 2018. Observed (expected) 95% confidence-level
upper limits on the branching fraction ℬ(C → �

±
1), assuming ℬ(C → ,1) +ℬ(C → �

±(→
2B)1) = 1.0, are set between 0.066% (0.077%) and 3.6% (2.3%) for a charged Higgs boson
with a mass between 60 GeV and 168 GeV.
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1 Introduction

The discovery of the Higgs boson at the Large Hadron Collider (LHC) in 2012 was a great achievement
of the ATLAS and CMS collaborations [1, 2], and has led to numerous measurements to determine its
properties [3, 4]. One of the main goals of these studies is to establish if the discovered Higgs boson is the
single fundamental scalar particle of the Standard Model (SM) or rather the first observed particle of an
extended scalar sector.

Extensions to the scalar sector are motivated by the solutions they provide to several open questions in
particle physics. An extended scalar sector can modify the electroweak phase transition and facilitate
baryogenesis [5], enhance vacuum stability, provide a dark-matter candidate [6, 7] or yield a solution to the
strong CP problem [8]. Many physics models beyond the SM (BSM) require an extended scalar sector.
For example, in the minimal supersymmetric extension of the SM the existence of two Higgs doublets is
required [9]. In models with a Type-II seesaw mechanism, Higgs triplets [10–14] are required.

Two-Higgs-doublet models (2HDMs) [15, 16] are popular and simple extensions of the scalar sector
and predict the existence of two charged Higgs bosons, �+ and �

−, and two neutral Higgs bosons in
addition to the discovered neutral one. The various 2HDMs are categorised into types defined by the
Yukawa couplings of the fermions to the Higgs doublets. The production mechanisms and decay modes
of charged Higgs bosons depend on the Yukawa couplings and other model parameters, especially the
ratio of the two Higgs-doublet vacuum expectation values (tan V) and the charged Higgs boson’s mass
(<�

±). Many phenomenology studies advocate searching for a light charged Higgs bosons (below the
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top-quark mass) in the decays to a charm quark and a strange quark, �± → 2B,1 to a charm quark and a
bottom quark, �± → 21, and to a g-lepton and a g-neutrino, �± → gag [6, 15]. The branching fraction
for �

± → 21 is typically smaller than for �
± → 2B, due to the different values of the CKM matrix

elements, +2B ≫ +21. In the Type-I 2HDM, only the gag and 2B decay modes are relevant. In Type-II
and Type-X (or ‘lepton-specific’) models the 2B channel is dominant for values of tan V < 1. In Type-Y
(or ‘flipped’) models the 2B and 21 channels are important for tan V > 5 [6]. For a 2HDM model where
one doublet couples mainly to the third generation, while the other doublet couples mainly to the first
and second generations, the 2B and 21 channels are dominant [17]. This is also the case for leptophobic
multiple-Higgs-doublet models [6].

Searches for �± → 2B in top-quark decays have been performed by the ATLAS and CMS collaborations,
based on 4.7 fb−1 and 35.9 fb−1 of proton–proton (pp) collision data collected at centre-of-mass energies
of

√
B = 7 TeV and

√
B = 13 TeV, respectively. The search performed by the ATLAS Collaboration obtained

95% confidence level (CL) observed (expected) upper limits on the branching fraction ℬ(C → �
±
1)

ranging from 1.2% (1.5%) to 5.1% (8%), assuming ℬ(�± → 2B) = 1.0, for <�
± between 90 GeV and

150 GeV [18]. The search performed by the CMS Collaboration obtained 95% CL observed (expected) upper
limits on ℬ(C → �

±
1) ranging from 0.25% (0.29%) to 1.68% (2.39%), assuming ℬ(�± → 2B) = 1.0,

for <�
± between 80 GeV and 160 GeV [19]. Related searches for �± → 21 in top-quark decays were

performed by the ATLAS and CMS collaborations using 139 fb−1 and 19.7 fb−1 of pp collision data
collected at

√
B = 13 TeV [20] and 8 TeV [21], respectively. The most stringent observed limits on

ℬ(C → �
±
1) × ℬ(�± → 21) are set by ATLAS and range from 0.15% to 0.42% for <�

± between
60 GeV and 160 GeV. In that analysis a moderate excess of signal events is observed in the vicinity of
130 GeV, with a global significance of 2.5f. Searches for �± → ga in 36.1 fb−1 of pp collision data
recorded with the ATLAS and CMS detectors at

√
B = 13 TeV were carried out over a wide mass range,

from 90 GeV to 2000 GeV [22] or from 80 GeV to 3000 GeV [23] respectively, covering the masses of light
and heavy charged Higgs bosons. The ATLAS (CMS) Collaboration set upper limits on the branching
fraction ℬ(C → �

±
1) ×ℬ(�± → ga) ranging from 0.25% to 0.031% (0.36% to 0.079%) in the mass

range between 90 GeV (80 GeV) and 160 GeV. In the absence of other new physics, measurements of the
process 1 → BW exclude in Type-II and Type-Y models a charged Higgs boson with mass below 580 GeV
independent of tan V [24].

This analysis searches for a charged Higgs boson with a mass below the top-quark mass. In this regime the
main production mode for charged Higgs bosons is via tt events, with the charged Higgs boson emerging
from rare top-quark decays: C → �

±
1. This analysis focuses on the tt → ,1�

±
1 process, with , → ℓa

(ℓ = 4, `) and �
± → 2B, resulting in a lepton-plus-jets final state (see Figure 1). Only events with an

electron or muon, including those produced via leptonically decaying g-leptons, denoted by glep, are
considered.

This paper is based on 140 fb−1 of pp collision data at
√
B = 13 TeV. In contrast to previous �

± → 2B

searches, multivariate analysis techniques are deployed here to search for a potential signal in the data. This
approach exploits both the kinematic properties of signal events, including the �

± candidate mass, and
their flavour composition, which differs from that of the mostly SM tt background events. The kinematics
of the top-quark decays are derived by reconstructing the tt event topology. Flavour-tagging algorithms
are utilised to tag jets as 1-jets, 2-jets or light-flavour jets. A dedicated flavour-tagging scheme which
facilitates simultaneous tagging of 1-jets and 2-jets is adopted.

1 Unless explicitly stated otherwise, charge conjugation is implied in this paper; the notation 2B is used in place of 2B̄/2̄B.
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Figure 1: Illustrative Feynman diagram of the signal process.

2 ATLAS detector

The ATLAS detector [25] at the LHC covers nearly the entire solid angle around the collision point.2 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic
(ECAL) and hadronic calorimeters, and a muon spectrometer (MS) incorporating three large superconducting
air-core toroidal magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
typically provides four measurements per track, the first hit generally being in the insertable B-layer (IBL)
installed before Run 2 [26, 27]. It is followed by the SemiConductor Tracker (SCT), which usually provides
eight measurements per track. These silicon detectors are complemented by the transition radiation tracker
(TRT), which enables radially extended track reconstruction up to |[ | = 2.0. The TRT also provides
electron identification information based on the fraction of hits (typically 30 in total) above a higher
energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. Within the region |[ | < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
calorimeters, with an additional thin LAr presampler covering |[ | < 1.8 to correct for energy loss in material
upstream of the calorimeters. Hadronic calorimetry is provided by the steel/scintillator-tile calorimeter,
segmented into three barrel structures within |[ | < 1.7, and two copper/LAr hadronic endcap calorimeters.
The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules
optimised for electromagnetic and hadronic energy measurements respectively.

The MS comprises separate trigger and high-precision tracking chambers measuring the deflection of
muons in a magnetic field generated by the superconducting air-core toroidal magnets. The field integral
of the toroids ranges between 2.0 and 6.0 T m across most of the spectrometer. Three layers of precision

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points upwards.
Polar coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis. The pseudorapidity is
defined in terms of the polar angle \ as [ = − ln tan(\/2) and is equal to the rapidity H = (1/2) ln

[

(� + ?I)/(� − ?I)
]

in the

relativistic limit. Angular distance is measured in units of Δ' ≡
√

(ΔH)2 + (Δq)2.
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chambers, each consisting of layers of monitored drift tubes, cover the region |[ | < 2.7, complemented by
cathode-strip chambers in the forward region, where the background is highest. The muon trigger system
covers the range |[ | < 2.4 with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap
regions.

The luminosity is measured mainly by the LUCID-2 [28] detector that records Cherenkov light produced in
the quartz windows of photomultipliers located close to the beam pipe.

Events are selected by the first-level trigger system implemented in custom hardware, followed by selections
made by algorithms implemented in software in the high-level trigger [29]. The first-level trigger accepts
events from the 40 MHz bunch crossings at a rate below 100 kHz, which the high-level trigger further
reduces in order to record complete events to disk at about 1 kHz.

A software suite [30] is used in data simulation, in the reconstruction and analysis of real and simulated
data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulated event samples

This search is based on data collected from pp collisions at the ATLAS experiment during LHC Run 2 at a
centre-of-mass energy of

√
B = 13 TeV. After applying quality requirements, the dataset corresponds to

an integrated luminosity of 140.1 ± 1.2 fb−1 [28, 31]. Signal and background processes, except multĳet
processes, were simulated using Monte Carlo (MC) event generators.

The main background in this search is SM tt production. The production of tt and single-top-quark events
in the CW-, B- and C-channels was modelled with the Powheg Box v2 [32–35] generator at next-to-leading
order (NLO), using the five-flavour scheme (four-flavour scheme for single-top-quark C-channel events) with
the NNPDF3.0nlo [36] parton distribution function (PDF) set and the ℎdamp parameter3 set to 1.5<top [37].
The events were interfaced to Pythia 8.230 [38] to model the parton shower (PS), hadronisation, and
underlying event. For all samples in this search, Pythia 8 used the NNPDF2.3lo set of PDFs [39], and its
parameter values were set to those of the A14 tune [40]. The decays of bottom and charm hadrons were
performed by EvtGen 1.6.0 [41]. To assess the uncertainty in the matching of NLO matrix elements (ME)
to the PS, the nominal samples were compared with samples of tt and single-top-quark events generated
with MadGraph5_aMC@NLO 2.6.0 and 2.6.2 [42] respectively, using the NNPDF3.0nlo set of PDFs, and
interfaced with Pythia 8.230. The impact of using a different PS and hadronisation model was evaluated
by comparing the nominal samples with alternative samples produced with the Powheg Box v2 generator
using the NNPDF3.0nlo PDF set and interfaced with Herwig [43, 44]. Herwig 7.13 and Herwig 7.16
were used for tt and single-top-quark events, respectively, and both used the Herwig 7.1 default set of
tuned parameters [44, 45] and the MMHT2014lo PDF set [46]. The tt–CW interference was handled using
the diagram removal scheme [47]. The uncertainty associated with this choice is estimated by comparing
the nominal sample with an alternative sample generated using the diagram subtraction scheme [37, 47].
The tt production cross-section is calculated at next-to-next-to-leading-order and next-to-next-to-leading-
logarithm (NNLO+NNLL) accuracy [48]. The cross-sections for the three single-top-quark production
channels are calculated at NLO [49–51]. Simulated tt events are categorised according to the flavour of
additional jets in the event, using the procedure described in Ref. [52]. Events with at least one additional
1-flavour or 2-flavour jet are labelled as tt + HF (where HF stands for ‘heavy-flavour’). The remaining

3 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix

elements to the parton shower and thus effectively regulates the high-?T radiation against which the tt system recoils.
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events are labelled as tt + LF (where LF stands for ‘light-flavour’). This category is split into tt (D3) and
tt (2B) subcategories according to whether one of the , bosons from the two top quarks subsequently
decays as , → D3 or , → 2B. This categorisation is motivated by the fact that the final state is identical
for tt (2B) and signal events.

The rare top-quark processes considered in this analysis are CC̄�, CC̄, , CC̄/ , CC̄CC̄, ttC, C� 91, C,�, C,/ and
C/@. The CC̄� events were modelled with the same generators and versions as the exclusive tt events. The CC̄, ,
CC̄/ , C,/ and CC̄CC̄ processes were modelled using MadGraph5_aMC@NLO 2.3.3, the ttC process using
MadGraph5_aMC@NLO 2.2.2, and the C� 91 and C,� processes using MadGraph5_aMC@NLO 2.6.2,
in all cases at NLO with the NNPDF3.0nlo PDF (NNPDF3.1nlo for the CC̄CC̄ process). The ttC and C/@

processes were modelled with MadGraph 2.2.2 at LO with the NNPDF2.3nlo PDF. The events were then
interfaced with Pythia 8.186–8.235 and the decays of bottom and charm hadrons were simulated using
the EvtGen 1.2.0–1.6.0 program. The CC̄�, CC̄, and CC̄/ samples were normalised using cross-sections
calculated at NLO QCD and NLO EW accuracy using MadGraph5_aMC@NLO as reported in Ref. [53].

The production of a , or //W∗ boson in association with jets (+ + jets) and of dibosons (++) was modelled
with the Sherpa 2.2.11 [54] and Sherpa 2.2.1 generators, respectively, for both the ME and PS. The only
exception is the ++ → ℓaaa process, which was modelled with Sherpa 2.2.2. The NLO ME for up to
two partons (one parton) and leading-order ME for up to five (three) partons were calculated with the
Comix [55] and OpenLoops [56–58] libraries for+ + jets (++) events. They were matched with the Sherpa

PS [59] using the MEPS@NLO prescription [60–63] and the set of tuned parameters developed by the
Sherpa authors. The NNPDF3.0nnlo set of PDFs was used.

Signal events were modelled by first generating top-quark pairs, similar to the SM tt background, using the
Powheg Box v2 generator at NLO with the NNPDF3.0nlo PDF set and the ℎdamp parameter set to 1.5<top.
The decays C → �

±
b and C → W

±
b were modelled by MadSpin [64] using the Type-II 2HDM [15, 65] for

BSM decays. Subsequent decays of the �
± and W

± bosons, as well as the showering of the final-state
hadrons, were modelled by Pythia 8.307. The W

± were forced to decay leptonically, with all three lepton
flavours allowed. The �

± were forced to decay into a 2B-quark pair. The decays of bottom and charm
hadrons were performed by EvtGen 1.7.0. Signal samples were generated with zero decay width for twelve
charged-Higgs-boson mass points: eleven in steps of 10 GeV from 60 GeV to 160 GeV, and one at 168 GeV.
The signal samples are denoted by �

±
G , where G is the mass of the charged Higgs boson in GeV. If the mass

difference between the �
± and , bosons is smaller than one of their total widths, the interference term

might be of the order of a few percent of the �
± contribution. The size and the sign of the interference

term depend on the model [66]. For larger mass differences, the interference term can be omitted with high
accuracy. The interference term is neglected in this analysis for all mass points. Production of charged
Higgs bosons via single-top-quark processes is neglected in this analysis because such events usually do
not contain a prompt lepton and are therefore suppressed by the event selection (cf. Section 4), and also
because the production cross-section is much smaller than for tt processes.

The effect of multiple interactions in the same and neighbouring bunch crossings (pile-up) was modelled by
overlaying the simulated hard-scattering event with inelastic pp events generated with Pythia 8.186 [67]
using the NNPDF2.3lo PDF set and the A3 set of tuned parameters [68]. Events in the nominal background
samples were passed through the full ATLAS detector simulation [69] based on Geant4 [70]. Signal, tttt,
C� and alternative samples were passed through a fast simulation in which the response of the calorimeter
is parameterised [71]. A full list of samples used in this search is summarised in Table 1.
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Table 1: Generators used to simulate the signal and background processes. The symbol @ is used for D, 3, 2, B quarks.
For the signal processes the subscript ‘G’ is a placeholder for the mass of the charged Higgs boson in GeV. For the
‘Other top’ and ++ processes, only the range of used generator versions is quoted. The exact generator version used
for each process is described in Section 3.

Name Process ME Generator PS and hadronisation

Signal

�
±
G tt → �

±(→ 2B),∓(→ ℓaℓ)11̄ Powheg Box v2 MadSpin + Pythia 8.307 + EvtGen 1.7.0
Top-quark

tt (D3) tt → ,
±(→ ℓaℓ),∓(→ D3)11̄

Powheg Box v2
Pythia 8.230 + EvtGen 1.6.0

tt (2B) tt → ,
±(→ ℓaℓ),∓(→ 2B)11̄

tt + HF tt → ,
±(→ ℓaℓ),∓(→ @@̄)11̄ + ≥12/1

tt (allHad) tt → ,
±(→ @@̄),∓(→ @@̄)

CW C,

Single top single C-quark B- & C-channel
tt� CC̄�

Other top
CC̄, , CC̄/ , CC̄CC̄, C� 91, C,�, C,/ , MadGraph5_aMC@NLO 2.3.3–2.6.2

Pythia 8.186–8.230 + EvtGen 1.2.0–1.6.0
ttC, C/@ MadGraph 2.2.2–2.3.3

Weak-boson

W+ jets W+ jets
Sherpa 2.2.11 Sherpa 2.2.11

Z + jets Z + jets
++ ,, , ,/ , // Sherpa 2.2.1–2.2.2 Sherpa 2.2.1– 2.2.2

4 Object definition and event selection

Tracks are required to have transverse momentum (?T) greater than 500 MeV, |[ | < 2.5, and at least seven
hits in the pixel and SCT detectors. A maximum of one (two) of the expected hits may be missing from the
pixel (SCT) detector, and no more than one hit may be shared with other tracks [72]. Events are required to
have at least one primary vertex reconstructed from two or more associated tracks [73]. If multiple vertices
are found, the one with the highest scalar sum of the ?

2
T of associated tracks is selected as the primary

vertex.

Electrons are reconstructed from topological energy clusters in the ECAL that are matched to tracks in
the ID [74]. Electrons are required to have ?T > 10 GeV and |[ | < 2.47, excluding the barrel–endcap
transition region 1.37 < |[ | < 1.52. They must pass track-quality requirements followed by a loose
likelihood-based selection that requires the shower profile to be compatible with that of the electromagnetic
shower. Electrons are required to have transverse (30) and longitudinal (I0) impact parameters, measured
relative to the beam-line and primary vertex respectively, satisfying |30 |/f(30) < 5 and |I0 sin \ | < 0.5 mm.
Isolation requirements are applied via a boosted decision tree (BDT) which was trained on track-isolation,
cluster-isolation, and secondary-vertex information, referred to as ‘non-prompt-lepton BDT’ [75, 76]. The
electron energy scale and resolution calibrations are obtained from / → 44 events and applied to data and
simulations, respectively [74].

Muon candidates are reconstructed by matching MS tracks to ID tracks. In the absence of full tracks in
the MS, muons can be reconstructed from ID tracks extrapolated to the MS which match at least three
loosely aligned MS hits. The information from the ID and the MS, and the energy loss in the calorimeters,
are then used in a combined track fit [77]. Muons have to satisfy ?T > 10 GeV and |[ | < 2.5, and pass
quality requirements based on the number of hits used to reconstruct the tracks. Muons are also required to
satisfy |30 |/f(30) < 3 and |I0 sin \ | < 0.5 mm. Lastly, isolation requirements are also made based on the
non-prompt-lepton BDT.

Jets are reconstructed with the anti-:C jet clustering algorithm [78, 79] with a radius parameter ' = 0.4.
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The clustering is applied to noise-suppressed positive-energy topological energy clusters [80, 81] and
charged-particle tracks, processed using a particle-flow algorithm [82]. Jet energies are corrected for
contributions from pile-up, calibrated using energy- and [-dependent correction factors determined from
comparisons between particle-level objects and reconstructed physics objects in simulated events, and then
corrections are applied to account for effects due to the initiating-parton type and hadron composition [83].
In data, a residual in situ correction is applied in order to correct for differences relative to simulation. Jets
in the analysis are required to have ?T > 25 GeV and |[ | < 2.5. Jets with ?T < 60 GeV and |[ | < 2.4 also
have to pass a jet-vertex-tagger [84] requirement to reduce the number of selected jets which originate
from pile-up.

Jets containing 1- or 2-hadrons are identified with the DL1r tagger [85], which is a multivariate classification
algorithm based on a deep neural network using information about the impact parameters of tracks, the jet
kinematics, and displaced vertices. The 1- and 2-tagging scores are based on log-likelihood ratios of the
neural-network output scores. To assign jets to top quarks or to �

± boson candidates, one needs to identify
1- and 2-quark-initiated jets simultaneously and distinguish them from the light-flavour jets. Correction
factors are applied to the simulated events to compensate for differences between data and simulation in the
1- and 2-tagging efficiencies or misidentification rates for 1-jets, 2-jets and light-flavour jets [86–88]. This
search uses a pseudo-continuous flavour-tagging (PCFT) calibration with five exclusive calibrated bins.
Jets passing a fixed 1-tagging working point (WP) defined by 1-jet efficiencies, measured in tt events, of
70% and 60% have PCFT scores of 3 and 4, respectively. Other jets (1-veto) receive a PCFT score of 1 or
2 if they pass a fixed 2-tagging score defined by a 2-jet efficiency of 45% or 24%, respectively. Jets passing
none of the 1- and 2-tagging WPs (untagged) are assigned a PCFT score of 0. Any jet passing the loosest
calibrated 1(2)-tagging WP is referred to as a 1(2)-tagged jet.

The missing transverse momentum ( ®?miss
T ) is defined as the negative vector sum of the transverse momenta

of all reconstructed and calibrated leptons and jets, and all tracks matched to the primary vertex but not to
other reconstructed objects in the event [89]. The absolute value of ®?miss

T is denoted by �
miss
T .

An overlap-removal procedure is applied to resolve ambiguities where multiple physical objects are
reconstructed from the same detector signature. The angular distance Δ' is used to measure the overlap of
two reconstructed objects. The following procedure is applied in order:

1. any calorimeter-tagged muon [77] sharing a track with an electron is removed;

2. any electron sharing a track with a muon is removed;

3. any jet within Δ' = 0.2 of an electron is removed;

4. any electron within Δ' = 0.4 of a jet is removed;

5. any jet with less than 3 tracks that is within Δ' = 0.2 of a muon is removed;

6. any jet with less than 3 tracks that has a muon ID track ghost-associated [78, 90] with it is removed;

7. any muon within Δ' = 0.4 of a jet is removed.

Events were recorded with a single-electron or single-muon trigger with a threshold requirement imposed on
the lepton ?T. For the data-taking periods 2015 and 2016–2018, the lowest electron-energy threshold was
24 GeV or 26 GeV respectively, and similarly the lowest muon-?T threshold was 20 GeV or 26 GeV. The
trigger includes lepton identification and isolation requirements based on ID or ECAL measurements [91–
93]. Furthermore, events are required to have exactly one offline reconstructed lepton with ?T > 27 GeV
that meets the ‘medium’ identification and isolation criteria [74, 77]. Events with an additional lepton
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with ?T > 10 GeV that satisfies the medium identification criteria are vetoed to reduce dileptonic tt and
Z + jets backgrounds. The offline reconstructed lepton is required to be geometrically matched (Δ' < 0.1)
to the online reconstructed lepton which fired the trigger. At least four jets with ?T > 25 GeV have to be
present, and at least one is required to be 1-tagged. Finally, events in the signal region are required to have
exactly one ‘tight’ identified and isolated lepton and at least two 1-tagged jets [74, 77]. The tt background
contribution in the signal region is about 92%.

5 Background modelling

The main background in this search is tt production in association with jets. As in many other analyses
targeting a kinematic phase space similar to the signal region of this search, differences between MC-based
background predictions and data are observed in multiple kinematic quantities [20, 94]. This disagreement
can be attributed to missing higher-order QCD and electroweak corrections in tt MC simulation leading to
harder top-quark ?T spectra in simulation than in data [95]. A data-driven correction is derived to improve
the modelling of the tt background and signal, particularly of ?T-dependent variables.

The correction is derived as a function of (T. The (T variable is defined as the sum of the scalar transverse
momenta of all calibrated objects in the event, i.e. jets, leptons and �

miss
T , and is therefore related to the

transverse momenta of individual top quarks. The corrections are derived in bins of the number of jets
in the event (#jets = 4, 5, 6, 7, 8, ≥9), as this quantity also shows discrepancies between MC events and
data and is correlated with (T. The correction is derived in the signal region, since the tt contribution is
around 92% in that region, and is applied to signal events as well as tt events because the mismodelling is
expected to affect the signal MC prediction in the same way. It was checked that the (T distribution in bins
of #jets is similar for tt and signal events. A possible signal contribution in data will therefore not change
the correction weights and the correction will not bias the signal extraction.

The tt correction weights are defined as the ratio of data templates (with non-tt backgrounds subtracted)
to MC tt templates. In order to mitigate the effects of statistical fluctuations in the data and simulation
samples, a linear + exponential function is fitted to the derived tt correction weights. The fit is performed
separately for even and odd event numbers to avoid overfitting. The weights from the fit to even-numbered
events are applied to odd-numbered events and vice versa.

Figure 2 shows the (T and lepton-?T distributions after applying the tt correction. The red dashed line
represents the total background prediction before applying the correction. Agreement between the data and
MC prediction clearly improves for (T and other related distributions, especially at high values. The (T

and lepton-?T distributions of the alternative tt MC samples differ significantly from those of the nominal
tt sample. Hence, alternative tt correction weights are derived and applied to these events.

Multĳet (MJ) processes can contribute to the background when jets are misidentified as leptons or when
real non-prompt leptons are produced in the decays of heavy-flavour hadrons. A data-driven method
commonly called the ABCD method (see e.g. Ref. [96]) is used to estimate the MJ background in the
signal region. The lepton isolation requirement and the number of 1-tagged jets are used to define the four
ABCD regions. The shape of the MJ background is estimated from a region with a looser lepton-isolation
requirement. The normalisation is derived from events with exactly one 1-tagged jet. The ABCD method
is applied separately to electron and muon events. The size of the total MJ background in the signal region
is about 0.3% of the total estimated background.4

4 The MJ background is considered when deriving the tt correction. The tt correction weights are also applied in the MJ-enriched
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Figure 2: Distribution of (a) (T and (b) lepton ?T after applying the tt correction. The processes tt (allHad), CW ,
Single top, tt�, Other top, W+ jets, Z + jets, and ++ listed in Table 1 are combined with the multĳet background in
the ‘Other’ category. The uncertainty band represents the combined statistical and systematic uncertainty of the
prediction. The red dashed line represents the total background prediction before applying the correction.

6 Analysis strategy

The presence of a potential signal in data is quantified first by reconstructing the tt event topology, and then
extracting the signal using a BDT. The tt-system is reconstructed by using calibrated physics objects, i.e.
leptons, ®?miss

T and jets, as proxies for the lepton, neutrino and quarks from the top-quark decays. Kinematic
properties of the reconstructed tt-system are then used to train a BDT to classify events as signal or
background.

6.1 tt-system reconstruction

The tt-system consists of a semileptonically decaying top quark (Clep) and a hadronically decaying top
quark (Chad). The Clep decays into a 1-quark (1lep) and a , boson, which decays into a lepton and neutrino.
The Chad decays into a 1-quark (1had) and a �

± or , boson, which decays into 2- and B-quarks or other
quarks ( 91, 92), respectively.

The lepton from the ,-boson decay is unambiguously identified as the single reconstructed lepton. The
momentum of the neutrino from the ,-boson decay is reconstructed using ®?miss

T and a ,-boson mass
constraint. The neutrino pseudorapidity, [a , is calculated by setting the invariant mass of the lepton and

regions. The reciprocal dependence of the MJ background estimate and the tt correction is considered when deriving the
correction weights. The impact on the correction weights is minor due to the overall small MJ contribution.
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Figure 3: Probability density functions of the reconstructed mass for (a) semileptonically and (b) hadronically
decaying top quarks.

neutrino equal to the ,-boson mass, <, = 80.379 GeV [97]:

[a = [ℓ ± arccosh

(

<
2
,

2?aT?
ℓ
T

+ cos
(

qa − qℓ
)

)

.

This equation generally has two solutions and the one that is chosen depends on the jet labelling, described
below. If the argument of arccosh is exactly one, there is only one solution ([a = [ℓ). Due to reconstruction
inefficiencies or additional neutrinos in the event, e.g. from the decay of glep, it may also happen that the
argument of arccosh is smaller than one, for which arccosh is not defined. In this case the argument of
arccosh is set to one. This means [a = [ℓ , in which case the invariant mass of the lepton and the neutrino
exceeds <, . The latter case occurs for about 35% of the simulated tt events.

The labelling of the jets as 1lep, 1had, 91 and 92 suffers from a combinatorics problem, which the analysis
tries to resolve by comparing the top-quark candidate’s mass with the predicted top-quark mass. Because
the mass resolution differs between semileptonically and hadronically decaying top quarks, the approach
adopted uses probability density functions of the reconstructed top-quark masses (PDFC ). These are built
from tt MC events, using reconstructed jets matched to the generator-level (‘truth’) quarks. Since there is
only one lepton candidate, no matching is applied for it. For the neutrino, if there are two solutions for [a ,
the one closest to the true value of [a is selected. The ‘truth’ quarks are geometrically matched to the
closest reconstructed jet within Δ' = 0.4. The 1- and 2-quarks are only matched if the reconstructed jet
has a respective ‘truth’ hadron (?T > 5 GeV) associated with it. Other quark types are only matched to the
reconstructed jet if no heavy-flavour hadron is associated with it. If multiple ‘truth’ quarks are matched
to the same reconstructed jet, ambiguities are resolved by minimising the sum of the (four) Δ' values
between the ‘truth’ quarks and any reconstructed jet within Δ' = 0.4 of the ‘truth’ quarks. In roughly 53%
of the events, at least one ‘truth’ quark cannot be matched to a reconstructed jet. Such cases are typically
associated with ‘truth’ quarks produced outside the detector acceptance. Such events are not considered in
the PDFC . In order to get a smooth prediction over the full top-quark mass range, Crystal Ball + Cauchy
and Crystal Ball + Gaussian functions [98–100] are fitted to the Clep-mass and Chad-mass PDFC , respectively.
The PDFC are shown with the corresponding fits in Figure 3.
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The derived top-quark mass PDFC are then used to label jets in an event. All possible permutations of
1lep, 1had, 91, 92 labellings and [a solutions are built simultaneously. The permutation with the largest

product of the Clep-mass and Chad-mass PDFC , i.e. PDFClep
(<cand

Clep
) × PDFChad

(<cand
Chad

), is chosen, and the jets

are labelled accordingly. The highest PDFC product value is denoted by %tt , and %tt divided by the sum of

PDFC product values for all considered permutations is denoted by %tt .

However, a few physics-motivated requirements are applied to limit the number of jet permutations. A
maximum of six jets are considered when building the permutations. The 1-jets are always considered,
whereas the highest-?T non-1-jets are considered first. The jets labelled as 1lep-jets or 1had-jets have
to be 1-tagged and their PCFT scores are required to be greater than or equal to the PCFT scores of
91 and 92. It is also required that the ?T of 91 is greater than the ?T of 92. This requirement removes
redundant permutations, since interchanging 91 and 92 yields identical values for the top-quark and
charged-Higgs-boson candidate masses. Finally, if multiple jets among 1had, 91, 92 are 1-tagged and the
1-tagged jets have the same PCFT score, multiple permutations will yield the same top-quark candidate
mass. In these rare cases the 1-tagged jet with the larger ?T is labelled as the 1had-jet. In 64% of the events
entering the PDFC , all four jets are labelled correctly. The performance for signal events is comparable.

6.2 Multivariate signal extraction

The multivariate signal extraction exploits differences between the characteristics of the charged Higgs
boson and the , boson. These are the boson mass, spin and decay properties. These differences are seen
in many variables related to flavour-tagging and the kinematics of the top-quark decay products. The
discriminating variables are combined into a single discriminant through the use of BDTs.

The BDT classifies events as signal-like or background-like. Background-like events receive BDT scores
close to 0, whereas signal-like events receive BDT scores close to 1. Separate BDTs are trained for each
signal mass-point hypothesis with 5-fold cross-training and using the gradient boosting technique [101].
All simulated background samples listed in Section 3 are used in the BDT training. Events included in the
training have to pass the event selection described in Section 4. Training and application are carried out
within the XGBoost [102] framework.

Any variable describing the properties of top quarks and their decay products is considered as an input to
the BDT training. The final set of BDT input variables is obtained by recursively removing variables with
relatively small power to separate the signal from the background, and low importance in the BDT training,
until a statistically significant loss in performance is observed. The performance is quantified by the area
under the receiver-operating-characteristic curve. This optimisation is performed with the 130 GeV signal
sample. The signal and tt background kinematics are very similar for the signal mass points close to the
,-boson mass but differ greatly for signal mass points closer to the top-quark mass; the intermediate
130 GeV mass point covers both cases.

The final BDT uses the 26 input variables which are listed in Table 2. The variables can be sorted into three
categories: top-quark kinematic variables, event variables, and flavour-tagging variables. The first category
contains variables related to the kinematics of the top quarks and their decay products. These variables are
mainly sensitive to the mass difference between the �± and , bosons. If the mass difference is comparable
to or larger than the dĳet mass resolution [83], the kinematic variables exhibit larger separation power
than variables in the other categories. The most important variables (in order of decreasing area under the
receiver-operating-characteristic curve) are the invariant mass of 91 and 92 and the transverse momentum of
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the 1had-jet, followed by the invariant mass of 91 and 1had-jet, the invariant mass of 92 and 1had-jet, and the
transverse momenta of 91 and 92. Variables related to the tt-system, the Clep-quark and the decay products
provide separation power between signal and non-tt backgrounds. In addition, they can carry information
about possible wrong jet labelling and add information via correlation with other input variables.

The cos \ variable is the only variable that is sensitive to the spin of the boson from the Chad decay and
therefore shows separation power for any �

± boson mass. The angle \ is defined as the angle between
the 1had-jet and the up-type-quark-initiated jet from the hadronically decaying boson (�± or ,) in the
boson’s rest frame. The up-type-quark-initiated jet is identified with the help of the PCFT scores of 91
and 92. The 2-tagged jets are prioritised over 1-tagged jets, which in turn are prioritised over untagged
jets. If the PCFT scores of 91 and 92 are identical, 91 is assigned to be the jet from the up-type quark. The
cos \ distribution is flat for spin-0 particles, like the �

± boson. For spin-1 particles, like the , boson, the
distribution is more complex because polarisation effects play a role, and there are fewer events close to −1
and 1. However, it is difficult to identify the quark flavours in the decay of the boson. In addition, the cos \
distribution is heavily affected by jet resolution effects because three jets are used in the calculation.

The second category of variables involves event variables. The %tt variable facilitates the identification of

wrongly labelled jets and can also reject non-tt background. The #jets and (T variables are correlated with
most top-quark kinematic variables. For example, an event with small 1had-jet ?T and large (T suggests a
signal event with a high-mass charged Higgs boson.

The third category contains flavour-tagging variables, which are the PCFT scores of the four labelled jets
and the number of jets passing a given PCFT working point. Of special interest are the PCFT scores of 91
and 92, as they are sensitive to the different decay characteristics of the charged Higgs boson. While all
signal events involve a 2-quark in the boson decay, only about 50% of the tt background events share the
same characteristic. Other flavour-tagging variables are useful in rejecting non-tt background and add
information via correlations with other variables. The distributions of selected BDT input variables of
different types and with large separation power are shown in Figure 4.

The optimisation of the BDT input variables was performed with a baseline set of hyperparameters –
including tree depth and learning rate – determined by a lightweight BDT hyperparameter scan. For
the final training, the optimal configuration of the BDT hyperparameters is determined for each signal
mass point separately with the help of the hyperopt [103] tool. The hyperopt tool performs a Bayesian
optimisation using Tree-structured Parzen Estimators to obtain the optimal parameter set from a given
parameter range. It is more efficient than grid or random searches because it uses previous training steps
to learn where the optimum is going to be. To avoid any bias between the hyperparameter optimisation
dataset and the final test dataset, the scan was carried out using nested cross-training. For each of the
5-folds the scan is performed using 4-fold cross-training on the other four folds. For the final training the
BDTs are retrained using all four folds as training data. The BDT-score distributions after training with the
�

±
80, �±

110, �±
130 and �

±
150 signal samples are shown in Figure 5.

7 Systematic uncertainties

This section discusses systematic uncertainties the analysis is sensitive to, including those affecting the
detector response, theoretical uncertainties, and modelling of signal and background processes that affect the
normalisation and shapes of the simulated signal and background distributions. The individual systematic
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Figure 4: Distributions of selected BDT input variables. The variables are defined in Table 2. The processes
tt (allHad), CW , Single top, tt�, Other top, W+ jets, Z + jets, ++ listed in Table 1 are combined with the multĳet
background in the ‘Other’ category. The uncertainty band represents the combined statistical and systematic
uncertainty of the prediction. Overlaid are the shapes for the �

±
80 and �

±
150 signal samples normalised to the total

background prediction.
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Figure 5: BDT-score distributions for the training with the (a) 80 GeV, (b) 110 GeV, (c) 130 GeV and (d) 150 GeV
signal mass hypotheses after performing background-only binned-likelihood fits to the distributions as described
in Section 8. The processes tt (allHad), CW , Single top, tt�, Other top, W+ jets, Z + jets, ++ listed in Table 1 are
combined with the multĳet background in the ‘Other’ category. The background yields are normalised to their
best-fit values. The uncertainty band represents the combined statistical and systematic uncertainty of the prediction.
Overlaid is the signal shape normalised to ℬ(C → �

± (→ 2B)1) = 1%. The binning procedure for the BDT score is
defined in Section 8.
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Table 2: Final list of BDT input variables used in the training.

Variable type Variable name Definition

Top-quark kinematic variables

Chad

91 ?T ?T of 91-labelled jet
92 ?T ?T of 92-labelled jet
1had ?T ?T of 1had-jet

1
Chad−rest
had ? Momentum of 1had-jet in Chad rest frame

dĳet mass Invariant mass of 91+ 92 jets
( 91+1had) mass Invariant mass of 91+1had jets
( 92+1had) mass Invariant mass of 92+1had jets
cos \ Boson spin sensitive variable

Clep

1lep ?T ?T of 1lep-jet
Lepton ?T ?T of reconstructed lepton
W mass Invariant mass of reconstructed W boson
Clep mass Invariant mass of reconstructed Clep

Clep ?T ?T of reconstructed Clep

tt-system
Δ'(1lep,1had) Δ' between the 1lep-jet and 1had-jet
tt mass Invariant mass of Chad+Clep

Event variables

Event level

#jets Number of jets in the event
(T Scalar ?T sum of all calibrated objects
%tt Normalised probability of correct jet labelling

Flavour-tagging variables

Flavour-tagging score

91 PCFT PCFT score of 91
92 PCFT PCFT score of 92
1had PCFT PCFT score of 1had-jet
1lep PCFT PCFT score of 1lep-jet

Number of tags

#2-tagLo Number of jets passing loose 2-tag WP (1-veto)
#2-tagTi Number of jets passing tight 2-tag WP (1-veto)
#1-tag70 Number of jets passing 70% 1-tag WP
#1-tag60 Number of jets passing 60% 1-tag WP

uncertainties are considered to be uncorrelated, while correlations for a given systematic uncertainty are
maintained across signal and background processes.

The uncertainty in the combined 2015–2018 integrated luminosity is 0.83% [31], obtained using the
LUCID-2 detector [28] for the primary luminosity measurements, complemented by measurements
using the inner detector and calorimeters. This uncertainty is assigned to all physics processes whose
normalisations are taken from simulation. An uncertainty in the correction of the pile-up distribution [104]
in simulation to that in data is taken into account as well.

Uncertainties in the calibration of physics objects affect all simulated samples. Uncertainties associated
with the trigger, reconstruction, identification and isolation efficiency calibration [74, 77], as well as the
impact of the energy (momentum) scale and resolution uncertainties [74, 105] on the selection efficiency
are considered for electrons (muons). Jet energy scale (JES) [106] and resolution (JER) [107] uncertainties
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and the uncertainty in the efficiency of matching jets to the primary vertex [84] are taken into account. The
energy scale and resolution uncertainties for leptons and jets are propagated to the �

miss
T . In addition, the

uncertainty in the �miss
T from tracks matched to the primary vertex but not to other reconstructed objects [89]

is considered. Corrections to simulations to match the flavour-tagging and mistagging efficiencies in data
are taken into account in bins of the jet ?T [86–88].

Uncertainties in the modelling of different processes are assumed to be uncorrelated. Modelling uncertainties
for processes making a small contribution to the total background yield (tt (allHad), tt� and Other top
samples) are neglected. Some modelling uncertainties are estimated in the same way for all processes.
These are the uncertainties due to missing higher orders in the perturbative expansion of the partonic
cross-section, which are estimated by varying the renormalisation (`r) and factorisation (`f) scales by a
factor of two. The uncertainties associated with the choice of PDF are evaluated by using dedicated PDF
error eigensets. The PDF uncertainties are combined by calculating their standard deviation with respect
to the nominal set or by summing the differences in quadrature for Hessian sets. The uncertainty related
to the choice of strong coupling constant value Us is evaluated by comparing predictions using PDF sets
obtained with two alternative Us values. The uncertainties in the production cross-sections are included as
normalisation uncertainties [108–111] for all processes whose normalisations are taken from simulation.

For top-quark processes the uncertainties associated with the choice of generator for ME and PS simulation
are assessed by comparing the nominal sample with alternative samples generated with aMC@NLO

instead of Powheg Box and with Herwig 7 instead of Pythia, respectively. The uncertainty due to the
choice of ℎdamp parameter value is determined by comparison with an alternative sample generated with
ℎdamp = 3<top instead of 1.5<top. The alternative samples are described in detail in Section 3. The
interference between CW (1) and tt processes [47] is handled using the diagram removal scheme, which
removes diagrams with intermediate top quarks. The uncertainty associated with this procedure is evaluated
with the help of an alternative CW sample where a subtraction term is added to the matrix element to cancel
out the resonant top-quark pole contribution.

For top-quark and signal processes the uncertainties in the amounts of initial- and final-state QCD radiation
(ISR and FSR) are estimated by varying the corresponding parameter (Var3c) of the A14 PS tune and by
varying the FSR scale (`FSR

r ) by a factor of two, respectively. The systematic uncertainty introduced by the
tt correction, described in Section 5, is estimated by performing an eigenvalue decomposition of the fitted
parameters and varying the eigenvalues separately by one standard deviation. Uncertainties related to the tt

ME, PS, ℎdamp parameter and FSR show, among the considered systematic uncertainties, the largest shape
differences in the high BDT-score regions and are therefore the dominant uncertainties in this search.

For weak-boson processes, electroweak corrections at next-to-leading order are estimated using the
electroweak virtual approximation. The electroweak and QCD components are combined using an
exponentiated prescription [112, 113]. CKKW and QSF are two parameters of Sherpa that define the
scale for merging/matching jets from the ME with the PS, and the scale used for resummation of soft
gluon emissions, respectively. Their impact on the BDT input observables is measured at generator-level
with the help of alternative samples in which the nominal values are varied. The observed differences are
covered by a 17% normalisation uncertainty. The effect of NNLO correction factors on the cross-section of
single-boson processes is 5%. This is added as a normalisation uncertainty to all weak-boson processes.

To evaluate the systematic uncertainty of the multĳet background estimate, an alternative estimate is made
in which, instead of the lepton isolation criterion, a looser lepton identification is used to define the ABCD
regions. In addition, a conservative 50% normalisation uncertainty is added to account for statistical
uncertainties of the transfer factor and MC uncertainties in regions B, C and D.
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The uncertainty in the expected event count in each bin, due to the finite MC sample sizes, is accounted for
by one Gaussian-constrained parameter per bin, which represents the total uncertainty of the MC event
content in that bin [114].

8 Statistical interpretation

The presence of a charged Higgs boson signal in data is quantified with the help of binned maximum-
likelihood fits to the BDT-score distributions. The statistical model is implemented using the Histfactory
format [115]. Minimisation of the likelihood function is performed in the pyhf framework [116].

The parameter of interest is the branching fraction of the process C → �
±
1 (ℬ�

±), which is constrained
to ℬ�

± ∈ [0, 0.1],5 while assuming ℬ(C → ,1) + ℬ(C → �
±(→ 2B)1) = 1.0. The tt cross-section

scaling factor (`tt ) and the fraction of tt + HF events among tt background events ( 5HF) are unconstrained
parameters in the fit, with nominal values of 1.0 and 0.1364, respectively. These parameters relate the
signal and background yields before the fit (pre-fit) and after the fit (post-fit) as follows:6

#�
± (post-fit) = `tt × 2(1 −ℬ�

±) ℬ�
± × #�

± (pre-fit),
#tt + LF(post-fit) = `tt × (1 − 5HF) × (1 −ℬ�

±)2 × #tt + LF(pre-fit),
#tt + HF(post-fit) = `tt × 5HF × (1 −ℬ�

±)2 × #tt + HF(pre-fit).

The systematic uncertainties described in Section 7 are implemented as Gaussian-constrained nuisance
parameters (NPs) in the fit. Systematic uncertainties with just one component are symmetrised by mirroring
the nominal template. All two-point systematic uncertainties and some reweighting systematic uncertainties
with large statistical fluctuations are smoothed. Uncertainties with a negligible impact on the uncertainty
of ℬ�

± are removed from the likelihood fit to improve numerical performance.

The discovery significance of a signal in data is calculated in a likelihood ratio test where the background-only
hypothesis is compared with the signal-plus-background hypothesis [118]. The asymptotic approximation
is used to estimate the probability distribution of the test statistic [119]. Upper limits on ℬ�

± are set
by determining the ℬ�

± value which can be rejected in 95% of the cases, i.e. at 95% confidence level
(CL), with respect to the best-fit signal-plus-background hypothesis. The modified frequentist technique
(CLs) [120] is used to avoid excluding signal models where the analysis has little sensitivity. The median
upper limit, referred to as the expected upper limit, and its 1f and 2f expected variations are derived from
a background-only Asimov dataset [119].

The BDT-score templates are binned in such a way that the number of bins is minimised, while maximising
the expected sensitivity and ensuring the stability of the fit and the validity of the asymptotic approximation.
This is achieved by starting from templates with 10 000 equal-width bins and iteratively merging bins from
right to left – starting from the most discriminating bins – until a bin in question fulfils all conditions.
Each bin is required to contain at least 20 expected background events, and the signal and background MC
statistical uncertainties have to be less than 20% and 10%, respectively. Each bin has to pass a given (/

√
�

threshold defined by the (/
√
� ratio7 in the first merged bin. In order to retain shape information in the low

5 The upper bound on ℬ�
± is justified by measurements setting lower bounds on ℬ(C → ,1) [117].

6 The event yields before the fit are set to the total expected tt yield, so that #�
± (pre-fit) = #tt + LF(pre-fit) = #tt + HF(pre-fit).

For the nominal values of `tt and 5HF, and ℬ�
± = 0, one recovers the SM expectation.

7
( is the signal and � the total background prediction in the respective bin.
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Table 3: Data and background yields after the background-only fit of the BDT-score distribution for the 130 GeV
signal mass BDT training. For comparison, the expected signal yield for ℬ�

± = 1.0% is added. The sample names
are defined in Table 1.

Name Post-fit yields

tt (D3) 1 400 000 ± 76 000
tt (2B) 1 200 000 ± 92 000
tt + HF 710 000 ± 150 000
CW 100 000 ± 23 000
Single top 68 000 ± 28 000
W+ jets 70 000 ± 29 000
Z + jets & ++ 21 000 ± 9 500
Other top & tt (allHad) & tt� 17 000 ± 450
Multĳet (MJ) 12 000 ± 6 800
Total background 3 600 000 ± 11 000
Data 3 600 000
�

±
130 (ℬ�

± = 1.0%) 38 000

discriminating BDT-score region, a maximum of 1000 bins may be merged into a single bin. Additionally,
the (/

√
� threshold may be adjusted for BDT scores with very high or very low separation power such that

each template has at least 19 and no more than 49 bins.

9 Results

The binned maximum-likelihood fit described in Section 8 is performed per signal mass-point hypothesis
on the respective BDT-score distribution. Table 3 shows the data and background yields after the
background-only fit of the BDT-score distribution trained with the 130 GeV signal mass point.

The fitted `tt values agree within their uncertainties with the SM prediction of 1.0 for all mass points. The

5HF parameter is measured to be 0.19 ± 0.02 for the �
±
80 fit, which is the most precise fit. The measured

values of 5HF in other fits agree with this value within their uncertainties. This is a larger heavy-flavour
fraction than predicted by simulations, but agrees with many other ATLAS analyses [121]. The fitted
ℬ�

± values are equal to, or compatible with, zero for most signal mass hypotheses. The largest signal
significance observed in data is for the 110 GeV mass point, with a local ?-value of 5% (1.5f).

The impact of systematic uncertainties on the ℬ�
± measurement’s accuracy is estimated by fixing the NP

under consideration to its post-fit value, performing the fit and comparing the uncertainty of the fitted ℬ�
±

with the one from the nominal fit. The results of these fits when fixing a group of systematic uncertainties
are summarised in Table 4. For the 80 GeV signal hypothesis the kinematics are very similar for the signal
and tt processes. Therefore, the flavour-tagging uncertainties have the largest impact on ℬ�

± . For other
signal hypotheses the tt modelling NPs, especially those for the ME, PS, FSR and ℎdamp uncertainties, have
the largest impact on the ℬ�

± uncertainty. MC statistical uncertainties naturally become more important
with finer BDT-score binning. Less impactful but still important are jet, single-top-quark and weak-boson
modelling uncertainties. Least impactful are luminosity, pile-up, lepton and �

miss
T -related uncertainties.
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Table 4: Breakdown of the relative contributions to the uncertainty in the extracted ℬ�
± in the likelihood fit to data.

The contributions are obtained by fixing the relevant NPs to their post-fit values in the likelihood fit. The difference
of the squares of the nominal uncertainty and obtained uncertainty is divided by the square of the nominal uncertainty
to obtain the relative impact. The sum in quadrature of the individual components differs from the total uncertainty
due to correlations between uncertainties in the different groups. The uncertainty from data statistical uncertainties is
determined from fits with all NPs fixed to their post-fit values. The total uncertainty in ℬ�

± for the fits with �
±
80 and

�
±
150 is 1.2% and 0.04%, respectively.

�
±
80 �

±
150

Category Relative contribution Category Relative contribution

Data statistical 6% Data statistical 38%
Systematic 99.8% Systematic 93%

Flavour-tagging 64% tt modelling 72%
MC statistical 64% MC statistical 35%
tt modelling 50% Weak-boson & MJ modelling 27%
`tt & 5LF 21% Single-top-quark modelling 25%
Jet 19% `tt & 5LF 24%
Single-top-quark modelling 16% Jet 23%
Luminosity & pile-up 15% Flavour-tagging 20%

Weak-boson & MJ modelling 12% Lepton & �
miss
T 8%

Signal modelling 8% Luminosity & pile-up 7%

Lepton & �
miss
T 7% Signal modelling 5%

Figure 6 shows the expected limits on ℬ�
± with their 1f and 2f uncertainty bands. The expected limits

are least stringent for the 80 GeV mass point, at about 2.3%, as this signal mass point is closest to the
W-boson mass. For this mass point, the flavour-tagging information is the most powerful discriminant
between signal and background. Moving away from the W-boson mass the top-quark kinematics start to
differ more and the limits improve. The most stringent limits are expected for the 150 GeV mass point, at
about 0.077%. Close to the top-quark mass threshold the limits weaken again as the acceptance decreases.
The small acceptance is caused by the low average momentum of the 1had-quark so that the resulting
jets often fail the kinematic requirements. The solid line in Figure 6 represents the observed limits. The
observed limits vary between 0.066% to 3.6%. Expected and observed limits agree within uncertainties.
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Figure 6: Observed (solid line) and expected (dotted line) upper limits on ℬ�
± for charged Higgs boson with masses

between 60 GeV and 168 GeV, assuming ℬ(C → ,1) +ℬ(C → �
± (→ 2B)1) = 1.0. The ±1f and ±2f variations

around the expected upper limit are indicated by the green and yellow bands, respectively.

10 Conclusions

A search for a light charged Higgs boson produced in decays of the top quark, C → �
±
1, with �

± → 2B

is performed in the �
± mass range from 60 to 168 GeV. The data analysed corresponds to 140 fb−1 of

pp collisions at
√
B = 13 TeV recorded with the ATLAS detector at the LHC between 2015 and 2018.

This analysis focuses on the lepton-plus-jets final state, characterised by an isolated electron or muon
and at least four jets. The search exploits 1-quark and 2-quark identification techniques as well as
multivariate methods to suppress the dominant tt background. No significant signal excess is found in
data. Observed and expected 95% CL upper limits on the branching fraction ℬ(C → �

±
1), assuming

ℬ(C → ,1) + ℬ(C → �
±(→ 2B)1) = 1.0, are found to range from 0.066% to 3.6% and 0.077% to

2.3%, respectively, depending on the mass of the charged Higgs boson. These are the first direct limits
on ℬ(C → �

±
1) in the �

± → 2B channel for charged Higgs bosons with masses of 60 GeV, 70 GeV and
168 GeV, and currently the most stringent limits for masses between 120 GeV and 160 GeV.
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