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Fig. 1. HAPRE workflow. (a) A coherent x-ray beam of alternating
helicity illuminates the sample, resulting in the diffraction patterns I±.
(b) FTH-reconstructed magnetic image (sample exit wave). (c) Sketch of
the phase-retrieval process. (d) Phase-retrieved magnetic image obtained
from the reconstruction of both helicities. MCF, mutual coherence
function.

magnetic textures. Imaging was performed in a FTH geometry
[18] [Fig. 1(a)] at the Co L3 edge (wavelength 1.59 nm) using
x-ray magnetic circular dichroism contrast. After illumination
with a coherent soft-x-ray beam with positive (+) and negative
(−) helicity, the sample exit waves φ±(r) were computationally
reconstructed from the recorded far-field scattering intensity
I±(q) = |9±(q)|2, where 9±(q) ∝F[φ±(r)] is the wavefront at
the detector (r is the spatial position and q the photon momentum
transfer vector). To realize FTH, we used a monolithically inte-
grated opaque Cr/Au mask with a 1 µm diameter object hole and
reference holes with diameters of 40–60 nm arranged in a pattern
optimized for HAPRE [16].

To account for the dynamic range of the diffraction patterns,
we recorded and merged data with increasing beam-stop sizes.
The data was offset corrected, normalized, and projected onto
the Ewald sphere. The FTH mask design allows us to obtain an
image (“reconstruction”) from a single Fourier transform of the
diffraction pattern [Fig. 1(b)] as a convolution between the object
and reference hole exit waves. As a consequence, the resolution and
contrast of this reconstruction are limited by the reference hole
size and shape [18]. However, this relatively low-resolution image
is sufficient to accurately determine the support mask needed for
phase-retrieval algorithms [Fig. 1(c)], which remove the FTH
limitation. We first reconstructed the positive helicity exit wave
φ+ with a combination of the relaxed averaged alternating reflec-
tions (RAAR) algorithm [20] and error-reduction (ER) algorithm
[21]. Then, the negative helicity exit wave φ− was reconstructed
employing the ER algorithm using the phase of φ+ as a starting
guess. Finally, our routine accounts for partial coherence (e.g., due
to low intrinsic spatial coherence of the source, vibrations in the
beam path, and contributions of higher harmonics, as known at
the beamline [22]) by incorporating a Richardson-Lucy deconvo-
lution algorithm estimating the mutual coherence function of the
beam [23]. See Supplement 1 for details.

The local out-of-plane magnetization was extracted as
mz ∝ log(|φ+/φ−|) (see Supplement 1) and focused numeri-
cally by wavefront propagation [15] [Fig. 1(d)]. Note that absolute
values for mz can in principle be obtained, but were inaccessible in
our experiment due to higher harmonic contributions at low q and

fluctuations of the illumination [22]. It is expected that the next
generation of x-ray sources will address these challenges.

In a mask-based magnetic scattering experiment, the wavefront
at the detector, 9± = 9c ± 9m , is composed of two terms: the
charge scattering of the mask {9c ∝F[φc (r)], where φc (r) is
the non-magnetic transmission function of the mask including
reference holes} and the magnetic scattering of the spin texture
{9m =F[φm(r)] ≈F[φc (r)mz(r)], where φm(r) is the mag-
netic component of the exit wave}. The sign (±) changes with
the helicity [13,17]. The resulting helicity-dependent intensities,
I± = |9±|2 = |9c |2 + |9m |2 ± 2Re(9c 9m), contain three
terms: a pure charge scattering term, a purely magnetic term, and
a heterodyne product between the charge and magnetic compo-
nents. Notably, this last term is responsible for the dichroic contrast
between the diffraction patterns and is linear in 9m , making it
best suited to reconstruct the magnetic image. Importantly, |9m |
alone decays as q−2 (see Supplement 1) and is therefore particularly
weak at high q, where the information from the smallest magnetic
features is encoded. Thus, high-resolution magnetic imaging relies
on strong charge scattering 9c up to the highest q to amplify weak
magnetic scattering above the instrumental noise level and above
the minimum of one photon per speckle.

One way of generating high-q scattering is by controlled
fabrication of sharp features. However, this would tie the achiev-
able resolution to the precision of nanofabrication methods
and make high-resolution imaging extremely challenging.
Fortunately, reference holes naturally exhibit scattering to high
q (see Supplement 1), owing to the strong field modulations at
the exit surface, provided that the narrow section is large and short
enough to support high-order guided modes [14,24]. A tapered
geometry [15], combined with the multiple scattering within the
holes on roughness, inhomogeneities, and material boundaries,
can further amplify this effect and provide sub-10 nm period mod-
ulations of the exit surface wave. Notably, the combined diffraction
pattern from different reference holes covers the entire recorded q
range.

The effect of the resulting amplification is visible in Figs. 2(a)
and 2(b), which display a comparison of the heterodyne term with
and without reference hole contributions (obtained computa-
tionally from the reconstructions as described in Supplement 1).
Without reference hole scattering, the signal decays strongly with
q and little to no signal is found at the detector edges. With the
contribution of reference holes, the heterodyne magnetic signal is
significantly amplified [by a factor of 7.4 at q = 2π

5.3nm
; see Fig. 2(b)]

and recorded up to the edges of the detector, corresponding to a
5.3 nm resolution of the reconstructions. The signal remains
strong even at the detector corners, demonstrating that a resolution
of ∼4 nm is in reach with a larger detector. The resolution values
are verified with Fourier ring correlation as well as phase-retrieval
transfer function measurements [Fig. 2(c)], which additionally
demonstrate the robustness of the reconstructed details against
statistical noise and variations of the initial guess of the phase,
respectively. An analysis of the resolution as a function of the
total exposure time reveals that 5 min was sufficient to reach the
5.3 nm mark [Fig. 2(d)], although longer exposures yield higher
signal-to-noise ratios.

To identify which magnetic features are newly resolved by the
gain in resolution, we show in Figs. 2(e) and 2(f ) an image and
a line scan of a magnetic domain wall. A fit to the Kittel domain
wall profile, mz = tanh(x/δ), yields a full domain wall width of
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Fig. 2. Demonstration of magnetic imaging with 5 nm resolution.
(a) Heterodyne term 2Re(9c 9m) of the diffraction patterns in Fig. 1
with and without reference hole (RH) contributions. Absolute values
are used for improved legibility. (b) Radial averages of the terms in (a).
(c) Fourier ring correlation (FRC) and phase-retrieval transfer function
(PRTF) of the reconstruction in Fig. 1(d). (d) Resolution versus total
exposure time, computed with FRC. (e) Section of Fig. 1(d). (f ) Dots:
mz(x ) measured along the black line in (e), by interpolation. Line: fit to
mz(x ) = tanh(x/δ). Faint contrast: same after omitting photons with
q > 2π

15nm
. The gray dashed line labeled “CCD edge” marks the q = 2π

5.3nm
at the edges of the detector. 5.3 nm is the reconstruction pixel size. a.u.,
arbitrary units.

πδ = 17 nm (δ = 5.5 nm). This is in close agreement with micro-
magnetic simulations of our material (predicting δ = 5.1 nm).
Importantly, although the full width is three times larger than our
resolution, the domain wall broadens when omitting the highest
q photons [5]. A detailed analysis (Supplement 1) shows that a
resolution of ∼δ is needed to accurately resolve a Kittel domain
wall profile. The measured value of δ thus supports our resolution
estimate in real space and shows that the obtained resolution is key
for quantitative magnetic materials science.

Moreover, the enhanced contrast and resolution reveal features
previously invisible in photon-based magnetic imaging experi-
ments. As we demonstrate next, this allows HAPRE to address a
long-standing challenge in materials science: to reveal the location
and mechanism of magnetic pinning – the ubiquitous phenome-
non that magnetic textures get pinned at certain locations in the
material [10,25].

As an example, we study magnetic pinning in our multilayer
after fs laser exposure. This choice is motivated by the wide interest
in laser-induced ultrafast dynamics in chiral materials and by the
importance of understanding laser-induced damage and pinning
in this context [26]. In a first experiment, we imaged the domain
state with an image pixel size of 10 nm. Figures 3(a)–3(c) display
a section of the experimental field of view after various levels of
exposure to a 1030 nm fiber laser with 250 fs pulses. Moderate
laser exposure (10 pulses, fluence 52 mJcm−2 at Bz = 79 mT mag-
netic field) led to the anticipated nucleation of isolated domains
[Fig. 3(a)]. However, more intense laser exposure (100 pulses,
fluence 68 mJcm−2, Bz = 88 mT) additionally resulted in large
damaged areas characterized by smaller domains and reduced
magnetic contrast [Figs. 3(b) and 3(c), sections delimited by the
black dashed line]. The subsequent removal of the magnetic field
led to the expansion of magnetic domains [Fig. 3(c)]. Throughout
this sequence of magnetic states, the presence of pinning sites can
be inferred by identifying locations where domain walls repeatedly

Fig. 3. Imaging of magnetic pinning. (a)–(f ) Domain patterns.
(g) Domain wall widths of the state in (f ). The colored lines in
(g) represent the detected domain walls. Each line is centered on and
perpendicular to the relative domain wall, and has a length equal to δ.
Annotations mark the locations of magnetic pinning points. Details, see
text. Scalebar under (c) refers to (a)–(c); scalebar under (f ), (g) refers to
(d)–(g). Scalebars are 200 nm.

come to rest or form cusps, as indicated by black dots. In the same
locations, we observe objects with magnetic contrast in between
the values of the up and down magnetized domains (see black
arrows), suggesting direct visibility of pinning sites even in the
absence of a domain wall. However, their faint contrast makes
precise verification challenging.

The signal-to-noise ratio can be increased with longer exposure
times, as shown in Figs. 3(d) and 3(e) for a different field of view of
the same sample. This allows to robustly detect the low-contrast
features and confirm their magnetic nature from their alternating
contrast in single helicity reconstructions (see Supplement 1). Yet
another level of insight is reached by increasing the numerical aper-
ture of the setup by moving the detector closer to the sample, which
increases the resolution to 5 nm and thereby enables measurements
of the local δ [Figs. 3(f ) and 3(g)]. This allows us to explore corre-
lations between domain wall pinning, low-contrast features, and
variations in domain wall width.

To this end, we imaged the sample at remanence [Fig. 3(d)],
following a partial demagnetization cycle that promoted domain
rearrangement [Fig. 3(f )], and under an external field of 210 mT
[Fig. 3(e)]. The low-contrast features consistently appeared in
the same positions on multiple images [for example, see circles
in Figs. 3(d) and 3(e), taken at different beamtimes] and were
not annihilated by the external field, indicating a strong connec-
tion to specific locations. Domain walls are generally attracted
to these locations of low-contrast features [e.g., Fig. 3(f )]. These
observations are consistent with a recent report of small, low-
magnetization spots acting as pinning points in CrBr3 bilayers,
as observed using NV center scanning magnetometry, although
without fully resolving the magnetization pattern [27]. In this
context, it is most remarkable that the measurement of δ reveals
a highly non-trivial relationship: in some cases the δ at a defect
is comparable to defect-free regions of the sample (solid circles),
while in others the domain walls are larger (dashed circles), with
values exceeding 20 nm (dotted circles) [Fig. 3(g)].

To understand these results, we recall that the domain wall
width πδ and the domain wall energy σ in chiral magnetic
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Fig. 4. Micromagnetic simulations of pinning points. (a) Example of a
magnetic state in a low-anisotropy defect (delimited by the dashed line).
(b) Phase space of mz found at the center of the defect, as a function of K eff

and D. White star: defect-free region of material. Green lines: dependence
of δ on K eff and D in a uniform magnetic material.

materials are in first approximation given by δ ≈
√

A/K eff and
σ = 4

√
AK eff − π |D| [28]. Here, D is the DMI strength, K eff

is the effective out-of-plane anisotropy constant, and A is the
exchange stiffness. In multilayer materials, both D and K eff can
easily be affected by growth conditions and post-growth treatment
[26,29,30]. Local variations of these parameters explain the pres-
ence of attractive pinning points in the material [31], as an increase
in D or a reduction in K eff would lower the domain wall energy
density σ . Furthermore, δ would increase with lower K eff while
being independent of D, as confirmed with micromagnetic sim-
ulations [Fig. 4(b)]. Therefore, localized independent variations
of K eff and D are both plausible and explain the variety of domain
wall widths observed experimentally at pinning sites in Fig. 3(g):
while high-DMI defects attract domain walls without affecting
their width, low-anisotropy defects also increase δ.

To understand how these defects would also be directly visible
as points with lower magnetic contrast, we performed micromag-
netic simulations using the Mumax3 solver [32]. The bulk of the
material was modeled with magnetic parameters derived from
experimental data and literature, while the K eff and D were altered
inside a circular defect of 30 nm in diameter. The simulations were
started from a random magnetization and relaxed under an exter-
nal field of 210 mT. After relaxation, the major part of the sample
is saturated, while for certain K eff and D the defect stabilizes spin
textures locally lowering mz at its center [Fig. 4(a)]. Systematic
exploration of the anisotropy-DMI phase space [Fig. 4(b)] reveals
that a local reduction of mz is achieved if within the defect either
K eff is lowered or D is increased. The same trends also lower the
domain wall energy, explaining why low-contrast features act as
domain wall pinning sites.

We have demonstrated x-ray magnetic imaging with a record-
high 5 nm resolution using holography-assisted phase retrieval. A
verified resolution of ∼4 nm is immediately in reach with larger
detectors. Key to this ability is the heterodyne mixing of magnetic
scattering with strong charge scattering at high q, achievable with
a bright reference beam exhibiting nanometer-scale field modula-
tions. Our high-resolution images resolve the structure of magnetic
domain walls, make magnetic pinning points directly visible, and
allow to investigate the underlying pinning mechanisms. These
capabilities lift photon-based magnetic microscopy to a qualita-
tively new level. Most importantly, the technique leverages the
emergence of high-coherence x-ray sources around the world,
where sub-wavelength spatial resolution (as demonstrated in the
extreme-UV regime [16]) comes into reach, thereby finally extend-
ing x-ray magnetic imaging to the fundamental length scales as
defined by the exchange interaction. Finally, our technique is com-
patible with time-resolved coherent imaging [10,16] and is directly

applicable to a broad range of low-contrast material systems and
phenomena, ranging from biological samples to the direct imaging
of the structural and chemical transitions, granted by compatibility
with spectroscopic contrast at any photon energy.
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