arXiv:2404.02964v1 [hep-ph] 3 Apr 2024

DESY-24-044

A first determination of the strong coupling ag at
approximate N*LO order in a global PDF fit

T. Cridge®, L. A. Harland-Lang®, and R.S. Thorne?

@ Deutsches Elektronen-Synchrotron DESY, Notkestr. 85, 22607 Hamburg, Germany
b Department of Physics and Astronomy, University College London, London, WC1E 6BT, UK

Abstract

We present the first determination of the value of the strong coupling via a simultaneous
global fit of the proton parton distribution functions (PDFs) at approximate N3LO (aN®LO)
order in QCD. This makes use of the MSHT global PDF fitting framework, and in particular
the recent theoretical advances that allow a PDF fit to now be performed at this order. The
value of the strong coupling is found to be ag(M%)(aN3LO) = 0.1170 £ 0.0016. This is in
excellent agreement with the NNLO value of aeg(M2)(NNLO) = 0.1171 £ 0.0014, indicating
that good perturbative convergence has been found. The resulting uncertainties, calculated
using the MSHT dynamic tolerance procedure, are somewhat larger, but more accurate, at
aN3LO, due to the missing higher order theoretical uncertainties that are included at this
order, but not at NNLO. We in addition present a detailed breakdown of the individual
dataset sensitivity to the value of the strong coupling, with special focus on the impact of
fitting dijet rather than inclusive jet data. This choice is found to have a non—negligible
impact, but with overall good consistency found, especially at aN3LO.

1 Introduction

There has been a huge amount of progress in the calculation of higher-order corrections to pro-
cesses in QCD in recent years. A very large number of final states are now known exactly at
NNLO, and combined with the required splitting functions and transition matrix elements for
flavour thresholds this has allowed the evolution from somewhat approximate NNLO determi-
nations of parton distribution functions (PDFs) to NNLO determinations with only a very small
number of rather minor approximations [1H5]. The state of N3LO calculations in perturbative
QCD is now similar to that of NNLO calculations about 20 years ago, with light flavour structure
function coefficient functions known exactly [6], Drell Yan cross sections known to a large extent
(though beginning the transition to becoming usable in PDF fits) and a great deal known about
splitting functions |7H22| particularly nonsinglet, even if some uncertainty remains. Similarly,
there has been much work on heavy flavour transition matrix elements [23-33]. On this basis
we recently made use of information so far available to determine for the first time a set of
approximate N®LO PDFs [34] (this has recently also been done in [35]), and as a by product,
by investigating the possible uncertainty in the N3LO extraction also obtained the dominant
theoretical uncertainty on the PDFs.

Of course, as well as the input PDFs and the cross sections for final states, a global PDF fit
also relies on the strong coupling constant, ag. The evolution of the coupling at N3LO has been
known for many years [36], so is taken account of fully in [34], and indeed a brief presentation
of the best fit value and the variation with ag(M%) was given in Section 8.9. However, we did
not make a full study of the uncertainty within our fitting framework. In this article we update
this study, with some very minor modifications to the central analysis (as detailed in [37,38]),
but more importantly, with a full study of the uncertainty. In many respects this is similar to



the result found at NNLO [39], but with a slightly enlarged, and improved uncertainty due to
the inclusion of theoretical uncertainties. Moreover, we very recently considered the impact of
using dijet data rather than inclusive jet data in the MSHT PDF fit [37]. Since jet data provides
a significant constraint on ag we consider how it affects the results of the determination of
as(M2) within the global fit at both NNLO and aN3LO. We find consistency between results
with inclusive jet or dijet data at both NNLO and aN3LO, but with improved agreement at
aN3LO, where the results are almost identical.

Hence, we present our full analysis using the current default of inclusive jet data in Section
2, highlighting also the most constraining data sets at aN3LO. In Section 3 we discuss the
sensitivity of our results to choices made in our study, first briefly discussing the sensitivity
related to the uncertainty in the splitting functions, and then comparing in detail the results
using inclusive jets or dijet data. In Section 4 we show how the PDFs change with the value
of ag(M2) and also compare the PDF and correlated aig uncertainty on some benchmark cross
sections, showing a small increase in uncertainty at aN3LO due to the correct inclusion of a
theoretical uncertainty. Finally, in Section [5| we present the conclusions and outlook for this
study.

2 Strong Coupling Dependence at NNLO and aN*LO

The baseline dataset and theoretical ingredients for our study are as presented in [37]. That is,
we now include the ATLAS 8 TeV jet data [40], while the treatment of the CMS inclusive jet
and DY data is updated, again as described in [37]. We in particular do not update our results
to account for the most recent theoretical calculations of the splitting functions and transition
matrix elements at N3LO [9413]/311-33]. This is in part to maintain consistency with the original
analysis of [34], but also as a full update to account for these has been postponed until all major
relevant ingredients are available. The calculation of the Hg transition matrix element in [33]
has now appeared, in the final stages of the preparation of this manuscript, and a full update
will be performed in an upcoming publication. We have nonetheless checked that running with
the updated splitting functions of [9H12], which we would expect to contain the most significant
dependence of the theoretical ingredients on ag(M32) (as explained later in Section , we
obtain a best fit value of ag(M2) at aN3LO consistent with our results in Section and well
within the ag(M%) bounds given in Section In fact the value obtained is very close to the
minimum we obtain with our versions of the approximations to the splitting functions at N3LO,
providing further support for the reliability of the original procedure.

2.1 Best fit ag(M2) value

The default PDFs provided in the MSHT20nnlo [1] and MSHT20an3lo [34] sets are given at fixed
as(M2)=0.118, equal to the Particle Data Group value [41]. However, the PDFs themselves are
sensitive to the value of the strong coupling through the coefficient functions and PDF evolution.
As a result we may also allow the value of the strong coupling to be free in the fit and hence
extract a best fit value of aig(M%) with corresponding uncertainties.

Doing this at NNLO and aN3LO we obtain respectively 0.1171 and 0.1170. The NNLO
value is consistent with our previous best fit of 0.1174+0.0013 [39,/42]. Considering that the
associated NLO best fit a,g(M%) obtained in this previous study was 0.120340.0015, we observe
improved perturbative convergence between the NNLO and aN3LO determinations. In addition
to determining the best fit, one may also scan aS(M%), refitting the PDFs at each step to
obtain the x? profile of the global PDF fit with aS(M%). The corresponding profiles at NNLO
(left) and aN3LO (right) are shown in Fig.|Il The points represent the fit qualities in x? of the
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Figure 1: The x? profile for the NNLO (left) and aN®LO (right) PDF fits as as (M%) is scanned from 0.112 to 0.122.
The best fit as(M2) value, best fit x* and number of datapoints are given on the figures.

individual ag(M%) fits whilst the line represents a quadratic fit, demonstrating the expected
quadratic behaviour of the profiles about their global minima and indeed across the whole large
range of ag(M%) considered.

The x? values of the global minima are given on the figures at NNLO and aN3LO. In addition
we provide in Table [1| the changes in the global PDF fit x? as aS(Mg) is scanned across a wide
range of values. As well as the result for the baseline fit we also show the corresponding values
for a fit including dijet data instead, as described further in Section 3.2} This information may
be of use for analyses which wish to extract ag(M2) from individual measurements, while still
bearing in mind the variation of the PDF global fit quality with ag(M2). Nonetheless, the
correlations between the new measurement and the data in the PDF fit would still neglected in
this case and the issues raised by [43] for individual ag(M%) extractions still apply. For these
reasons, the determination of ag(M%) in a global fit simultaneously with the PDFs (i.e. refitting
the PDFs with ag(M2)) remains necessary and of significant interest.

The x? values at the best fit ag(M%) demonstrate the preference in the fit for aN3LO, with
the best fit at aN3LO approximately 212 points better in x? for the same number of datapoints.
This comes at the expense of only 20 additional theory “nuisance” parameters included in the
aN3LO fit with respect to the NNLO, parameterising the missing pieces of the N3LO information
and hence the missing higher order uncertainties (MHOUS) in the fit. This improvement is
similar to, though somewhat larger than, that observed at the default value of ag(M%)=0.118
with which the global PDFs are provided. This difference can be explained by the fact that the
comparison is being made at slightly different values of ag (M%), corresponding to the best fits
at NNLO and aN3LO, as well as the addition of the ATLAS 8 TeV inclusive jet data, and the
other theoretical updates described in [37]. We observe that the Deep Inelastic Scattering (DIS)
datasets, for which the N3LO theory is almost complete, i.e. the light quark coefficient functions
are known exactly [6], change by Ax? = —97 in going from NNLO to aN3LO, whilst Drell-Yan
changes by Ax? = —25 (with a negative value corresponding to an improvement in x?). The
inclusive jets, vector boson plus jets (including Z pr data), top production, and Semi-inclusive
DIS datasets all also improve, changing by Ax? = —12,-76, —3, —5 respectively. These are
similar to the observations in [34], with the DIS and vector boson plus jets data providing the
most significant improvements in going from NNLO to aN3LO. Nonetheless, we now observe
somewhat greater improvements in the Drell-Yan, SIDIS and inclusive jets data, with the latter
a direct impact of the additional inclusion of the ATLAS 8 TeV inclusive jets data, as reported
in [37].



2 2 3
as(3) | AxEigpar (NNLO) | Mgy (aN*L0) | ¥eiobel (ILO | Sttt (8RFLO

0.112 293.0 190.6 388.3 185.3
0.113 164.3 125.7 277.6 116.8
0.114 109.9 70.6 182.1 68.0
0.115 54.2 32.5 106.0 35.1
0.116 16.5 8.5 55.8 6.5
0.117 1.0 0.0 194 0.0
0.1171 0.0 - - -
0.118 3.8 6.1 2.0 5.8
0.1181 - - 0.0 -
0.119 29.4 27.4 4.9 25.7
0.120 72.9 63.3 27.0 61.3
0.121 140.5 117.0 68.5 110.5
0.122 223.6 164.9 129.4 173.8
Npts 4534 4534 4157 4157

Table 1: The fit quality of the global fits versus as(M%) at NNLO and aN®LO for the default case including
the inclusive jet data and for the case where this is replaced by dijet data and relative to their respective best
fits. The number of datapoints is also given as this differs between the default and dijet cases.

2.2 Individual Dataset ag(M2) dependencies

In addition to analysing the total global x? across all the datasets in the PDF fit, we can also
consider the y? profiles of individual datasets within the context of the global fit as ag(M %) is
changed. These provide information about the values of a.g(M%) preferred by different datasetsﬂ

For brevity we will show only the x? profiles of a small selection of the datasets included in the
global PDF fit here. We begin with a selection of the most sensitive fixed target deep inelastic
scattering (DIS) experiments from BCDMS [44], NMC [45] and SLAC [46,[47] in Fig. As
observed in [39], the F} data favour values of a,g(M%) substantially lower than the global best fit,
of around 0.113 and 0.114 respectively at both NNLO and aN3LO. The DIS coefficient functions
are very largely known at N3LO [6] and implemented in our aN3LO PDF fit [34] so these data are
analysed to higher order here than in previous global PDF aS(M%) determinations. The fixed
target data are mostly sensitive to high x, and provide relatively clean measurements of aS(M%),
as they depend largely on non-singlet PDF combinations for which the N3LO splitting functions
are known with less uncertainty than the singlet, particularly at large x. This contrasts with
HERA data, which generally being at higher Q2 and lower x are more sensitive to the singlet
and hence correlations between ag(M2%) and the gluon PDF, which reduces their sensitivity.
The sensitivity to ag(M%) in the BCDMS, SLAC and other fixed target F} data comes largely
through the DGLAP evolution across scales between these data and higher @2 data and also
within the data in the case of BCDMS, where the data cover a significant range in Q2. In the
latter case the reduction in ag(M2) acts to reduce the fall in the structure function with Q2
which is preferred by the BCDMS data [48]. Considering instead deuteron fixed target DIS,
F2d at NMC and SLAC we observe the opposite trend, with larger values of aS(M%) preferred
of around 0.120, indicating some tension with the BCDMS and SLAC F} data. Deuteron
corrections are included for these datasets as described in [1]. In all 4 cases shown (and others
not shown) there is good consistency between NNLO and aN®*LO ag(M2) x? profiles for each
dataset and hence in their preferred ag(M2) values.

In addition to DIS datasets providing cg(M2) sensitivity in the PDF fit, more recent collider
data from the LHC and elsewhere provide further complementary sensitivity. We begin by

Note these are simply the x? contributions of each dataset to the totals shown in Fig. [l i.e. the change in
x> of this dataset with as (M%) as the whole PDF is refit.
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Figure 2: The individual datasets Ax? = x? — x4 for different values of as(M%), within the global PDF fits at
NNLO (red) and aN®LO (green). This figure provides the profiles with as(M2) for a small selection of the fixed
target deep inelastic scattering datasets included.

providing the x? profiles for a variety of LHC Drell-Yan datasets in Fig. 3l We show a selection
of ATLAS [49[50], CMS and LHCb [52,/53] data at 7 and 8 TeV for illustration. Whilst
these data have limited direct sensitivity to ag(M2) through the ag(M2) dependence of their
cross sections, their precision provides notable aS(M%) dependence in the context of the global
PDF fit due to the impact of ag(M%) on the PDF themselves. These datasets consistently
indicate a preference for an aS(M%) value larger than the best fit, of 0.119 and higher, as
noted in . Again we observe consistency between the NNLO and aN3LO ag(M2) profiles,
though now the aN3LO profiles are usually somewhat shallower, indicating a slightly reduced
sensitivity to ag(M%). This is a reflection of the unknown N3LO K-factors for these processe
which contribute additional MHOU uncertainties to the PDFs and in turn the inclusion of these
theoretical uncertainties reduce the ag(M%) sensitivity mildly.

In contrast to Drell-Yan data, inclusive jet data have significant direct OzS(M%) sensitivity
through the cross-section. Fig. 4 illustrates the y? profiles for several of these datasets with
as(M2). As expected, notable ag(M%) sensitivity is observed with the CMS and ATLAS
7 TeV inclusive jets favouring lower values of ag(M%), around 0.112 at both NNLO and
aN3LO. The ATLAS 8 TeV inclusive jet data favour a similarly low value of ag(M%), though
in contrast the CMS 8 TeV inclusive jet data show some tension with these, preferring
as(M2) around 0.119 at both NNLO and aN3LO. These results are consistent with the pulls
seen previously of these datasets on the high x gluon , with those which prefer a larger

2Whilst there was been recent progress in the determination of cross-sections for several processes at N3LO ,
including neutral and charged current Drell-Yan [55H58| both total and differential in rapidity, these are not yet
provided in a form for utilisation in PDF fits, in particular differential over all the required variables and with
fiducial cuts applied.
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Figure 3: The individual datasets Ax? = x* — x2 for different values of as(M%), within the global PDF fits at
NNLO (red) and aN*LO (green). This figure provides the profiles with a.s(M2) for a small selection of the collider
Drell-Yan datasets included.

high z gluon generally favouring a smaller value of ag(MZ%). This is as expected given the
correlation between the high z gluon PDF and ag(M2) at large , as indicated in Fig.
In addition we note that, as for the Drell-Yan datasets, the aN3LO profiles are often notably
shallower than at NNLO due to the inclusion of a theoretical uncertainty from the missing N3LO
cross-sections for these data. A more detailed analysis of these data follows in Section where
the impacts of fitting the inclusive jet or dijet data on ag (M%) are examined.

Next we discuss the aS(M%) sensitivity of top quark pair production data. As for inclusive
jet data, these are also expected to show significant sensitivity to ag(M2), being O(a?%) at
leading order. In Fig. |5, we present the changes in x? as ag(M%) is scanned from 0.112 to 0.122
for four datasets (a subset of the top quark datasets included in the global fit). These are: the
top total cross-section data from the Tevatron, ATLAS and CMS [65H77]; CMS 8 TeV top quark
pair production differential in top-antitop pair rapidity in the lepton+jets channel |78]; ATLAS
8 TeV data in the same lepton+jets channel but multi-differential in the top-quark pair invariant
mass, top-quark/antiquark transverse momentum and the individual and pairwise rapidities [79];
and finally the ATLAS 8 TeV top-antitop production in the dilepton channel single differential
in the top pair rapidity [80]. The pulls on ag(M%) are consistent between NNLO and aN>LO,
and with our previous NNLO study [39]. The CMS 8 TeV ¢t single differential data favour
a lower ag(M2), in contrast to the preference for a higher ag(M%) observed in the ATLAS
8 TeV tt multi-differential data in the same lepton+jets channel. The top total cross-section
data and ATLAS 8 TeV dilepton data both constrain ag(M2) to be close to the best fit at
NNLO, as observed previously, while at aN3LO they favour slightly lower ag(M%) ~ 0.116. The
main difference at aN3LO with these latter two datasets is again the shallower nature of the y?
profiles, placing less tight bounds on ag(M %) due to the inclusion of a theoretical uncertainty
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Figure 4: The individual datasets Ax? = x* — x2 for different values of as(M%), within the global PDF fits at
NNLO (red) and aN*LO (green). This figure provides the profiles with a.s(M2) for a small selection of the collider
inclusive jet datasets included.

for the MHOUs in the N3LO cross-section. The results shown here are all shown at a fixed value
of the top mass, however it was shown at NNLO within MSHT [81] that, at least in the case
of the total top cross-section and the lepton+jet channels, that the dependence of the best fit
on ag(M2) and m is relatively independent in the neighbourhood of the best fit. Indeed our
results here at fixed m; are consistent with the ag(M2) bounds investigated in [81].

Finally, a dataset which has been a focus of attention for its ag(M%) sensitivity is the
ATLAS 8 TeV Z pr data [82]. A recent measurement of these data [83] was utilised to extract
as(M%), with apparently significant aig(M2) sensitivity in the low pZ region around the Sudakov
peak [84]. As these data are included at fixed order in global PDF fits we utilise a cut of
p% > 30GeV to restrict ourselves to the region where this is valid. It was illustrated in [34] that
these data show a significant improvement in fit quality at aN3LO relative to NNLO, which was
subsequently analysed in more detail in [38] and concluded to be a sign of the necessity of the
inclusion of higher order effects in the PDFs to fit these data. This also studied the impact of
raising the p:% cut above 30 GeV and noted the same trend. In any case, given the precision
of these data, even in the absence of the low pZ region some ag(M2) sensitivity remains and
we can analyse this within the context of the MSHT20 global PDF fit at aN®LO. The Ay?
profile at aN3LO as ag(M3%) is changed is shown in Fig. @ and we can see that these data
prefer Oés(M%) ~ 0.118. We may also utilise the changes in y? with aS(M%) to place bounds
on ag(M2%), as described in more detail in Section

2.3 Uncertainty and Bounds on ag(M3)

The x? profiles as ag(M2) is changed also allow bounds to be set on ag(M%) from each dataset
within the context of the global PDF fit, and in turn to determine the overall uncertainty
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on our ozg(M%) determination. In order to do so, we utilise the same procedure as for the
PDF eigenvectors to set bounds on the ag(M2) eigenvector direction, which corresponds to our
uncertainty on aig(M2). This has been performed for the PDF uncertainties since MSTWO0S [85]
and was also utilised for the determination of bounds on the strong coupling in 39|81, 86]|ﬂ
The method used is known as the dynamical tolerance, and an outline of this is as follows.
First the 68% confidence level Ax? departure for each dataset from its value at the global
best fit is determined by rescaling it by the 68% confidence interval of a x? distribution with
Npts. Then, as is done for each PDF eigenvector direction, we analyse the changes in x? for
each individual dataset as cag(M%) is scanned away from the global minimum and determine its
bounds on as(M%) when it exceeds the previously determined 68% confidence level Ax? for that
dataset. Repeating this analysis for all datasets we build up a set of upper and lower bounds
on ag(M %), the most stringent of which become our global bounds, setting the uncertainty
on our ag(M3) extraction. In this way each eigenvector direction, or in this case scanning
ozS(M%) upwards and downwards, is regarded as an alternative hypotheses and each dataset is

regarded as providing a bound on it once its Ax? exceeds Xi,o(% — 1), where X%o is its value

at the global minimum and &; is the ith percentile of the x? distribution. Thus &g ~ N and
for small N &g ~ N + v2N. This is a weaker criterion than the textbook parameter fitting
definition and so results in larger uncertainties [87]. The resulting larger Ax? = T? criterion for
each dataset is referred to as the tolerance, T'. The justification of this enlarged Ay? tolerance
criterion has been examined previously [85,87,88], and accounts for tensions among datasets as
well as experimental, methodological and theoretical issues which prevent the application of the
textbook Ax? = 1 criterion for the global dataset.

Bounds of individual datasets on ag(M2) within the MSHT global PDF fits are thus set by
determining when the Ay? profiles in Figs. cross their appropriate limits. This is explicitly
shown in the context of the ATLAS 8 TeV Z pr dataset [82] in Fig. [6] where the above procedure
determines that its 68% confidence limit corresponds to Ay? = T? = 7.25. As can be seen, the
resulting bounds from this data in the context of the MSHT?20 global fit are relatively weak (as
explained earlier the cut on pZ limits its ag(M2) sensitivity) with a lower bound of ~ 0.113
and an upper bound of ~ 0.122 set. On the other hand, in the context of individual dataset
as(M2) determinations, outside of the global PDF fits, whilst one must correctly account for
the PDF eigenvector tolerances [2,189] in profiling of the uncertainties on the PDFs, the Ay?
criterion applied on the extraction of the parameter of interest is then up to those performing
the study, with Ax? = 1 often being used for ozs(M%)lﬂ This will not replicate the results found
within the global fit, where the tolerance is also used for ag(M%). The difference of applying a
Ax? =1 boundlﬂ can be seen in Fig. |§|7 and results in tighter bounds, though still weaker than
the overall bounds found across the whole global fit dataset.

Repeating this analysis across all of the datasets in the PDF fit, at both NNLO and aN3LO,
we obtain the results shown in Fig. Beginning with the results at NNLO in the upper plot
of Fig. [7| the results are consistent with those determined previously at this order in [39]. We
observe the tightest upper bound on ag(M%) comes from the BCDMS F, proton data [44],
which provide the bound Aag(M2%) = +0.0014 in the upwards direction. This results from
the behaviour seen in Fig. [2| (upper left) and the preference for the data to slow the fall of the
structure function with Q2. For comparison a very similar upper bound of Aag(M %) = +40.0012
was observed in our previous study. The SLAC F» proton data [46,/47] and ATLAS 8 TeV Z
pr [82] provide slightly weaker upper bounds of Aag(M%) = +0.0018, though the latter is quite

3In [81] this method is also used to set bounds on the top quark pole mass in the MSHT20 global PDF fit.

4Such studies also have the additional caveat of the potential issues of correlations of PDFs and as (M%) being
neglected [43].

"Though still within the context of the global fit as before and refitting at each as(MZ).



poorly fit at NNLO and there is evidence for the need for aN3LO to describe these precise data
well [34,37]. The former also provided a very similar bound in [39]. Several of the inclusive
jet datasets are also able to place (weaker) upper bounds on ag(M2), with the most stringent
being the ATLAS 8 TeV jets [40] for which Aag(M%) = +0.0020. This fits with the general
observation made in Section of DIS and inclusive jet datasets often favouring lower values
of ag(M3) in the global fit and thus providing upper bounds, also observed in [39]. Meanwhile,
for the lower bounds on ag(M2) the tightest bound at NNLO is given by the ATLAS 8 TeV
Z data [90] for which Aag(M%) = —0.0010, this provided a similar bound in our previous
study [39]. The next strongest bound comes from the NMC Fy deuteron data [45] for which
Aag(M2) = —0.0017, whilst the ATLAS 8 TeV High Mass Drell-Yan data [91] and SLAC Fy
deuteron data [46,/47] provide Aag(M2) = —0.0018. These are again consistent with the picture
observed in Section and previously in [39], where Drell-Yan and deuteron datasets tend to
favour larger values of avg(M%) within the global PDF fit and therefore place lower bounds on
as(M2). The general observation of Drell-Yan data favouring larger values of ag(M2) and some
DIS datasets (in particular the BCDMS proton data) preferring smaller values of ag(M2) was
also noted in [92], and similarly in [93] with slight differences. Finally, Fig[7 also emphasises the
robustness of the ag(M%) uncertainty determination from global PDF fits, with several datasets
able to provide upper and lower bounds, it is not reliant on any one dataset.

Considering now the aN3LO PDF fit, we can for the first time obtain bounds on ag(M2%) in
an aN®LO PDF fit. Repeating this analysis on the datasets within the global PDF fit at aN3LO
we obtain the bounds shown in Fig. [7| (lower). Comparing this with the corresponding figure at
NNLO, the similarities are immediately apparent. Once again the BCDMS F; proton data [44]
provides the tightest upper bound of Aag(M%) = +0.0013. Now the next tightest bound is given
by the charm structure function data F§ from HERA [94], for which Aag(M%) = +0.0020. The
charm structure function has greater sensitivity to ozS(M%) than light quarks as it is generated at
O(ag). The ATLAS 8 TeV Z pr data no longer provides a stringent upper bound at aN3LO, as is
clear from Fig. @ with it being considerably better fit at aN3LO. Similarly, as seen in Fig. |4} the
sensitivity of the inclusive jet datasets to ag(M%) (some of which provide relatively competitive
upper bounds on ag(M2) at NNLO) is reduced at aN3LO due to the missing N3LO K-factors
and the associated included missing higher order uncertainty. In the downwards direction, the
SLAC F; deuteron data now provides the strongest bound [46,/47] closely followed by the NMC
F, deuteron data [45] of Aag(M%) = —0.0016, —0.0017 respectively. The Drell Yan datasets
provide generally slightly weaker bounds at aN®LO than NNLO, again reflecting the missing
higher order uncertainty included, though the ATLAS 8 TeV Z data [90] still provide a bound
of Aag(M%) = —0.0017. We therefore observe overall slightly weaker bounds on ag(M%)
at aN®LO than at NNLO as a result of the missing higher order uncertainties incorporated
into the PDF fit and their effects on the bounds of the LHC data. Nonetheless the overall
bounds on ag(M2) remain similar in size, as a result of the bounds from DIS data, which
are now known theoretically almost completely at N3LO. Again this emphasises the robustness
of ag(M2) determinations from global PDF+ag(M2%) fits, as whilst individual datasets may
alter their aS(M%) dependence, given several different datasets and different types of processes
are combined to provide global bounds on ag(M%) the net effect on the overall uncertainty
determination is mild.

In summary, the overall determination of the best fit values of ag(M%) and its uncertainty
at NNLO and aN3LO are:

as(M%)(NNLO) = 0.1171 £ 0.0014

as(M%)(aN3LO) = 0.1170 + 0.0016

Here we have taken the most conservative of the upper and lower bounds on ag(M2) at each
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order and symmetrised for simplicity. The consistency of the determinations at NNLO and
aN3LO is clear, particularly considering the NLO determination in our previous study [39] of
as(M2)(NLO) = 0.1203 £ 0.0015. In addition, the aN®*LO determination results in the slightly
weaker bounds than at NNLO, very likely due to the inclusion of missing higher order theoretical
uncertainties in the fit. These bounds on ag(M2) correspond to a Ax? = 13 at NNLO and
Ax? = 16 at aN3LO. Both the NNLO and aN3LO «g(M3%) determinations are consistent with
the Particle Data Group (NNLO) world average of 0.1180 £ 0.0009 [41].

3 Examination of Approximate N3LO ag(M3%) sensitivity

3.1 Sensitivity of the Splitting functions

At aN3LO the form of the splitting functions is allowed to vary in the fit, guided by a prior
uncertainty band that is determined from the known information about these objects at the
time of the release of the MSHT20aN3LO set. We will in general expect some dependence of
the resulting splitting functions on the value of the strong coupling, and vice versa.

It is therefore useful to examine the impact of the value of the strong coupling on the best fit
splitting functions. This is shown in Fig. 8| for the two cases that show the highest sensitivity;
for other splitting functions the dependence is hardly visible on the plots. In particular, these
show both the prior, and the posterior (at the best fit value of ag(M%) = 0.117) uncertainty
bands, as well as in the red dashed lines the best fit posterior splitting functions that result when
aS(M%) is varied by +0.001. For demonstration purposes, we note that the splitting functions
are shown at a fixed value of ag = 0.2, which isolates the impact from the fit on the extracted
splitting functions.

We can see that the largest dependence is for the gluon—gluon splitting function, which is as
we might expect given the known correlation between the value of the strong coupling and the
gluon PDF. For the larger value of aS(M%) = 0.118, the splitting function is larger in the visible
(lower z) region on the plots, while for the lower value of ag(M2) = 0.116 it is lower. The size
of the variation is nonetheless safely smaller than, although not negligible with respect to, the
quoted posterior uncertainty, and in all cases these are within the original prior band. For the
quark—gluon splitting function (and, as mentioned above the other cases not shown here) the
dependence is much smaller.

This therefore indicates only a mild sensitivity of the preferred splitting function on the
value of ag(M2) in our fit. Conversely, given this is a relatively small effect we can expect any
dependence of the extracted value of ag(M %) on the precise treatment of the splitting function
uncertainties to be even smaller. Given additional information from more recent theoretical
calculations of the splitting functions [9-13] is now available, this provides reassuring evidence
that our analysis should not be significantly changed when this information is included in the
PDF fit. Indeed, this is supported by the observation made earlier, that taking the updated
splitting functions of [9-{12] resulted in a best fit ag(MZ) very close to that we obtain in this
work.

3.2 Impact of Jet vs. Dijet production

In [37] we presented a detailed comparison of the impact of 7 and 8 TeV inclusive jet [40,59-61]
in comparison to dijet [95-97] data on the MSHT fit at up to aN®LO order. In this section, we
extend this analysis to examine the impact such data have on the extracted value of the strong
coupling. Other than by allowing the value of avg(M %) to vary, the baseline fits are identical to
those presented in [37].

11
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In Fig. |§| we show the local Ax? for the total LHC jet and dijet dataset in their respective
fits, while in Fig. we show the corresponding global Ay? profiles. At NNLO, we can see
that jet data show a distinct preference for rather lower value of ag(M2), with a minimum at
~ 0.113 — 0.114. In the dijet case, on the other hand, there is a preference for a higher value,
with a minimum around ~ 0.120.

At aN3LO, the situation is rather similar in the jet case; this picture (and that at NNLO)
is broadly consistent with the individual breakdown shown in Fig. [d] in Section [2.2] where all
datasets other than the CMS 8 TeV jets favour such a low value. However, it is distinctly
different for the dijet fit, for which the minimum now lies around ~ 0.113, i.e. significantly
lower than at NNLO. One potential cause for this difference in behaviour is that at aN3LO the
hadronic K—factors at this order are allowed to vary in the fit, guided by predetermined priors
centred at zero, see |34] for further details. As the ag dependence in the local fit qualities of
Fig. [9] is to some extent induced by the explicit ag dependence of the corresponding hadronic
K-factors, there will be some correlation with the variation in the aN3LO K-factors. This effect
has been noted in previous sections for different datasets, in the context of the comparison
between NNLO and the aN3LO fits, and here we present a somewhat more detailed comparison.

Upon inspection we find that the an;o K—factor parameter, which contains the dominant
ag dependence, is directly anti—correlated with the value of the strong coupling for both the jet
and dijet fits. This freedom in the aN3LO K-factors may therefore lead to a modification of
the preferred value of ag. To investigate this, we also show the aN3LO profiles, but now with
the aN3LO K-factors fixed, for concreteness at the global best fit values of ag(M2). We can
see that indeed the preferred value of aig(M%) is now higher than with the K—factors free, but
lower than at NNLO, with a minimum at around ~ 0.117. In the jet case, on the other hand,
the result is roughly unchanged.

Therefore, the freedom in the aN®LO K-factors does indeed induce some change in the
preferred value of the strong coupling in the dijet fit, but there remains a further change due to
the overall effect of working at this order. We note that while the values of the minima for the
three cases in Fig. |§| (right) are significantly different, the corresponding x? profiles are rather
shallow. Indeed, evaluating the corresponding confidence limits according to the hypothesis
testing criteria applied in the MSHT dynamic tolerance procedure, for the aN3LO dijet fit, the
local x? minimum is at ~ 0.113, but with the 68% C.L. region covering ~ 0.108 — 0.118. For
the NNLO dijet fit, the local x? minimum of the dijet data is at ~ 0.120, but with the 68% C.L.
region for this data covering ~ 0.116 — 0.124. For the aN®LO dijet fit, with the dijet aN3LO
K-factors fit to the ozs(M%) = 0.118 best fit values, the local xy? minimum for the dijet data is
at ~ 0.117, but with the 68% C.L. region for this data covering ~ 0.114 — 0.120. Therefore, the
preferred values of the strong coupling are broadly consistent within their uncertainties. We can
see in particular that the freedom in the aN3LO K-factors, and their correlation with the value
of ag(M2), leads to a shallower x? profile as ag(M2%) is changed and therefore to an increase
in the size of the uncertainty, with respect to the aN3LO case with the dijet K-factor fixed, but
also compared to the NNLO case.

In Fig. we show the corresponding global x? profiles. We note that the corresponding
inclusive jet profiles are identical, by construction, to those shown in Fig. [l We can see that at
NNLO, the preferred value of the strong coupling is rather lower in the jet case in comparison to
the dijet. This is consistent with the local fit qualities discussed above, as well as qualitatively
with the CMS analyses of jet [61,98] and dijet [97] data, although as these are performed at
NLO it is difficult to draw firm comparisons. At aN3LO, on the other hand, we can see that the
preferred value of the strong coupling is now remarkably similar between the jet and dijet fits.

To be precise, the dijet best fit and uncertainties are given, after suitable symmetrising, by:

as(M2)(Dijet, NNLO) = 0.1181 £ 0.0012
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ag(M2)(Dijet, aN’LO) = 0.1170 = 0.0013

where the uncertainty is calculated using the usual dynamic tolerance procedure described in
Section At NNLO, the lower bound is again set by the ATLAS 8 TeV Z data [90] and the
upper bound by the BCDMS F, proton data [44]. At aN3LO , the lowest bound is set by the
SLAC F; deuteron data [46,/47] and the upper by the BCDMS F, proton data [44]. Therefore,
at both orders exactly the same datasets end up placing the most limiting bound as in the jet
fit. Indeed, the only dijet dataset to place any relevant constraint is as expected the CMS 8 TeV
dijets [97], which places a lower bound of —0.0023 at NNLO and an upper bound of +0.0017
at aN3LO . The fact that a lower bound is placed at NNLO and an upper bound at aN3LO is
consistent with the difference in trends in the local x? profiles shown in Fig.

At NNLO, the extracted value of ag(M32) is therefore ~ 0.001 lower in the jet fit, but
these are fully consistent with each other within their quoted uncertainties, after applying the
appropriate dynamic tolerance procedure. Nonetheless, it is clear that the choice of jet dataset
does have a non—negligible impact on the strong coupling extraction at this order. In both
cases though it remains consistent with the world average value ag(M%) = 0.1180 4 0.0009 [41].
In fact, this again emphasises the importance of applying a tolerance in such cases, as with a
Ax? = 1 criterion the uncertainties of the ag(M2%) extractions reduce by a factor of ~ 3, i.e.
in such a way that the NNLO inclusive jet and dijet ag(M%) determinations would no longer
overlap within their uncertainties.

We also note that the uncertainty bands on the strong coupling are moderately smaller in
the dijet fits, at both orders. As discussed in [37], there are various indications that the fit to
the dijet data is more stable than and hence may be preferable to the inclusive jet fit. These
reduced uncertainties can be taken as further evidence of this.

At aN3LO, on the other hand, we can see that the preferred value of the strong coupling is
now remarkably similar between the jet and dijet fits, and consistent with the value of ~ 0.1170
found in the MSHTaN3LO fit [34], as we would expect in the jet case, given the similarity in the
underlying datasets. Therefore, by going to this order the consistency between the two fits in
terms of the preferred value of the strong coupling is improved. This is provides further evidence
in support of the aN3LO fit, and its superiority with respect to the NNLO case.

We finally remark that the global x? profiles are observed to be somewhat shallower in
the aN3LO case in comparison to NNLO. This again indicates, as discussed above, that at
this order the final uncertainty on the strong coupling derived from the aN3LO may increase
mildly in comparison to NNLO; while the precision may be less, the accuracy is on the other
hand improved, due to the more accurate theory in the aN3LO fit. Moreover an additional
uncertainty is now included due to missing higher order theory information. In order to assess
the impact of this, one could fix the K-factors at their NNLO values and repeat the analysis.
However, given it is somewhat artificial to fix the K-factors at their NNLO values in this way,
we choose not to quote corresponding uncertainties calculated due to the dynamic tolerance
criteria here, but we have confirmed that the corresponding uncertainty is moderately smaller,
and more in line with the NNLO case, for the baseline jet fit.

4 PDF and Cross Section Results

In this section we first present the impacts of varying ozg(M%) on the PDFs themselves in Fig.
In turn we utilise the PDF eigenvectors at our default fixed aig(M%) = 0.118 in the usual Hessian
manner to determine a PDF uncertainty on various inclusive LHC cross-sections which may then
be combined in quadrature with the ag(M2) uncertainty, determined as described below.
Beginning first with the impact of varying a.g(M2) on the PDFs, Fig. [11|shows the change of
the gluon (left) and total singlet (right) aN3LO PDFs as ag(M2) is altered in steps of 0.001. At
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Figure 11: The impact of varying as (M%) in the aN®*LO PDF fit on (left) the extracted gluon and (right) total singlet
PDFs. This demonstrates the correlations between the PDFs and as(M%).

each new fixed value of ag(M2) the PDFs are refit, as required [43]. As expected, for the gluon
PDF we observe a significant correlation with ag(M%). Structure function data largely constrain
the gluon in the intermediate to low x region, as a result the fit maintains dFy/dQ? ~ agg,
where g is the gluon PDF. This therefore anti-correlates the gluon and ag(M%) for z < 0.1. The
momentum sum rule then indirectly results in a correlation between the gluon and ag(M2) at
high =z 2 0.1. This is as observed at NNLO in [39]. The behaviour of the quarks is somewhat
different, as illustrated by the total singlet ¥ (x, Q?) ZfV:Jcl(qi(a:,QQ) + G@i(z,Q%)). At large
z 2 0.3 the singlet reduces with ag(M%) due to the increased QCD splitting which depletes the
quarks at large x. As a result however the quarks are enlarged at lower x, such that ag(M %)
and Y are correlated below x ~ 0.2, the impact though is smaller than observed for the gluon.
The impacts of these changes of Aag(M2) = £0.001 are within the uncertainty bands for both
the singlet (and quarks more generally - not shown) and the gluon. At lower scales, the PDF
changes with ag(M3%) are found to be larger [39).

The correlations between ag(M2) and the PDF central values mean that ag(M2) uncer-
tainties on cross-sections may be altered relative to the expected direct impact of ag(M%) on
the cross-sections due to the indirect impact on the PDFs. In Fig. [12| we show results for PDF
and ag uncertainties for a selection of LHC (y/s = 14 TeV) cross sections, namely Higgs boson
production via gluon fusion, and weak boson (W*, Z) production in the Drell Yan process.
These are calculated using the n3loxs code [99], and with the same settings as are used to cal-
culate the cross section results shown in [38]. For the ag uncertainty we take a range of £0.001
around the best fit value. For other variations close to this a linear scaling of the change in the
prediction with g may be taken to good approximation.

The overall trend at NNLO is very similar to the results shown in [39] for /s = 13 TeV.
For the ggH cross section, the direct sensitivity to the value of ag is somewhat compensated for
by the anti—correlation between this and the gluon PDF, while for W, Z production the direct
sensitivity to the value of aig is small, and the majority of the corresponding uncertainty comes
from the PDF change in the fit. The overall trends are observed to be rather similar between the
NNLO and aN3LO cases, with some small differences observed. For example, in the ggH case
the PDF uncertainty is somewhat larger at aN3LO (as observed in [34]), and thus the relative
breakdown between the PDF and ag uncertainty is slightly different.
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NNLO with the MSHT20nnlo PDFs and (right) N*LO with the MSHT20aN3LO PDFs. The blue dotted bars are the
PDF uncertainties, the green dashed represent the a.s uncertainty, and the red solid bars are the combined PDF+a s
uncertainty, added in quadrature.

5 Conclusions

In this article we have studied the optimal value and uncertainty of the strong coupling resulting
from the first extraction of approximate N3LO PDFs made by us in [34], as well as investigating
the sensitivity to using dijet rather than inclusive jet data at both NNLO and at aN3LO. Our
main result is that at aN®LO we find that (for the default global fit including the inclusive jets
data):

ag(M%)(aN3LO) = 0.1170 + 0.0016.

This is in excellent agreement with the value obtained at NNLO, as well as the world average [41],
but with a slightly larger uncertainty. This might seem surprising, given that usually the uncer-
tainty on aS(M%) decreases with increasing perturbative order. However, the aN3LO extraction
is the first which correctly incorporates a theoretical uncertainty - our NNLO and NLO extrac-
tions have implicitly only included the uncertainty directly resulting from the uncertainty on
the data in the PDF fit. Hence, the aN3LO uncertainty is more realistic.

We have already made the PDFs at aN®LO available for a range of ag(M%) in [34]. The
PDFs, can be obtained in LHAPDF format |100] at:

http://lhapdf.hepforge.org/
as well as on the repository:
http://www.hep.ucl.ac.uk/msht/.

The PDF's are available from aS(M%) =0.114 — 0.120 in steps of 0.001. We note that these
PDFs are not absolutely identical to those in this article due to a few minor corrections in
the analysis and the inclusion of the ATLAS 8 TeV inclusive jet data in this article, but any
differences at each value of ag(M2%) are minor.

The results of using the dijet rather than inclusive jet data in the analysis lead to a very
good level of consistency. At NNLO the dijet analysis gives ag(MZ) = 0.1181 & 0.0012, which
differs from the result using inclusive jets by less than a standard deviation. At aN3LO we
obtain ag(M%) = 0.1170 +0.0013, which is in almost perfect agreement with the value obtained
using our default choice of inclusive jets. Hence, at NNLO and particularly at aN*LO we can
be confident that our extraction of the best fit value of ag(M2) is reliable, and not significantly
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affected by our choice of input data set. There is some potential sensitivity to the unknown
information currently missing within the approximate N3LO approach. However, this is ac-
counted for within our theoretical uncertainty. Moreover, since our original study took place
and our framework was established, which we essentially use in this article, more information
about N3LO splitting functions and transition matrix elements has become available, as dis-
cussed in Section 2. We have not yet made a full study including this new information, but
have performed some preliminary studies, and see no very significant effects on the fit quality
and PDF's extracted. In addition we have confirmed that using the additional splitting function
information now available results in an ag(M2) value very close to our quoted best fit cag(M2).

Finally we note that previously there has been a tendency for the value of as(M%) determined
from PDF fits to fall with increasing perturbative order. We do indeed still see such a trend
in going from NNLO to aN3LO. However, even in the case where we use dijets, where the
NNLO value of ag(M2) is higher, the change in going to aN3LO is within uncertainties (unlike
the situation in going from NLO to NNLO [39]), and when using inclusive jets there is almost
no change at all. Hence, it appears as though at aN3LO we are reaching the order at which
convergence in the determined ag(M2) value has essentially been achieved.
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