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top quark and a bottom quark using p p collisions at
√

s = 13 TeV with the ATLAS detector

The ATLAS Collaboration

A search for a new massive charged gauge boson,, ′, is performed with the ATLAS detector
at the LHC. The dataset used in this analysis was collected from proton–proton collisions
at a centre-of-mass energy of

√
B = 13 TeV, and corresponds to an integrated luminosity of

139 fb−1. The reconstructed C1 invariant mass is used to search for a, ′ boson decaying into a
top quark and a bottom quark. The result is interpreted in terms of a, ′ boson with purely
right-handed or left-handed chirality in a mass range of 0.5–6 TeV. Different values for the
coupling of the, ′ boson to the top and bottom quarks are considered, taking into account
interference with single-top-quark production in the B-channel. No significant deviation from
the background prediction is observed. The results are expressed as upper limits on the
, ′ → C1 production cross-section times branching ratio as a function of the, ′-boson mass
and in the plane of the coupling vs the, ′-boson mass.
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1 Introduction

Multiple theories beyond the Standard Model (SM) involve enhanced symmetries that predict new gauge
bosons, usually referred to as , ′ or / ′ bosons. The , ′ boson is the mediator of a new charged vector
current and can be massive enough to decay into a top quark and a bottom quark. Many models, such as
those with extra dimensions [1], strong dynamics [2–5], or a composite Higgs boson [6], predict new vector
charged-current interactions. Some models predict, ′ bosons that preferentially couple to third-generation
particles [7–10] and are only observable in third-generation decay modes. Some of those models predict
, ′ bosons that can only couple to quarks and are therefore not observable in leptonic decay modes [8, 9].
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In the Sequential Standard Model (SSM) [11], an effective Lagrangian is used to capture the phenomenology
of a , ′ boson decaying into a top quark and bottom quark (, ′ → C1), which includes , ′+ → C 1̄ and
, ′− → C̄1 [12, 13]. This effective Lagrangian has a, ′ boson with the same coupling structure as the SM
, boson. It has three free parameters: the mass of the, ′ boson, the chirality of the interaction, and an
overall strength parameter that multiplies the fermion couplings of the new boson, which makes it possible
to study, ′ bosons with different widths. This choice of Lagrangian has a wide applicability: in many
beyond-the-SM theories predicting a, ′ boson, the top-quark phenomenology is independent of the light
quarks because of its high mass.

Figure 1 shows the leading-order (LO) Feynman diagram for, ′-boson production and its decay into C1. The
top quark decays into a, boson and a bottom quark, with the, boson subsequently decaying either into
quarks (Figure 1(a), all-hadronic decay mode) or into a lepton and a neutrino (Figure 1(b), lepton+jets decay
mode). Two chirality scenarios are considered for the, ′ boson: right-handed chirality and left-handed
chirality. A, ′ boson with right-handed chirality couples only to right-handed fermions. Its production
and decay does not interfere with any SM processes. A, ′ boson with left-handed chirality couples only to
left-handed fermions. Its production and decay interferes with the SM B-channel single-top-quark process,
where the, boson replaces the, ′ boson in Figure 1. In this paper, the reconstructed mass of the C1 system
is used to search for the, ′-boson signal in both of these scenarios. In the absence of a signal, limits are set
on the, ′-boson production cross-section times branching ratio, ′ → C1 as a function of the mass of the
, ′ boson. For the scenario with right-handed chirality, the mass of the right-handed neutrino is assumed
to be much higher than that of the right-handed, ′ boson, so the, ′ boson cannot decay leptonically [13].
As a result, the branching ratio for decay of a right-handed, ′ boson into C1 is about 10% higher than that
for a left-handed, ′ boson with the same mass, which can also decay into a lepton and a neutrino.
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Figure 1: Representative leading-order Feynman diagrams for B-channel, ′-boson production with decay into C1, for
(a) a top quark decaying into a , boson that decays hadronically (all-hadronic decay mode) and (b) a top quark
decaying into a, boson that decays into a lepton and neutrino (lepton+jets decay mode).

Searches for a , ′ boson decaying into C1 have been performed at the Tevatron [14, 15] and the Large
Hadron Collider (LHC) [16–23]. The most recent search by the CMS Collaboration, using

√
B = 13 TeV

proton–proton (??) collision data with an integrated luminosity of 137 fb−1 and targeting the all-hadronic
decay mode, excluded a right-handed , ′ boson with a mass below 3.4 TeV [23]. Previous searches by
the ATLAS Collaboration for, ′ → C1, using 36.1 fb−1 of ?? collision data at

√
B = 13 TeV, excluded a

right-handed, ′ boson with a mass below 3.25 TeV by combining the all-hadronic and lepton+jets decay
modes [21, 22] and assuming a, ′-boson coupling equal to the SM, coupling.

This paper presents a search for, ′ bosons using the full Run 2 dataset collected by the ATLAS detector.
Compared to the previous ATLAS analyses [21, 22], this search has improved top-quark and 1-quark

3



identification, better multi-jet background estimation and a refined selection strategy. The search is
performed in both the all-hadronic (0-lepton) channel and the lepton+jets (1-lepton, either electron or
muon) channel. Tau-leptons are not considered explicitly in either channel, and the electrons and muons
are simply referred to as ‘leptons’ in this paper. The 1-lepton analysis allows studies of the lower transverse
momentum (?T) region, which is out of reach for the 0-lepton channel’s trigger selection. In exchange, the
0-lepton channel provides optimal sensitivity to high, ′ masses.

The paper is organised as follows. The ATLAS detector at the LHC is described in Section 2. Section 3
provides details of the data and simulated event samples. Object reconstruction is described in Section 4.
The analysis strategy, including event selection and categorisation, is described in Sections 5 and 6 for the
0-lepton and 1-lepton channels, respectively. The background estimation for the two channels is described
in Sections 7 and 8. Systematic uncertainties considered in the statistical analysis are discussed in Section 9.
The results of the fit to data are presented in Section 10, and Section 11 provides the conclusions.

2 ATLAS detector

The ATLAS detector [24] at the LHC covers nearly the entire solid angle around the collision point.1 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal
magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
typically provides four measurements per track, the first hit normally being in the insertable B-layer (IBL)
installed before Run 2 [25, 26]. It is followed by the silicon microstrip tracker, which usually provides
eight measurements per track. These silicon detectors are complemented by the transition radiation tracker
(TRT), which enables radially extended track reconstruction up to |[ | = 2.0. The TRT also provides
electron identification information based on the fraction of hits (typically 30 in total) above a higher
energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. Within the region |[ | < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
calorimeters, with an additional thin LAr presampler covering |[ | < 1.8 to correct for energy loss in material
upstream of the calorimeters. Hadron calorimetry is provided by the steel/scintillator-tile calorimeter,
segmented into three barrel structures within |[ | < 1.7, and two copper/LAr hadron endcap calorimeters.
The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules
optimised for electromagnetic and hadronic energy measurements respectively.

The muon spectrometer comprises separate trigger and high-precision tracking chambers measuring the
deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets. The
field integral of the toroids ranges between 2.0 and 6.0 T m across most of the detector. Three layers
of precision chambers, each consisting of layers of monitored drift tubes, cover the region |[ | < 2.7,

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of

Δ' ≡
√

(Δ[)2 + (Δq)2.
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complemented by cathode-strip chambers in the forward region, where the background is highest. The
muon trigger system covers the range |[ | < 2.4 with resistive-plate chambers in the barrel, and thin-gap
chambers in the endcap regions.

Interesting events are selected by the first-level trigger system implemented in custom hardware, followed
by selections made by algorithms implemented in software in the high-level trigger [27]. The first-level
trigger accepts events from the 40 MHz bunch crossings at a rate below 100 kHz, which the high-level
trigger reduces in order to record events to disk at about 1 kHz.

An extensive software suite [28] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulated event samples

This analysis is performed using data from ?? collisions at
√
B = 13 TeV collected with the ATLAS detector

during Run 2, from 2015 to 2018. After applying a number of criteria to ensure that the detector was in
good operating condition [29], the data used in this analysis have an integrated luminosity of 139 fb−1.

Monte Carlo (MC) event generators were used to simulate signal and background events. The generation
of all simulated event samples includes the effect of multiple ?? interactions per bunch crossing, as well as
changes in detector response due to interactions in bunch crossings before or after the one containing the
hard interaction, modelled by overlaying simulated inelastic events on the physics event. These two effects
are referred to as pile-up. The simulated event samples were processed with the Geant4-based ATLAS
detector simulation [30, 31].

All samples are weighted to match the pile-up distribution observed in data and are processed with the
same reconstruction algorithms as data [32].

3.1 Signal and interference samples

Signal events were generated at LO in QCD with MadGraph5_aMC@NLO 2.6.7 [33], using a chiral
, ′-boson model that implements the effective Lagrangian described in Section 1. In this model the
coupling strength of the, ′ boson to right- or left-handed fermions (6′) can be freely scaled relative to
the SM coupling (6) by an arbitrary factor. Only purely right-handed or purely left-handed , ′ bosons
are considered. The right-handed, ′ boson cannot decay to leptons because the right-handed neutrino
is assumed to be more massive than the , ′ boson. MadGraph5_aMC@NLO was also used to decay
the top quark and , boson, with spin correlations taken into account. Pythia 8.244 [34] was used for
the modelling of the parton shower, fragmentation and underlying event. The PDF4LHC15 set of parton
distribution functions (PDF) [35] and a set of tuned parameters called the A14 tune [36] were used for
the event generation. Signal samples were normalised to the next-to-leading-order (NLO) cross-section
computed by ZTOP [13]. Several contributions to the uncertainty in the NLO cross-section are considered
for each coupling value. An uncertainty accounting for missing higher-order terms is estimated by doubling
and halving both the renormalisation and factorisation scales independently. Uncertainties associated with
the choice of PDF set and strong coupling constant value are obtained using the PDF4LHC15 PDF set.
Finally, an uncertainty due to the choice of top-quark mass value (172.5 GeV) is obtained by raising and
lowering the chosen value by 1 GeV. The NLO/LO cross-section normalisation ratios ( -factors) range
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from 1.3 to 1.4, depending on the mass of the, ′ boson. The width of the , ′ boson is about 3% of its
mass for a coupling equal to the SM coupling (6′/6 = 1) and scales with (6′/6)2; it was calculated at NLO
with ZTOP.

Signal samples were generated in 0.5 TeV steps for, ′-boson masses between 0.5 and 6.0 TeV for lepton+jets
top-quark decays and between 1.5 and 6.0 TeV for all-hadronic top-quark decays. Samples corresponding
to right-handed and left-handed chiralities were produced separately. The coupling in the event generation
was set to 6′/6 = 2.0. Weights were computed by MadGraph5_aMC@NLO during the parton-level event
generation to reweight each sample to coupling values between 6′/6 = 0.1 and 6′/6 = 0.5 in steps of 0.1
and between 6′/6 = 1.0 and 6′/6 = 5.0 in steps of 1.0. Masses below 1.5 TeV were not generated in the
all-hadronic case because the trigger selection utilised in the 0-lepton channel is completely inefficient in
that region of phase space.

Interference between left-handed, ′-boson production and SM single-top-quark production in the B-channel
was modelled by reweighting the nominal signal samples using a parameterisation of the ratio of, ′ boson
production to the interference contributions as a function of the parton-level invariant mass of the C1
system [37]. The interference effects are destructive on the low-mass side of the , ′ mass peak and
constructive on the high-mass side. Their size and relative importance depends strongly on the mass and
coupling values considered, but their effect on the results shown in this paper is small.

3.2 Background samples for the 0-lepton channel

The dominant SM background process for all-hadronic events is QCD multi-jet production. This background
is estimated with data-driven methods as described in Section 7. The second most important background
is top-quark-pair production (CC̄), with an inclusive cross-section of 832 ± 51 pb for a top-quark mass of
172.5 GeV, as obtained from calculations at next-to-next-to-leading order (NNLO) in QCD including the
resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms with Top++ 2.0 [38–44].
Other small backgrounds, such as ++jets (+ = , or / boson) or single-top production, are accounted for
in the data-driven multi-jet estimate.

The production of CC̄ events was modelled using the Powheg Box v2 [45–48] generator at NLO with the
NNPDF3.0nlo [49] PDF set and the ℎdamp parameter2 set to 1.5 times the mass of the top quark [50]. The
events were passed to Pythia 8.230 to model the parton shower, hadronisation, and underlying event, with
parameter values set according to the A14 tune and using the NNPDF2.3lo PDF set [51]. The decays
of bottom and charm hadrons were performed by EvtGen 1.6.0 [52]. Two CC̄ background contributions
are considered: all-hadronic CC̄ events where both , bosons decay into quarks, resulting in a signature
that is similar to the signal, and non-all-hadronic CC̄ events where at least one of the , bosons decays
leptonically. These events can contribute to the background in two ways: when none of the charged leptons
from,-boson decays are identified or through hadronic tau decays in, → ga events.

The modelling of the CC̄ background is improved by correcting the CC̄ samples so that the top-quark ?T

distribution matches that predicted at NNLO in QCD and NLO EW accuracy [53]. The corrections entail
an implicit change in the PDF set and top-quark mass value considered with respect to those used in sample
generation. The NNLO differential calculations are performed using the NNPDF3.0qed PDF set and a
top-quark mass of 173.3 GeV.

2 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix
elements to the parton shower and thus effectively regulates the high-?T radiation against which the CC̄ system recoils.
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3.3 Background samples for the 1-lepton channel

The largest background in the lepton+jets channel is CC̄ production, already described for the 0-lepton
channel in Section 3.2. Other important backgrounds arise from ++jets production, especially,+jets in
which the , boson decays leptonically. Other subdominant backgrounds such as single-top-quark and
multi-boson production were also considered. Finally, a small multi-jet contribution was also taken into
account and was estimated with data-driven methods as described in Section 8.

The production of ++jets was simulated with the Sherpa 2.2.11 [54] generator using NLO matrix elements
for up to two partons, and LO matrix elements for up to four partons, calculated with the Comix [55]
and OpenLoops [56–58] libraries. They were matched with the Sherpa parton shower [59] using the
MEPS@NLO prescription [60–63] with the set of tuned parameters developed by the Sherpa authors. The
NNPDF3.0nnlo set of PDFs was used and the samples were normalised to the NNLO prediction [64].

The three single-top production modes (B-channel, C-channel, and C,-channel) were considered. They
were modelled with the Powheg Box v2 [46–48, 65] generator at NLO in QCD, using the five-flavour
scheme (four-flavour scheme for C-channel production) and the corresponding NNPDF3.0nlo set of PDFs .
The events were interfaced with Pythia 8.230 , which used the A14 tune and the NNPDF2.3lo set of PDFs
. The diagram removal scheme [66] was used to remove interference and overlap between the C,-channel
and CC̄ production.

Samples of diboson final states (++) were simulated with the Sherpa 2.2.1 generator, including off-shell
effects and Higgs boson contributions where appropriate. Fully leptonic final states (where both bosons
decay leptonically) and lepton+jets final states (where one decays leptonically and the other hadronically)
were generated using matrix elements at NLO accuracy in QCD for up to one additional parton emission
and at LO accuracy for up to three additional parton emissions. Samples for loop-induced 66 → ++

processes were generated using matrix elements calculated at LO accuracy for up to one additional parton
emission. The matrix element calculations were matched and merged with the Sherpa parton shower based
on Catani–Seymour dipole factorisation [55, 59] using the MEPS@NLO prescription . The virtual QCD
corrections were provided by the OpenLoops library . The NNPDF3.0nnlo set of PDFs was used , along
with the dedicated set of tuned parton-shower parameters developed by the Sherpa authors.

4 Object reconstruction

The signal process, ′ → C1 targeted in this search results in a final state with a high-?T top quark and a
high-?T 1-quark. The 1-quark is reconstructed as a small-radius (small-') jet, while the reconstruction
of the top quark depends on the decay mode of the , boson from the top-quark decay. In the 0-lepton
channel, the, boson decays hadronically, and the top quark is reconstructed as a high-?T large-radius
(large-') jet. In the 1-lepton channel, the, boson decays leptonically, and the top quark is reconstructed
from the lepton (electron or muon), the missing transverse momentum, and a small-' jet.

For each event, collision vertices are reconstructed from inner-detector tracks with ?T > 0.5 GeV. The
primary vertex in each event is chosen to be the one with the largest sum of the squared transverse momenta
of all associated tracks.

Large-' jets are built from three-dimensional topological clusters of energy deposits in the calorimeter,
which are calibrated to the hadronic energy scale with the local cluster weighting (LCW) procedure [67].
The anti-:C [68, 69] algorithm with radius parameter ' = 1.0 is used to reconstruct large-' jets. These
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jets are trimmed [70] to reduce contributions from pile-up and soft interactions by reclustering the jet
constituents into subjets using the :C algorithm [71, 72] with a radius parameter ' = 0.2 and discarding
constituents belonging to subjets with ?T less than 5% of the ?T of the parent jet. The large-' jet
four-momentum is then recomputed from the four-momenta of the remaining constituents and corrected
using simulation and data [73]. Only large-' jets with |[ | < 2.0 and ?T > 500 GeV are considered in this
analysis.

Large-' jets are identified as containing a hadronically decaying top quark (henceforth called a top-tagged
jet) using a multivariate classification algorithm implemented as a deep neural network (DNN) [74]. In
most of the kinematic region of interest in the 0-lepton channel, a single large-' jet captures the top-quark
decay products, resulting in a characteristic three-prong substructure within the jet, in contrast to a typical
one-prong substructure associated with jets in multi-jet background processes. The DNN uses multiple
features of the jet as inputs, e.g. calibrated jet ?T and mass, information about the dispersion of the jet
constituents such as N-subjettiness [75], splitting scales [76], and energy correlation functions [77]. A
DNN score between zero and one is obtained, with top-quark-initiated jets having values close to one and
light-flavour-initiated jets having values close to zero.

The top-tagging algorithm used in this analysis is optimised for top-quark-initiated jets that satisfy the
‘contained’ criteria, where most of the top-quark decay products are contained inside the large-' jet [78].
The criteria are defined in the simulation as follows. First, trimmed large-' jets are built at particle level
from all stable particles (with 2g > 10 mm), excluding muons and neutrinos, and using a radius parameter
' = 1.0. This trimmed particle-level jet must be matched to a generator-level top quark within Δ' < 0.75
and have a mass larger than 140 GeV. At least one 1-hadron must be associated with the jet [79]. Finally, a
detector-level large-' jet is considered contained if it is within Δ' = 0.75 of such a particle-level jet.

Two different efficiency working points, based on the DNN score, are used to define the signal regions
in the 0-lepton channel: one in which the requirements correspond to a top-tagging efficiency of 80%
(DNN score cut of ∼0.6–0.7, depending on ?T, to keep the efficiency constant), and a tighter one in
which they correspond to an efficiency of 50% (DNN score cut of ∼0.9, depending on ?T, to keep the
efficiency constant). Both efficiencies are calculated using simulated CC̄ events. The corresponding light-jet
rejection factors are between 10 and 40 (80% working point) and between 30 and 150 (50% working point)
depending on ?T. Scale factors are used to correct for possible efficiency differences between simulated
event samples and data [74]. Two additional efficiency working points are used to define control regions
and to estimate the multi-jet background in the 0-lepton channel. A DNN score boundary of e−4 is used
to divide the events in the control regions used for background estimation into two roughly equal-size
samples, and a very loose DNN score cut of e−7 is used in the definition of the top-proxy jets that are used
in the multi-jet background estimation (Section 5.2). These working points have efficiencies higher than
95% and light-jet rejection factors ranging between 1.5 and 2.5 approximately.

Small-' jets are reconstructed by applying the anti-:C algorithm with a radius parameter ' = 0.4 to
inner-detector tracks associated with the primary vertex and calorimeter clusters selected by a particle-flow
reconstruction algorithm [80]. An energy calibration is applied to both the input calorimeter clusters [67]
and the final reconstructed jets [81]. The latter takes into account both pile-up effects and flavour
dependencies. Only small-' jets with |[ | < 2.5 and ?T > 25 GeV are considered in this analysis. To reject
jets arising from pile-up, a jet-vertex-tagging technique using a multivariate likelihood [82] is applied to
jets with ?T < 60 GeV, ensuring that selected jets are matched to the primary vertex.

Small-' jets are identified as containing a 1-hadron (henceforth called 1-tagged) using the ‘DL1r’
algorithm [83, 84]. This algorithm is based on a multivariate classification technique with a DNN
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combining information about the impact parameters of tracks and topological properties of secondary and
tertiary decay vertices reconstructed from the tracks associated with the jet. In this analysis, the 1-tagged
jets are selected by using a working point corresponding to an efficiency of 85% for identifying true 1-jets
in simulated CC̄ events. Light-jet rejection factors range between 20 and 50, depending on ?T [84]. Scale
factors are used to correct for possible differences between the 1-tagging efficiencies in simulated events
and data events [83, 85, 86].

A third kind of jet is used in the 1-lepton channel to reject CC̄ events containing hadronically decaying top
quarks without using the previously defined traditional large-' jets. They are obtained by reclustering [87]
small-' jets (passing the aforementioned selection) with a variable-' anti-:C algorithm with a density
parameter d of 350 GeV and a maximum radius of 1.0 [88]. Since the inputted constituent small-' jets are
fully calibrated, their calibration and uncertainties can be propagated directly to the reclustered jet, and no
further calibration step is necessary. In order to suppress contributions from pile-up and soft radiation,
the reclustered variable-' jets are trimmed by removing all associated small-' jets that have ?T below
5% of the ?T of the reclustered jet. These jets, henceforth referred to as vRC-jets, are required to have
?T > 100 GeV and |[ | < 2.0.

Electron candidates are reconstructed from energy deposits in the electromagnetic (EM) calorimeter that are
matched to charged-particle tracks in the ID [89]. They are required to satisfy ?T > 25 GeV and |[ | < 2.47,
excluding the transition region between the barrel and endcap EM calorimeters (1.37 < |[ | < 1.52). They
are identified using the ‘tight’ likelihood identification operating point [89]. The number of hits in the
innermost pixel layer, the IBL, is used to discriminate between electrons and converted photons, and the
longitudinal impact parameter I0 relative to the primary vertex is required to satisfy |I0 sin(\) | < 0.5 mm.
The significance of the transverse impact parameter 30 must satisfy |30/f30 | < 5. Electrons are also
required to be isolated from other activity in the tracking and calorimeter systems, using the ‘FCTight’
isolation working point [89]. The isolation criteria must be satisfied in a cone of size Δ' = 0.2 around
the electron in the calorimeter and a cone of ?T-dependent size in the ID. The latter choice improves the
performance for electrons produced in the decay of high-?T particles.

Muon candidates are reconstructed from matching tracks in the ID and the muon spectrometer, refined
by a global fit which makes use of the hits in both subdetectors [90]. Muons must have ?T > 25 GeV
and |[ | < 2.5, and satisfy the ‘medium’ identification criteria [90]. Like the electrons, their longitudinal
impact parameter is required to satisfy |I0 sin(\) | < 0.5 mm. The significance of the transverse impact
parameter 30 must satisfy |30/f(30) | < 3. Muons are required to be isolated from other activity in the
tracking system, using the ‘TightTrackOnly’ isolation working point [90]. Similarly to the electrons, the
isolation criterion must be satisfied in a cone of ?T-dependent size around the muon in the ID.

For both the electrons and muons, correction factors are applied to compensate for differences between
data and simulation in trigger, reconstruction efficiency, particle identification, and isolation, usually as a
function of relevant kinematic variables.

To resolve any reconstruction ambiguities between electrons, muons and jets, an overlap removal procedure
is applied in a prioritised sequence as follows. First, if an electron shares the same ID track with another
electron, the electron with lower ?T is discarded. Any electron sharing the same ID track with a muon is
rejected. Next, jets are rejected if they lie within Δ' = 0.2 of an electron. Similarly, jets within Δ' = 0.2
of a muon are rejected if the jet has fewer than three associated tracks or if the muon is matched to the jet
through ghost association [79]. Finally, electrons that are close to a remaining jet are discarded if their
distance from the jet is Δ' < 0.4, while for muons the distance is Δ' < min(0.4, 0.04 + 10 GeV/?T).
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The missing transverse momentum ®?miss
T , with magnitude �miss

T , is calculated as the negative vectorial sum
of the transverse momenta of all reconstructed physics objects (electrons, muons and jets) [91] and the
soft term. The soft term includes all tracks associated with the primary vertex but not matched to any
reconstructed physics object. Only tracks associated with the primary vertex are considered, improving the
�miss

T resolution by suppressing the effect of pile-up.

5 Analysis strategy in the 0-lepton channel

Events containing at least one high-?T large-' jet and one high-?T small-' jet that do not overlap are
selected, according to the decay products in the all-hadronic decay mode of the C1 final state. Events are
separated into signal, control, validation and template regions based on the properties of the event’s large-'
and small-' jets. Signal regions are signal-enriched regions, with a top-tagged large-' jet and a 1-tagged
small-' jet. Template and control regions are used to estimate the multi-jet background. Template regions
are used to obtain the initial shape of the reconstructed C1 mass distribution of the multi-jet background.
Control regions are used to normalise those templates and obtain the final background distributions as
well as to estimate their uncertainty. The validation region is used to validate the background estimation
method.

5.1 Event selection

Events are first selected at the trigger level by requiring at least one large-' jet with ?T exceeding a
threshold which depends on the data-taking year: 360 GeV for 2015, 420 GeV for 2016, and 460 GeV for
2017 and 2018. In order to perform the analysis in the regime where the trigger selection is fully efficient,
events are required to have at least one reconstructed large-' jet with ?T > 500 GeV.

Events with noise bursts or coherent noise in the calorimeters are removed, as are events containing large
energy deposits from non-collision or cosmic sources of background. Events without a reconstructed
primary vertex are rejected.

Events containing charged leptons (electron or muon) are removed to ensure orthogonality to the 1-lepton
channel. The definition of lepton candidates described in Section 4 is used for this veto, with the exception
of the isolation requirement, which is dropped.

5.2 Event categorisation

Selected events are categorised into regions according to the procedure outlined in Figure 2, separately for
events where the large-' jet is 1-tagged and for those where it is not, as described in Section 5.3.

First, the number of top-candidate jets in an event is checked. A top-candidate jet is defined as a large-' jet
with ?T > 500 GeV that is top-tagged using the 80% efficiency working point. Events with more than one
such jet are vetoed, which reduces CC̄ contamination. Events with exactly one top-candidate jet are kept and
are considered for the signal regions, the validation region, and the template regions.

Events with no top-candidate jet are considered for the control regions. For this type of event, all large-'
jets with ?T > 500 GeV and a top-tagging DNN score higher than e−7 are considered. This minimal
top-tagging DNN score requirement removes less than 5% of events in data. The removed events show a
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Events with a top-candidate jet and a 1-candidate jet that is not 1-tagged but otherwise satisfies all criteria
outlined above are assigned to the template regions TR1–TR4. These events are used to estimate the shape
of the reconstructed <C1 distribution of the multi-jet background.

Finally, events with at least one top-proxy jet are separated similarly. Pairs consisting of a top-proxy jet and
a 1-candidate jet are assigned to different regions according to whether the 1-candidate jet is 1-tagged: if it
is, then the pair is assigned to control regions 1 (CR1a or CR1b); if not, then the pair is assigned to control
regions 2 (CR2a or CR2b). Each pair of top-proxy and 1-candidate jets is categorised independently for
events with more than one such configuration. By using all possible pairs, any bias that could arise by
having to choose only one large-' jet as the top-proxy jet is avoided without reducing the number of pairs
available in the CR. The statistical correlations introduced by this choice are negligible.

The variable of interest in this analysis is the reconstructed mass of the top-quark–bottom-quark system,
<C1, which is defined in all cases as the invariant mass of the top-candidate (or top-proxy) jet and its
associated 1-candidate jet.

5.3 Further categorisation

The regions defined in Section 5.2 are further refined, taking advantage of the top-tagging properties of
the large-' jet and the presence of 1-tagged jets in the event. In particular, the top-quark decay leads to a
bottom quark, which can be reconstructed and identified with the 1-tagging algorithm. Events are therefore
separated into those where the top-candidate jet is 1-tagged (1-1-tag-in-top category), and those where it
is not (0-1-tag-in-top category). A top-candidate (or top-proxy) jet � is considered 1-tagged if at least
one 1-tagged small-' jet ( 9) is close to it (Δ'( 9 , �) < 1.0). This corresponds to the expected signature
of a , ′ → C1 decay, characterised by the presence of one large-' jet that is top-tagged and 1-tagged
and is back-to-back with a small-' jet that is 1-tagged. The remaining events are in the 0-1-tag-in-top
category; they include some signal events where the 1-quark from the top-quark decay is not identified.
The background estimation procedure is performed separately for these two categories (see Figure 3).

In both the 0-1-tag-in-top and 1-1-tag-in-top categories, events are further categorised according to the
top-tagging DNN score of the top-candidate (or top-proxy) jet and the 1-tagging score of the 1-candidate
jet. Signal-, validation- and template-region events in each category are assigned to one of the regions in
the upper half of Figure 3. Events with a top-candidate jet passing the 50% efficiency working point are
assigned to the upper row, while events with a top-candidate jet failing the 50% efficiency working point
but passing the 80% efficiency working point are assigned to the second row from the top. Events in the
signal regions and the validation region, with a 1-tagged 1-candidate jet, populate the top-right quadrant of
each category, while events in the template regions populate the top-left quadrant.

Every pair consisting of a top-proxy jet and a 1-candidate jet from events without a top-candidate jet is
assigned to one of the control regions in the lower half of each category. Pairs in which the DNN score of
the top-proxy jet is above e−4 are assigned to the third row from the top, while the rest are assigned to the
bottom row. Pairs with a 1-tagged 1-candidate jet are assigned to a region in the right column of each
category, while events without one are assigned to a region in the left column.

The resulting regions are used in different ways:

• SR1, SR2 and SR3 are those where the signal-to-background ratio is the largest and the ones to be
used in the statistical analysis described in Section 10.
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Figure 3: Events in the 0-lepton channel are categorised according to the top-tagging and 1-tagging status of the
large-' jets selected as top-candidate or top-proxy jets, and the 1-tagging status of the small-' jets selected as
1-candidate jets. Events are assigned to the right grid or the left grid, depending on whether the top-tagged or
top-proxy jet is also 1-tagged (1-1-tag-in-top category) or not (0-1-tag-in-top category). Events with exactly one
top-candidate jet are assigned to one of the top two rows depending on whether the top-candidate jet also fulfils
the 50% efficiency top-tagging working point. In the bottom two rows, each top-proxy jet from events without a
top-candidate jet is considered. Events are further separated into columns based on the 1-candidate jet: the right
column if it passes the 1-tag requirement, the left column if it does not.

• VR is used to validate the data-driven multi-jet background estimation described in Section 7.

• TR1, TR2, TR3 and TR4 provide the initial template for the multi-jet background in SR1, SR2, SR3
and VR respectively.

• CR1a and CR2a are used to obtain the multi-jet background in SR1 and SR2, while CR3a and CR4a
are used to obtain the same background in SR3 and VR. They are also used to assess its uncertainty.

• CR1b and CR2b are used to assess the uncertainty in the multi-jet background in regions SR1 and
SR2, while CR3b and CR4b are used for the same uncertainty in regions SR3 and VR.

The distribution of the reconstructed <C1 in each of the three signal regions is shown in Figure 4 for selected
simulated signal samples with a right-handed, ′ boson and a coupling value of 6′/6 = 1. The distribution
peaks at the, ′-boson mass, but exhibits a tail to lower <C1 that is more pronounced for higher, ′-boson
masses. The tail is due to the fact that, when the , ′ pole-mass is high, the PDF values for producing
on-shell, ′ bosons are suppressed relative to the ones for producing low-mass off-shell, ′ bosons. The
product of fiducial acceptance and selection efficiency is shown in Figure 5 for the three signal regions and
the right- and left-handed chirality scenarios with a coupling value of 6′/6 = 1. The fraction of, ′-boson
signal events in the template regions is small. Its impact on the background estimate is less than 3.5% of
the background for a, ′-boson mass of 4 TeV when the signal cross-section is normalised to the expected
limit at 4 TeV. It is negligible compared to the systematic uncertainties of the signal and background. The
signal contamination in the control regions is negligible.
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Figure 4: Reconstructed <C1 distributions for the right-handed, ′-boson signal with a coupling value of 6′/6 = 1 in
(a) signal region 1, (b) signal region 2 and (c) signal region 3 of the 0-lepton channel. Distributions are normalised to
unit area. The first and last bin in each distribution includes the underflow and overflow, respectively.

6 Analysis strategy in the 1-lepton channel

Events containing exactly one isolated lepton, two or more jets and a certain amount of �miss
T are selected,

based on the expected decay products of the C1 final state in the lepton+jets decay mode. Events passing
these preselection requirements are categorised into different regions based on the number of jets, the
number of 1-tagged jets, and other kinematic variables.

6.1 Event preselection

Events are selected using a combination of single-lepton and �miss
T triggers [27]. The �miss

T triggers are
only considered for events with a reconstructed �miss

T > 200 GeV to ensure 100% efficiency of the trigger
selection. The single-lepton triggers require the presence of a muon or an electron with ?T higher than a
certain threshold and, in some cases, impose identification and lepton-isolation requirements. The lowest
?T threshold was 24 (20) GeV for electrons (muons) during the 2015 data-taking period and 26 GeV for
both the electrons and muons in the data-taking periods from 2016 to 2018. A trigger-matching requirement
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Figure 5: The product of fiducial acceptance and selection efficiency for the three signal regions of the 0-lepton
channel as a function of the mass of the, ′ boson, for, ′ bosons with (a) right-handed chirality and (b) left-handed
chirality. The, ′ boson’s coupling strength is set to 6′/6 = 1.

is applied to the reconstructed lepton, which must be within Δ' = 0.1 of the corresponding object at the
trigger level [27]. The addition of �miss

T triggers offsets a small loss of signal efficiency that occurs for the
muon trigger.

Events with noise bursts or coherent noise in the calorimeters are removed, as are events containing large
energy deposits from non-collision or cosmic sources of background. Events without a reconstructed
primary vertex are rejected.

Events are required to contain one lepton with ?T > 50 GeV and |[ | < 2.47, and no additional lepton
with ?T > 30 GeV and |[ | < 2.47. Electrons in the transition region between the barrel and endcap EM
calorimeters (1.37 < |[ | < 1.52) are not considered. Events are required to contain two or more jets with
?T > 30 GeV and |[ | < 2.5. Finally, events are required to have �miss

T > 100 GeV. These lepton selection
criteria ensure that the trigger selection has a high efficiency for signal events, generally above 95%.

6.2 Event reconstruction

Selected events contain exactly one lepton, missing transverse momentum, and at least two jets. These
objects are used to reconstruct the , ′ boson and the intermediate top quark and leptonically decaying
, boson from its decay, as shown in the right diagram of Figure 1. The neutrino is reconstructed starting
from the missing transverse momentum in the event. Assuming that all of the �miss

T in an event is carried
by the neutrino, ?G,a and ?H,a are given by the G- and H-component of the ®? miss

T . The ?I,a component
is estimated by requiring that the squared sum of the lepton and neutrino four-momenta must yield the
,-boson mass, which results in a quadratic equation. The possible solutions for ?I,a are given by

?±I,a =
` · ?I,ℓ
?2

T,ℓ

±

√

√

√

`2 · ?2
I,ℓ

?4
T,ℓ

−
�2
ℓ
· (�miss

T )2 − `2

?2
T,ℓ

,

with
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` =
<2

,

2
+ cosΔq · ?T,ℓ · ?T,a .

In these formulae, <, is set to 80.4 GeV, ?T,a is the transverse momentum of the neutrino and Δq is the
azimuthal angle between the charged lepton and the reconstructed ®? miss

T . The ?I , transverse momentum,
and energy of the charged lepton are given by ?I,ℓ , ?T,ℓ and �ℓ , respectively.

If there are two real solutions for ?I,a , the one with the smaller absolute value is chosen. If the radicand is
negative, the imaginary solution is avoided by multiplying ®? miss

T by a factor chosen to make the radicand
exactly zero. This adjustment satisfies <,

T = <, , where <,
T is the transverse mass of the reconstructed

, boson, and results in a single real solution.

The, boson is reconstructed as the sum of the four-vectors of the lepton and the neutrino. The top quark
is then reconstructed by combining the, boson with one of the jets, without considering 1-tagging. The
jet 9 that provides the invariant mass of the, 9 system closest to the top-quark mass (<top = 172.5 GeV)
is chosen and is referred to as 1top. Events with ?top

T ≤ 200 GeV are rejected. Finally, the jet with the
highest transverse momentum not selected as 1top is added to the top quark to obtain the reconstructed

, ′ boson and its mass <C1. This jet is referred to as 1, ′ in the following. Events with ?1,′
T ≤ 200 GeV

or <C1 ≤ 500 GeV are rejected. This simple method to reconstruct and identify the C1 candidate provides a
, ′-boson mass peak with good resolution without any efficiency reduction.

6.3 Event categorisation

Events selected and reconstructed as described in the previous subsections are categorised into regions
based on the reconstructed objects. Both lepton flavours, electron and muon, are kept together in the same
region. Signal, validation and control regions are defined by selecting events with two or three jets, one
or two of which are required to be 1-tagged, resulting in four possible combinations. These regions are
referred to as 2j1b, 3j1b, 2j2b and 3j2b. Additional region-specific requirements are imposed to further
suppress SM backgrounds:

• A requirement of <,
T > 20 GeV on the transverse mass of the reconstructed , boson in regions

with one 1-tagged jet suppresses multi-jet events.

• In regions with three jets, events in which the third jet (neither the 1top nor the 1, ′) is 1-tagged are
rejected. This requirement reduces the CC̄ background where the third jet is more likely to originate
from a bottom quark.

• In regions with three jets, events are rejected if they contain a reclustered jet with mass close to
the top quark (140 GeV < <vRC-jet < 200 GeV). This requirement removes both the,+jets and CC̄
background where the third jet is less likely to be 1-tagged.

• In regions with two jets and one 1-tagged jet, only events in which the 1, ′ is 1-tagged are kept.
This requirement reduces the CC̄ background, which has a high fraction of events in which the 1top is
1-tagged but the 1, ′ is not.

Each of the four initial regions is further divided into signal, validation and control regions. The signal
regions are referred to as SR 2j1b, SR 3j1b, SR 2j2b and SR 3j2b and are defined by two additional
requirements:
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Table 1: Definition of the signal, control and validation regions in the 1-lepton channel.

Regions SR �',+jets +',+jets +'C C̄

SR 2j1b, SR 2j2b, CR 2j1b, CR 3j1b VR 2j1b, VR 3j1b VR 2j2b, VR 3j2b

SR3j1b, SR3j2b

Trigger �miss
T OR one-lepton

#jets 2, 3
#1-jets 1, 2 1 1 2

?
lepton
T > 50 GeV
�miss

T > 100 GeV
<,

T (in 1-tag) > 20 GeV

?
1,′
T > 200 GeV
?

top
T > 200 GeV
<C1 > 500 GeV

|Δ[(top, 1, ′) | < 2.0 n/a n/a n/a
Δ'(ℓ, 1top) < 1.0 > 1.5, ≤ 2.4 > 1.0, ≤ 1.5 > 1.0, ≤ 2.4

1-tagging (2-jet regions) 1, ′ is 1-tagged
1-tagging (3-jet regions) third jet is not 1-tagged
vRC-jet (3-jet regions) veto events with 140 GeV < <vRC-jet < 200 GeV

• The separation between the top-quark decay products in the ([, q) plane is required to be small, as
expected for a high-?T top quark. A requirement of Δ'(ℓ, 1top) < 1.0 is imposed.

• The pseudorapidity difference between the top quark and the 1, ′ is required to satisfy |Δ[(top, 1, ′) | <
2.0. This requirement rejects CC̄ and multi-jet backgrounds, where the top quark and the 1, ′ are
expected to be well separated.

Control regions for the,+jets background are defined using the same jet-multiplicity criteria as the signal
regions (two or three jets) and requiring one of those jets to be 1-tagged. Signal events are suppressed
by requiring that the lepton and the 1top are separated in Δ'. As the distance Δ'(ℓ, 1top) increases, the
amount of signal and CC̄ background decreases, while the amount of,+jets background increases. Events
are assigned to the control regions if they satisfy 1.5 < Δ'(ℓ, 1top) ≤ 2.4. These regions are referred to as
CR 2j1b and CR 3j1b and are orthogonal to the signal regions.

Events with the same jet multiplicity and 1-jet multiplicity as in CR 2j1b or CR 3j1b but which satisfy
1.0 < Δ'(ℓ, 1top) ≤ 1.5 are assigned to validation regions for the,+jets background. These regions are
referred to as VR 2j1b and VR 3j1b and are orthogonal to both the signal regions and the control regions.

Validation regions are also defined for the CC̄ background by selecting events with two or three jets, two
of which are required to be 1-tagged. Orthogonality to the signal regions is maintained by requiring
1.0 < Δ'(ℓ, 1top) ≤ 2.4. These regions are referred to as VR 2j2b and VR 3j2b.

A summary of the region definitions is given in Table 1, while a schematic view is shown in Figure 6.

The distribution of the reconstructed <C1 in the four signal regions is shown in Figure 7 for selected
simulated signal samples with a right-handed, ′ boson and a coupling value of 6′/6 = 1. The behaviour is
similar to the 0-lepton case, with distributions peaking around the, ′-boson mass and a long tail towards
lower masses. The product of fiducial acceptance and selection efficiency for the same regions is shown in
Figure 8. After an initial rise due to threshold effects for a, ′-boson mass of 500 GeV, the efficiency drops

17



Number of jets = 2

CR 2j1b
VR 2j2b

VR 2j1b

SR 2j1b SR 2j2b

2

1

1.5

Number of b-tagged jets

R(
,b

_t
op

)

1

2.4

0

Number of b-tagged jets
R(

,b
_t

op
)

Number of jets = 3

CR 3j1b
VR 3j2b

VR 3j1b

SR 3j1b SR 3j2b

1 2

1

1.5

2.4

0

Figure 6: Events in the 1-lepton channel are categorised according to the number of jets and 1-tagged jets in the
event. Events are assigned to signal, control or validation regions depending on the angular separation between the
lepton and jet used to reconstruct the top-quark candidate (1top).

as the mass increases. This is mainly caused by 1-tagging and lepton efficiency dropping as a function of
?T. As transverse momentum increases and the angular distance between the top-quark decay products is
reduced, the efficiency to identify isolated leptons degrades accordingly. For high, ′-boson masses the
relative importance of the, ′ peak becomes small due to reconstruction and PDF effects, as can be seen in
Figure 7. When that happens the low mass tail dominates the efficiency calculation, causing it to increase
slightly. The fraction of, ′-boson signal events is negligible in both the validation and control regions.
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Figure 7: Reconstructed <C1 distributions for the right-handed, ′-boson signal with coupling value of 6′/6 = 1 in
(a) signal region 2j1b, (b) signal region 3j1b, (c) signal region 2j2b and (d) signal region 3j2b. Distributions are
normalised to unit area. The first and last bin in each distribution includes the underflow and overflow, respectively.
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Figure 8: The product of fiducial acceptance and selection efficiency for the signal regions of the 1-lepton channel as
a function of the mass of the, ′ boson, for, ′ bosons with (a) right-handed chirality and (b) left-handed chirality.
The, ′ boson coupling strength is set to 6′/6 = 1.0.
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7 Background estimation for the 0-lepton channel

The dominant background in the 0-lepton channel, from multi-jet production, is estimated using a data-
driven method that predicts both the shape and normalisation of the multi-jet <C1 distribution in the
signal and validation regions. The initial template for the multi-jet background in each signal region,
SR 9 in Figure 3 ( 9 = 1, 2, 3), is the <C1 histogram in the corresponding template region, TR 9 in Figure 3
( 9 = 1, 2, 3). TR4 is used to obtain the template in the VR. The correct normalisation for each template in
the target region is obtained by multiplying each bin in the template histograms by the ratio #obs

CR1a/#obs
CR2a

obtained in the same bin of regions CR1a and CR2a or the corresponding ratio #obs
CR3a/#obs

CR4a obtained in
CR3a and CR4a. This ratio represents the number of top-candidate jets for which the 1-candidate jet is
1-tagged divided by the number of top-candidate jets for which the 1-candidate jet is not 1-tagged. It is
expected to not depend strongly on the top-tagging criteria for the top-candidate. This ratio is obtained
using the pairs composed of a top-proxy jet and a 1-candidate jet in the control regions indicated with
the letter ‘a’ in Figure 3, CR 9a, which are completely dominated by multi-jet events. The pairs of jets in
the control regions form the same kinematic relationship as the pairs of jets in the signal and validation
regions. This equivalence allows the ratio to be used to scale the <C1 distribution from the template to the
signal and validation regions. The ratio varies between 0.14 (0.15) at low <C1, around 1 TeV, and 0.19
(0.21) at high <C1, above 5 TeV, for the 0-1-tag-in-top (1-1-tag-in-top) category.

The CC̄ background is subdominant and is estimated using the simulated event samples described in Section 3.
It is non-negligible in the signal and template regions because it contains two 1-hadrons. The predicted CC̄
background (# C C̄ ) is subtracted from data (#obs) in the template regions to obtain the multi-jet background
template. The small background from ++jets is similar in flavour composition to the multi-jet background
and is thus accounted for by the data-driven multi-jet background estimate.

The data-driven estimate of the multi-jet background in bin 8 of <C1 in each of the signal regions and the
validation region is then given by

#
data-driven background
SR1,SR2 (8) = '1

corr(8) ×
(

#obs
TR1,TR2(8) − # C C̄

TR1,TR2(8)
)

×
#obs

CR1a(8)
#obs

CR2a(8)
(1)

and

#
data-driven background
SR3,VR (8) = '0

corr(8) ×
(

#obs
TR3,TR4(8) − # C C̄

TR3,TR4(8)
)

×
#obs

CR3a(8)
#obs

CR4a(8)
. (2)

The correction factors '1,0
corr take into account possible correlations between the top-tagging of the top-

candidate jet and the 1-tagging of the 1-candidate jet in the 1-b-tag-in-top and 0-b-tag-in-top categories,
respectively. The nominal value is 'corr = 1 because the correlations are small. This is verified in simulated
multi-jet samples by computing the corresponding ratio of yields, for example (#SR1#CR2a)/(#TR1#CR1a)
for SR1. Deviations from unity are considered as uncertainties of the method and are described in
Section 9.

In order to mitigate the impact of the smaller number of data events in the tails of the <C1 distributions in
the control regions, bins are merged from high to low <C1 to ensure that the statistical uncertainty in each
bin of the 1-tagging ratio is less than 5%. The same operation is done when calculating the correction
factor 'corr.
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The expected and observed event yields in the three signal regions and the validation region are shown in
Table 2, together with the predicted yields for a, ′ boson with a mass of 3 TeV, right-handed chirality and
a coupling value of 6′/6 = 1.0. The uncertainty in each estimate is the sum in quadrature of the systematic
uncertainties from all sources described in Section 9. The uncertainty in the CC̄ background is large, mostly
due to the uncertainty in the theory modelling. The data-driven background uncertainty is small thanks to
the very large event yields in data. It is larger in regions SR1 and SR2 than in SR3 and VR due to two main
factors: the larger CC̄ background propagated through the data-driven method and the presence of 1-tagged
jets inside the top-candidate (top-proxy) jet, which increases the impact of the flavour composition on the
correlation factor.

Table 2: Predicted and observed event yields for the signal regions and the validation region of the 0-lepton channel
before the fit to data. The uncertainty in each estimate is the sum in quadrature of the systematic uncertainties from
all sources described in Section 9. Signal yields correspond to the theoretical prediction for a 3 TeV right-handed, ′

boson with a coupling strength of 6′/6 = 1.0.

SR1 SR2 SR3 VR
Data-driven 23190 ± 520 94000 ± 2000 76100 ± 500 297000 ± 1900
All-hadronic CC̄ 4700 ± 830 6400 ± 1600 1090 ± 170 1400 ± 300
Non-all-hadronic CC̄ 1220 ± 180 1730 ± 350 330 ± 46 445 ± 87
Total background 29000 ± 1000 102400 ± 2400 77560 ± 550 299000 ± 2000
, ′ (< = 3.0 TeV) 500 ± 100 390 ± 85 260 ± 58 190 ± 41
Data 29220 100383 78407 298727

8 Background estimation for the 1-lepton channel

The dominant background components in the 1-lepton channel are those from,+jets and CC̄ production.
They are estimated using the simulated event samples described in Section 3. The subdominant diboson,
/+jets and single-top-quark processes are also estimated using simulated event samples. The small
multi-jet contamination from jets misreconstructed as isolated leptons is estimated using a data-driven
method known as the template method.

The initial template for the multi-jet distribution is obtained by defining ‘loose’ regions with exactly the
same selection requirements as those described in Section 6.3 except for a looser lepton selection. The
lepton selection is modified as follows to obtain regions enriched in multi-jet events:

• Electrons must pass the ‘medium’ but not the ‘tight’ likelihood identification requirements [92].

• Muons must pass the ‘loose’ but not the ‘medium’ identification requirements [93].

• Electrons and muons must fail the isolation requirements described in Section 4.

Templates are obtained in each loose region for two variables, <C1 and <,
T , by subtracting the background

components described above from data.

The distribution of<,
T is used to obtain correction factors from a binned maximum-likelihood fit performed

independently in each signal, control and validation region. In these <,
T fits, the contributions from CC̄ and

,+jets, as well as the initial multi-jet template from the corresponding loose region, are allowed to float
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freely. The resulting multi-jet normalisation factors, one per region, are used to scale the corresponding
loose multi-jet <C1 template and obtain the <C1 multi-jet distribution to be used in the statistical analysis.
The <,

T distribution is chosen for this method because multi-jet contribution’s shape is different from that
of other backgrounds and the bin-by-bin signal significance is extremely small, even for signal regions.

The expected and observed event yields in the signal, control and validation regions are shown in Tables 3,
4 and 5 respectively, together with the predicted yields for a, ′ boson with a mass of 3 TeV, right-handed
chirality and a coupling value of 6′/6 = 1.0. The uncertainty in each estimate is the sum in quadrature of
the systematic uncertainties from all sources described in Section 9. The amount of multi-jet background
is small in all regions, particularly in those with two 1-tagged jets, where it is compatible with zero.

Table 3: Predicted and observed event yields for the signal regions of the 1-lepton channel before the fit to data. The
uncertainty in each estimate is the sum in quadrature of the systematic uncertainties from all sources described in
Section 9. Signal yields correspond to the theoretical prediction for a 3 TeV right-handed, ′ boson with a coupling
strength of 6′/6 = 1.0.

SR 2j1b SR 2j2b SR 3j1b SR 3j2b
CC̄ 856 ± 51 3910 ± 220 8150 ± 210 7480 ± 250
,+jets 3140 ± 170 329 ± 32 3600 ± 230 204 ± 22
/+jets 205 ± 95 100 ± 44 380 ± 160 64 ± 28
Single-top-quark 300 ± 40 1130 ± 110 1660 ± 270 990 ± 140
Diboson 69 ± 28 13 ± 6 190 ± 77 15.7 ± 7.2
Multi-jet 89 ± 11 82 ± 37 179 ± 24 11 ± 11
Total background 4670 ± 220 5560 ± 290 14160 ± 490 8760 ± 310
, ′ (< = 3.0 TeV) 15.2 ± 1.2 42.8 ± 4.9 33.4 ± 3.6 51.7 ± 5.3
Data 5081 5150 14496 8060

Table 4: Predicted and observed event yields for the control regions of the 1-lepton channel before the fit to data. The
uncertainty in each estimate is the sum in quadrature of the systematic uncertainties from all sources described in
Section 9.

CR 2j1b CR 3j1b
CC̄ 1386 ± 58 4940 ± 160
,+jets 7720 ± 470 6780 ± 530
/+jets 150 ± 60 160 ± 66
Single-top-quark 640 ± 160 1380 ± 360
Diboson 168 ± 68 300 ± 120
Multi-jet 236 ± 26 273 ± 38
Total background 10300 ± 520 13700 ± 800
Data 11553 14431
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Table 5: Predicted and observed event yields for the validation regions of the 1-lepton channel before the fit to data.
The uncertainty in each estimate is the sum in quadrature of the systematic uncertainties from all sources described
in Section 9.

VR 2j1b VR 3j1b VR 2j2b VR 3j2b
CC̄ 677 ± 36 6420 ± 160 3010 ± 180 6500 ± 240
,+jets 3730 ± 220 4160 ± 300 1340 ± 110 620 ± 68
/+jets 100 ± 40 153 ± 64 82 ± 34 40 ± 17
Single-top-quark 330 ± 80 1640 ± 240 1660 ± 340 1370 ± 390
Diboson 83 ± 35 203 ± 83 31 ± 13 33 ± 14
Multi-jet 83 ± 9 195 ± 27 283 ± 55 92 ± 66
Total background 5000 ± 260 12770 ± 540 6410 ± 440 8650 ± 490
Data 5398 13091 6413 8310

9 Systematic uncertainties

The modelling of signal, CC̄, ++jets, single-top-quark, and diboson events described in Section 3 is affected
by experimental uncertainties related to the reconstruction and calibration of the physics objects. In
addition, uncertainties in the theoretical modelling of the CC̄, single-top-quark, and ++jets backgrounds are
also taken into account.

In the 0-lepton channel, these uncertainties affecting the simulated backgrounds also affect the data-driven
background estimate because they are propagated through the CC̄ subtraction in the template regions.
Additional sources of uncertainty affecting the data-driven background in the 0-lepton channel are
considered in order to account for possible deviations from the core assumptions of the method described in
Section 7. The multi-jet background in the 1-lepton channel is small, so all uncertainties in this background
are expected to be covered by a single normalisation uncertainty.

9.1 Experimental uncertainties

Uncertainties related to the energy scale and resolution of small- and large-' jets are evaluated by combining
information about detector reconstruction performance in simulated events with in situ methods using data
collected with ATLAS during LHC Run 2 [73, 81]. Uncertainties related to the mass scale of large-' jets
are evaluated by using a forward-folding technique combining fits to the ,-boson and top-quark mass
peaks in order to extract both the mass scale and resolution differences between data and simulation [94].
This approach is complemented by the 'trk method [73]. A constant jet mass resolution uncertainty of 20%
is assigned to the mass of large-' jets [73].

Uncertainties in the correction factors for the 1-tagging identification response are derived from dedicated
flavour-enriched samples in data. An additional term is included to extrapolate the measured uncertainties
to the high-?T region with jet ?T > 400 GeV. This term is calculated from simulated events by considering
variations of the quantities affecting the 1-tagging performance, such as the impact parameter resolution,
percentage of poorly measured tracks, description of the detector material, and track multiplicity per jet.
The dominant uncertainty affecting the extrapolation to high-?T is related to the interactions of high-?T

1-hadrons in the innermost pixel layer, which were not considered in the simulation of the samples used for
this analysis [83].

23



Uncertainties in the correction factors for the top-tagging identification are considered [95], taking into
account effects on the selection and reconstruction of jets involved in the scale factor estimation. These
uncertainties are obtained by taking into account uncertainties related to the jet energy scale and 1-tagging,
as well as MC generator uncertainties and statistical uncertainties. Additional uncertainties related to the
modelling of the samples used for the scale factor estimation are also taken into account. Uncertainties
are also considered for jets with ?T > 800 GeV in the extrapolation of the measured uncertainties to the
high-?T region.

Variations in the reweighting applied to simulated event samples to match the mean number of ?? interactions
observed in each bunch crossing in data are included. They cover the uncertainty in the ratio of the
predicted and measured inelastic cross-sections. A constant 1.7% [32] normalisation uncertainty is applied
to all simulated event samples to account for uncertainty in the combined 2015–2018 integrated luminosity,
obtained using the LUCID-2 detector [96] for the primary luminosity measurements, complemented by
measurements using the inner detector and calorimeters.

9.2 Modelling uncertainties in background simulations

For the 0-lepton channel, uncertainties in modelling the CC̄ background are included. Other possible
backgrounds are only included as part of the data-driven estimation. For the 1-lepton channel, uncertainties
in modelling the CC̄, single-top-quark, and,+jets backgrounds are included.

Several uncertainties in the theoretical modelling of the CC̄ background samples are considered. Systematic
uncertainties due to the choice of parton shower and hadronisation model are evaluated by comparing the
nominal CC̄ sample with a sample produced with the Powheg Box v2 generator using the NNPDF3.0nlo

PDF set. Events in the latter sample were passed to Herwig 7.04 [97, 98], which used the H7UE
set of tuned parameters [98] and the MMHT2014lo PDF set [99]. To assess the uncertainty in the
matching of NLO matrix elements to the parton shower, the nominal Powheg sample is compared with
a sample of events generated with MadGraph5_aMC@NLO 2.6.0 [33] interfaced with Pythia 8.230.
The MadGraph5_aMC@NLO calculation used the NNPDF3.0nlo PDF set, and Pythia 8 used the A14
tune and the NNPDF2.3lo PDF set. Before the comparisons, these samples were corrected to match the
NNLO predictions of the top-quark ?T distribution using the procedure outlined in Section 3.2. Systematic
uncertainties associated with alternative choices of renormalisation and factorisation scales, in which their
nominal values are varied by factors of 0.5 and 2.0, and with the choice of PDF set, which is changed to
LUXqed+PDF4LHC15 [35, 100], are included by correcting the nominal sample to dedicated alternative
NNLO calculations [53]. Additional uncertainties are calculated using internal weights associated with
each event for alternative MC tune choices [36] corresponding to changes in the amount of initial-state and
final-state radiation and in the modelling of multiple parton interactions.

For the three production modes contributing to the single-top-quark background, the uncertainty due to
the parton shower and hadronisation model is evaluated by comparing the nominal sample of events with
a sample where the events generated with the Powheg Box v2 generator are interfaced to Herwig 7.04,
which used the H7UE tune and the MMHT2014lo PDF set. To estimate the uncertainty in the matching of
NLO matrix elements to the parton shower, the nominal samples are compared with samples generated
with the MadGraph5_aMC@NLO 2.6.2 generator at NLO in QCD using the five-flavour scheme and the
NNPDF2.3nlo PDF set. The events are interfaced with Pythia 8.230, which used the A14 tune and the
NNPDF2.3lo PDF set. Additional uncertainties are considered for the choice of PDF set, analogous to the
CC̄ uncertainties. These are included by using weights related to variations of the NNPDF3.0nlo set and
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alternative baseline PDF sets, namely the MMHT2014nlo set [99] and the CT14nlo set [101]. Finally, the
nominal C,-channel Powheg+Pythia 8 sample is also compared with an alternative sample generated
using the diagram subtraction scheme [50, 66] to estimate the uncertainty arising from the interference
with CC̄ production.

For the ,+jets background in the 1-lepton channel, internal weights are used to consider alternative
renormalisation and factorisation scale choices. Uncertainties related to the choice of PDF set are estimated
using internal weights corresponding to the NNPDF3.0nnlo set and two alternative baseline PDF sets,
CT18nnlo [102] and MSHT2020nnlo [103], as well as two variations of the NNPDF3.0nnlo set with
different values of Us. Uncertainties associated with the inclusion of approximate NLO electroweak
corrections are included by using internal weights corresponding to different ways of combining the QCD
and electroweak contributions: additive, multiplicative, or exponentiated [104]. Each option is compared
with the nominal prediction independently.

A 6% uncertainty is assigned to the CC̄ normalisation in the 0-lepton channel, in accord with the inclusive
cross-section calculation described in Section 3. No overall normalisation uncertainty is assigned to the CC̄
or,+jet inclusive cross-section for the 1-lepton channel as the normalisation of each of these background
components is controlled by free-floating parameters in the final likelihood fit described in Section 10.
An overall normalisation uncertainty of 5% is assigned to the single-top-quark backgrounds to account
for the inclusive cross-section uncertainty. A conservative 40% normalisation uncertainty is assigned to
both /+jets and diboson production to take into account any possible mismodelling in the production of
additional jets [105] and heavy-flavour jets [106] in these minor backgrounds.

9.3 Uncertainties related to the data-driven background estimation

Dedicated uncertainties in the data-driven background estimation in the 0-lepton channel are obtained by
measuring the correlation between the top-tagging DNN score of the top-candidate jet and the 1-tagging
score of the 1-candidate jet directly in data, using the control regions defined in Section 7.

The assumption of 'corr = 1 in Eqs. (1) and (2) is replaced by the ratio of diagonal products,

'1
corr(8) =

#obs
CR1a(8) × #obs

CR2b(8)
#obs

CR2a(8) × #obs
CR1b(8)

and

'0
corr(8) =

#obs
CR3a(8) × #obs

CR4b(8)
#obs

CR4a(8) × #obs
CR3b(8)

,

for the 1-1-tag-in-top and 0-1-tag-in-top categories, respectively, to obtain the varied background estimates
used to define the uncertainty. The counts #CR 9 (8) represent the number of events in bin 8 of the <C1

distribution in region CR 9 . These 'corr values deviate from unity as the correlation between top-tagging
and 1-tagging increases.

The background rejection factors for top-tagging and 1-tagging decrease for high-?T large-' and small-'
jets, resulting in a dependence on <C1. This can cause 'corr to deviate from unity. In addition, the flavour
composition of the partons in multi-jet events changes as a function of<C1, with more heavy-flavour partons
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being found at lower masses. The uncertainty in 'corr is separated into two uncorrelated components, one
for low masses (<C1 ≤ 2 TeV) and the other for high masses (<C1 > 2 TeV), to account for these two
effects. This uncertainty ranges from 1% at low <C1 values to approximately 5% for large <C1 in SR3. It
takes slightly larger values for SR2 and SR1, with values up to 13% in the high <C1 region.

In the 1-lepton channel, the uncertainty in the normalisation factor for the multi-jet background described
in Section 8 is taken into account.

9.4 Uncertainty impact

In order to estimate the importance of the different categories of systematic uncertainties, their post-fit
impact is calculated for right-handed, ′ bosons with various masses and 6′/6 = 1.0. The result of such an
estimation in the combined fit of the two channels is shown in Table 6 as the fractional contribution of
each category to the total uncertainty in the observed signal strength. For each category, the fit to data is
repeated with the corresponding group of nuisance parameters fixed to their best-fit values. Each category’s
contribution is evaluated from the difference of the squares of the uncertainty of the original fit and the
modified fit, by dividing the square root of this difference by the uncertainty of the original fit. The sum in
quadrature is different from one due to correlations among nuisance parameters in the fit.

The relative importance of systematic uncertainties falls with increasing, ′-boson mass, and the measure-
ment becomes very statistically dominated at large masses. The MC and data-driven background statistics
category is similarly dominated by the statistical uncertainty of the data-driven background in the 0-lepton
channel. Among the systematic uncertainties, background modelling uncertainties dominate mostly at
large masses, while for lower masses the top- and flavour-tagging uncertainty components become more
important.

10 Statistical analysis and results

In order to test for the presence of a massive resonance, templates in the variable <C1 obtained from the
simulated signal samples, background samples, and data-driven predictions are fitted to the data. The fit
uses a binned maximum-likelihood approach based on the RooStats framework [107]. Separate fits are
performed for each signal mass and chirality hypothesis. Each fit includes the three signal regions defined
in Section 5 for the 0-lepton channel and the six signal and control regions defined in Section 6 for the
1-lepton channel, making a total of nine regions in which the <C1 distribution is fitted simultaneously.

The systematic uncertainties described in Section 9 can change the acceptance, normalisation and shape
of the <C1 distribution for the signal and the background processes. They are incorporated into the fit as
nuisance parameters with a log-normal or Gaussian constraint. The signal and background expectations in
each bin are functions of these nuisance parameters.

As already indicated in Section 9, the normalisations of the CC̄ and,+jets background components in the
1-lepton channel are allowed to float freely in the fit. Two independent normalisation factors are used for
each of the,+jets and CC̄ background components, one for the 2-jet regions and one for the 3-jet regions,
making a total of four normalisation factors. This choice is motivated by the previous search [22], where
significant differences in the modelling as a function of the jet multiplicity were observed. For the same
reason, all modelling uncertainties in the 1-lepton channel are kept uncorrelated between regions with
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Table 6: Post-fit fractional contributions of different uncertainty categories to the total uncertainty in the observed
signal strength, as determined in the combined fit of the 0-lepton and 1-lepton channels. Different masses of a
right-handed , ′ boson with 6′/6 = 1.0 are considered. For each category, the fit to data is repeated with the
corresponding group of nuisance parameters fixed to their best-fit values. Each category’s contribution is evaluated
from the difference of the squares of the uncertainty of the original fit and the modified fit, by dividing the square
root of this difference by the uncertainty of the original fit. The sum in quadrature is different from unity due to
correlations among nuisance parameters in the fit.

Uncertainty <(, ′) = 2 TeV <(, ′) = 4 TeV
Background modelling 0.36 0.42
CC̄ 0.21 0.11
,+jets 0.19 0.11
Multi-jet and data-driven background 0.16 0.37
Single-top-quark 0.20 0.21
Other processes 0.03 0.00
Instrumental 0.40 0.21
Top-tagging 0.14 0.16
Flavour-tagging 0.35 0.11
Large-' jets 0.04 0.00
Small-' jets 0.11 0.05
Other 0.01 0.00
Total systematic uncertainty 0.61 0.47
MC and data-driven bkg. statistics 0.25 0.42
Statistical uncertainty 0.75 0.79

different jet multiplicities. Both the normalisation and modelling uncertainties are assumed to be correlated
between regions with different 1-tagged jet multiplicities but the same jet multiplicity. In the 0-lepton
channel, all modelling uncertainties are kept fully uncorrelated between the three signal regions.

Given the different treatment of the modelling uncertainties in the different channels, these uncertainties are
considered uncorrelated between the 0-lepton and 1-lepton channels. The same is true for the normalisation
uncertainties present in the 0-lepton channel and the floating normalisations present in the 1-lepton channel.
Experimental uncertainties, when present in both channels, are considered correlated.

The probability that the data are compatible with the background-only hypothesis is estimated by integrating
the distribution of the log-likelihood ratio, approximated using the asymptotic formulae described in
Ref. [108]. In the absence of any significant excess above the expected background, upper limits at the
95% confidence level (CL) on the signal production cross-section times the , ′ → C1 decay branching
ratio are derived using the CLs method [109].

For left-handed , ′ hypotheses, interference with B-channel single-top-quark production is included in
the fit by changing the signal template shape. If the signal is scaled by a factor `B, the interference
contribution is scaled by

√
`B and the signal template is modified correspondingly by the interference

contribution [110].

The <C1 distribution in the validation region of the 0-lepton channel before the likelihood fit is shown in
Figure 9(a). There is good agreement between data and prediction, and the uncertainty becomes significant
only for <C1 above 3 TeV. Figures 9(b)–9(d) show the <C1 distributions in the three signal regions of the
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0-lepton channel after a background-only fit to data. The pre-fit background prediction is also shown; it is
very close to the post-fit background in all three regions. The maximum value of <C1 observed in data is
7.8 TeV, for an event in SR3.

The distributions of <C1 in the 1-lepton channel are shown in Figure 10 for the two control regions
and the two ,+jets validation regions after a background-only fit to data. Agreement is good in all
1-lepton-channel regions, with the uncertainty remaining relatively small until values of <C1 are higher
than 3.5 TeV. Figure 11 shows the distributions for the four signal regions. The post-fit normalisation
factors for the CC̄ background component have values of 0.89 ± 0.07 and 0.92 ± 0.04 for the 2-jet and 3-jet
regions respectively. The corresponding factors for the,+jets background component are 1.19 ± 0.07 and
1.21 ± 0.11 for the 2-jet and 3-jet regions respectively.

Good agreement between the background prediction and data is observed in all regions. Upper limits on
the production cross-section times decay branching ratio as a function of the, ′-boson mass are therefore
derived and are shown in Figure 12 for a right-handed, ′ boson and in Figure 13 for a left-handed, ′ boson.
For each chirality, three different values of 6′/6 are used to generate upper limits. In all cases, the expected
limit in each channel is shown in addition to the combination. The observed limits and expected limits
are derived by linear interpolation between those obtained for several different signal mass hypotheses.
Mass-limit values are obtained from the intersection of the limit curves with the theory curve, obtained
at NLO using ZTOP [13]. For a right-handed, ′ boson, masses below 4.6 TeV (4.2 TeV) are observed
(expected) to be excluded for a 6′/6 value of 1.0, while for a left-handed, ′ boson, masses below 4.2 TeV
(4.1 TeV) are observed (expected) to be excluded for the same coupling value. The observed limits are
higher than expected because of statistical fluctuations of the data around <C1 = 4 TeV in the signal regions
of the 0-lepton channel. The lower exclusion limits obtained for a left-handed , ′ boson are partially
explained by the higher branching ratio to C1 in the right-handed scenario, where the , ′ boson cannot
decay leptonically. The sensitivity to high, ′-boson masses is limited by statistical uncertainties. For a
right-handed , ′ boson with 6′/6 = 1.0, the expected mass limit is more than 1 TeV higher than in the
previous combination of the two channels [22]. The mass limit for a left-handed, ′ boson is also a more
than 1 TeV improvement on the previous 0-lepton-channel-only results [21].

Figures 14(a) and 14(b) show the observed and expected exclusion contours as functions of the, ′-boson
mass and coupling strength for the right-handed and left-handed hypotheses respectively. The interpolation
between coupling values is performed using a quadratic function. In both figures, the expected limit in
each channel is shown in addition to the combination. For low , ′-boson masses, the 1-lepton channel
dominates the sensitivity because the large multi-jet background reduces the sensitivity in the 0-lepton
channel. For high, ′-boson masses, the efficiency of the signal selection in the 1-lepton channel decreases
due to the lepton isolation requirement, while the 0-lepton channel remains highly efficient. For very high
coupling strengths, the width of the, ′ boson increases and the reconstructed signal peaks become very
wide or disappear completely. In this scenario, the signal distributions shift towards lower <C1 values,
making the 1-lepton channel competitive even at high, ′ masses.
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Figure 9: Distribution of the reconstructed <C1 for data and backgrounds in the 0-lepton channel in (a) the validation
region before the fit to data, and the three signal regions after the background-only fit to data: (b) signal region 1, (c)
signal region 2 and (d) signal region 3. The bottom panel in each plot shows the ratio of data to the background sum.
For the signal regions, the dashed blue line shows the pre-fit background sum, and in the bottom panel the ratio of
pre-fit to post-fit background sum. The hatched band includes all of the systematic uncertainties (a) before and (b,
c, d) after the fit to data. The dashed red line shows the distribution of the , ′-boson signal for a mass of 3 TeV,
normalised to the predicted cross-section. The last bin in each distribution includes overflow. The blue arrows in the
ratio panel indicate that the data point is outside the range shown.
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Figure 10: Reconstructed <C1 distributions for data and backgrounds in the 1-lepton channel, (a) and (b) in the
control regions, and (c) and (d) in the,+jets validation regions. They are shown after the background-only fit to data.
Each bottom panel shows the ratio of data to the background sum. The dashed blue line shows the pre-fit background
sum, and in the bottom panel the ratio of pre-fit to post-fit background sum. The hatched band includes all of the
systematic uncertainties after the fit to data. The dashed red line shows the distribution of the, ′-boson signal for a
mass of 3 TeV, normalised to the predicted cross-section. The last bin in each distribution includes overflow. The
blue arrows in the ratio panel indicate that the data point is outside the range shown.
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Figure 11: Reconstructed <C1 distributions for data and backgrounds in the four 1-lepton signal regions after the
background-only fit to data. Each bottom panel shows the ratio of data to the background sum. For the signal
regions, the dashed blue line shows the pre-fit background sum, and in the bottom panel the ratio of pre-fit to post-fit
background sum. The hatched band includes all of the systematic uncertainties after the fit to data. The dashed red
line shows the distribution of the, ′-boson signal for a mass of 3 TeV, normalised to the predicted cross-section.
The last bin in each distribution includes overflow. The blue arrows in the ratio panel indicate that the data point is
outside the range shown.
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Figure 12: Observed and expected 95% CL limits on the cross-section times branching ratio for the production of a
, ′ boson with decay into C1 and right-handed couplings as a function of the mass of the, ′ boson and a coupling
value of (a) 6′/6 = 1.0, (b) 6′/6 = 0.5 and (c) 6′/6 = 2.0. They are obtained from the combination of the 0-lepton
and 1-lepton channels. The expected limits for the individual channels are also shown. The observed limits and
expected limits are derived by linear interpolation between those obtained for several different signal mass hypotheses.
The uncertainty in the theory prediction includes components from the factorisation and renormalisation scales,
PDFs, strong coupling constant, and top-quark mass.
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Figure 13: Observed and expected 95% CL limits on the cross-section times branching ratio for the production of a
, ′ boson with decay into C1 and left-handed couplings as a function of the mass of the, ′ boson and a coupling
value of (a) 6′/6 = 1.0, (b) 6′/6 = 0.5 and (c) 6′/6 = 2.0. They are obtained from the combination of the 0-lepton
and 1-lepton channels. The expected limits for the individual channels are also shown. The observed limits and
expected limits are derived by linear interpolation between those obtained for several different signal mass hypotheses.
The uncertainty in the theory prediction includes components from the factorisation and renormalisation scales,
PDFs, strong coupling constant, and top-quark mass.
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Figure 14: Observed and expected limits as a function of the coupling value and the, ′-boson mass for (a) right-handed
and (b) left-handed , ′-boson couplings. They are obtained from the combination of the 0-lepton and 1-lepton
channels. The expected limits for the individual channels are also shown. The area above the line is excluded.
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11 Conclusions

A search for, ′ → C1 using 139 fb−1 of
√
B = 13 TeV ?? collision data collected with the ATLAS detector

at the LHC is presented. The search combines two channels, named according to the targeted decay
of the top quark. The 0-lepton channel employs a DNN-based algorithm to identify large-radius jets
originating from hadronically decaying top quarks. They are combined with small-radius jets selected with
a 1-tagging algorithm to reconstruct the, ′ boson. The dominant background from multi-jet production
is estimated using a data-driven method. The 1-lepton channel selects events with one lepton (electron
or muon), a certain amount of �miss

T , and two or more jets. These objects are combined using top-quark
and,-boson mass constraints to reconstruct the, ′ boson. The dominant backgrounds come from CC̄ and
,+jets production.

The observed distributions of the reconstructed, ′-boson mass in various analysis regions are consistent
with the background-only prediction, and exclusion limits at 95% CL are set on the production cross-section
times branching ratio for , ′ → C1. Several signal hypotheses are considered: , ′-boson masses in the
range 0.5–6 TeV, right-handed and left-handed couplings, and different coupling strengths relative to the
coupling of the, boson to fermions in the SM. Effects of interference between the left-handed, ′ boson
and the SM, boson are taken into account.

Right-handed, ′ bosons with masses below 4.6 TeV (4.2 TeV) are observed (expected) to be excluded for
a coupling value of 6′/6 = 1.0. For the same coupling value, left-handed, ′ bosons with masses below
4.2 TeV (4.1 TeV) are observed (expected) to be excluded. The expected mass limits for left-handed and
right-handed, ′ bosons with 6′/6 = 1.0 are more than 1 TeV higher than in the previous 0-lepton-channel
search and the previous combination of the two channels, respectively. The obtained limits are the most
stringent to date.
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