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A search for new low-mass resonances in the four-muon final state in the four-muon invariant

mass range from 10 − 50 GeV is performed using ?? collision data recorded with the ATLAS

detector at the Large Hadron Collider. The data correspond to an integrated luminosity of

20.3 fb−1 at a centre-of-mass energy (
√
B) of 8 TeV collected in 2012, and 51.5 fb−1 and 58.5 fb−1

collected at
√
B = 13 TeV in 2015–2017 and 2018, respectively. An excess at 18 GeV in the

invariant mass spectrum of the four-muon system of the selected Υ(1S) + `+`− → `+`− `+`−

final state is observed in the 8 TeV data. Although not blinded, typical selection criteria are

used and variations studied to explore the stability of the excess, resulting in local significances

of the excess of between be 3.6f and 6.3f corresponding to global significances of 1.9f

to 5.4f. A baseline choice of selection cuts defined for the analysis at 8 TeV was defined

in the 8 TeV data to be further probed at Run 2. Subsequent analysis of 13 TeV data finds

a smaller excess at the same four-muon invariant mass with a significance of 1.9f in early

13 TeV data runs, while data collected with more restrictive trigger selections in the 2018

dataset finds no evidence of a signal. LHCb and CMS have observed no excess at this mass.

Signal MC and di-Υ(1S) production studies in data are used to quantify performance across

the three data-taking periods, finding reductions in expected sensitivity in the 13 TeV dataset

compared to that at 8 TeV. The lack of observation of a signal in the 13 TeV is assessed to be

in tension with the structure observed at an invariant mass of 18 GeV in the 8 TeV dataset, up

to a maximum of 2.7f. We subsequently set and report limits on the total production cross

section times branching fraction to a four-muon final state for a new state at a mass of 18 GeV

for a variety of models.

© 2023 CERN for the benefit of the ATLAS Collaboration.

Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.



1 Introduction

New resonances decaying to four-lepton final states are predicted in theories of exotic mesons comprised of

four valence quarks (tetraquark) and in a variety of extensions to the standard model which predict the

existence of new fundamental particles. Tetraquark states of four heavy quarks [1–4] can decay to four

muons, providing a clean signature for the search even in a busy hadron collider environment. In models

with a hidden or dark sector [5–7] or in the next-to-minimal-supersymmetric standard model [8], a non-SM

Higgs boson can decay to four leptons through intermediate SM or exotic gauge bosons [9], or may decay

through vector quarkonium final states [10–13].

Many searches in the four-lepton (electron or muon) final states have been performed at the Large Hadron

Collider (LHC), but these studies have largely focused on searches at high invariant mass. Recent studies

from the LHCb [14] Collaboration (at 8 and 13 TeV centre-of-mass energy) and the CMS Collaboration [15]

(at 13 TeV with 35.9 fb−1 of proton-proton collisions) in the Υ(1S) + `+`− final state have set limits

on the production of potential resonances at low mass (< 27 GeV), while new results from the LHCb

collaboration [16] observed the existence of a new state at ∼ 6.9 GeV in the di-�/k final state, which is

also confirmed by ATLAS [17]. The state can be interpreted as a fully-charmed tetraquark resonance.

This paper reports on a search for new low-mass resonances, - , decaying to four-muon (4`) final states,

via Υ(1S) + `+`−, in ?? collisions, making use of the full Run-1 and Run-2 datasets at centre-of-mass

energies of 8 and 13 TeV, respectively. There are significant differences in the triggers available through

the different periods of data taking, complicating the analysis and the interpretation of results. As a

cross-check, a search is performed for the simultaneous production of Υ(1S) pairs, acting as a standard

candle for performance, using the same datasets and applying the same selection criteria with the exception

an additional requirement of a Υ(1S) mass window applied on the second muon pair.

2 Detector and triggers

The ATLAS detector [18, 19] is composed of an inner tracking system, calorimeters, and a muon

spectrometer. The inner detector (ID) consists of silicon pixel and microstrip detectors, and a transition

radiation tracker, all immersed in a 2 T axial magnetic field. The ID is enclosed by a system of

electromagnetic and hadronic calorimeters. Surrounding the calorimeters is the muon spectrometer (MS)

consisting of three large air-core superconducting magnets, a system of precision tracking chambers, and

fast detectors for triggering. The most important detector systems for this search are the ID and MS. The

ID provides precise track reconstruction within the pseudorapidity range |[ | < 2.51. The MS provides

muon identification and precision measurements in the bending plane of muons within the pseudorapidity

range |[ | < 2.7.

An extensive software suite [20] is used in data simulation, in the reconstruction and analysis of real and

simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector

and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points

upward. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the beam pipe. The

pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Rapidity is defined as H = 0.5 ln[(� + ?I)/(�− ?I)]
where � denotes the energy and ?I is the component of the momentum along the beam direction.
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A multi-stage trigger system is employed to reduce the tens of megahertz of the bunch collision rate to

about 400 hertz and 1 kilohertz for recording in 8 and 13 TeV data-taking, respectively. This analysis is

based on level-1 muon triggers that search for hit coincidences between muon trigger detector layers of

muon candidates above predetermined transverse momentum (?T) thresholds. Subsequent software-based

trigger selections with increased precision and information from both the MS and the ID approach the

position and momentum resolution close to that of the offline event reconstruction.

Muons from the decays of low-mass resonances are expected to have a soft ?T spectrum. Triggering these

events in a busy collision environment is challenging. For this search, events of interest are primarily

recorded using triggers requiring two or three muon candidates with a minimum muon ?T of 4 GeV. The

dimuon triggers are based on the identification of �/k → `+`− , � → `+`− and Υ → `+`− decays. The

two muon candidates are required to have opposite charges and have their invariant masses <`` in the

range of 2.5 − 12 GeV. There is no dimuon mass or muon charge requirement for the three-muon trigger in

8 TeV data or in 13 TeV data collected between 2015–17. For 2018 data-taking, due to data processing

limitations, three-muon trigger selections additionally required that, of the three muon candidates identified

by the trigger, a pair of opposite charge should have an invariant mass in the range 8 − 12 GeV.

3 Data and Monte Carlo samples

The search is performed using the proton-proton collision data collected with the ATLAS detector during

LHC runs in 2012 at a centre-of-mass energy (
√
B) of 8 TeV and runs in 2015–18 at an energy of

√
B = 13 TeV.

At
√
B = 8 TeV, the data used were recorded with a combination of the un-prescaled dimuon and three-muon

triggers corresponding to a full integrated luminosity of 20.3 fb−1. At
√
B = 13 TeV, there were no dimuon

triggers with muon ?T thresholds of 4 GeV due to their prohibitively high rates, while the three-muon

trigger was prescaled in 2015–17 and was switched off during 2018 data-taking, where this trigger selection

was replaced with a more restrictive three-muon trigger. For the search at 13 TeV, the full Run-2 dataset

covering the 2015–17 and 2018 datasets is used, corresponding to integrated luminosities of 51.5 fb−1

and 58.5 fb−1 after trigger prescales, respectively. All datasets have been reconstructed under the same

conditions with the same software release.

Monte Carlo (MC) samples are used to aid the characterisation of the detector performance, to determine

the detector resolution as a function of the four-muon mass, the development of the event selection and

to help the understanding of background contributions. Beyond-the-standard-model simulations of the

production of low-mass narrow-width (. 1 MeV) scalar or pseudoscalar tetraquark states and Higgs-like

scalar states decaying to Υ(1S) + `+`− are used solely for interpretation of the experimental results.

Signal simulations for tetraquark models [21] are produced using MadGraph5 aMC@NLO v2.3 [22] at

leading-order interfaced to Pythia 8.186 [23]. Signal simulations for the Higgs-like scalar are produced

using the leading-order gluon-fusion process simulated in Pythia 8.186 interfaced to EvtGen [24]. Both

sets of signal models use the A14 tune [25] and the NNPDF2.3lo [26] PDF set.

Backgrounds to the - → Υ(1S) + `+`− search are complex. Muons can be produced from decays of

heavy quarks (1, 2), tau leptons and vector bosons (, , //W∗). Muon candidates can also originate from

charged pion and kaon decays in flight, or from misidentification of other charged particles. Various MC

generators [23, 27–31] were used to create simulations of 11̄, 22̄, //W∗ + 11̄, //W∗ + //W∗ production and

double parton scattering interactions in which a 11̄ pair and an Υ(1S) are created together from a single

?? collision.
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Generated events are passed through a Geant 4 [32] simulation of the ATLAS detector [33]. The EvtGen

program [24] is used for simulating the properties of bottom and charm hadron decays. The simulated

events are reconstructed with the same reconstruction software as used for the data including the effect of

additional coincident ?? interactions (pile-up) in the same or neighbouring bunch crossings. The MC

samples used are reweighted to match the pile-up conditions observed in the data. These background

samples are used to assess whether data selection criteria could introduce structures into the observed

four-muon mass distributions and to validate data-driven approaches to the background modelling.

4 Muon identification and performance

Muon candidates are reconstructed from ID tracks combined with independent MS tracks or track

segments [34]. A muon candidate identified using a combination of MS and ID tracks is referred to as

a combined muon. A muon candidate formed from an MS track segment that is matched to an ID track

extrapolated to the MS is referred to as a segment-tagged muon. The segment-tagged muons are intended

to reconstruct low ?T muons that have insufficient energy to traverse all three MS layers and also to recover

part of the inefficiency due to the limited coverage of the muon spectrometer.

Both combined and segment-tagged muons are used for this analysis. They are required to have transverse

momenta ?T > 3 GeV and to be in the pseudorapidity range of |[ | < 2.5. The muon track parameters are

taken from the ID measurement alone, since the precision of the measured track parameters for muons in

the ?T range of interest is dominated by the ID tracks. The muon track must also be consistent with the

hypothesis that they originate from the primary vertex, satisfying the requirements of |I0 sin \ | < 1 mm

and |30/f30
| < 6. Here I0 sin \ is the longitudinal impact parameter of the ID track, while 30 and f30

are

the transverse impact parameter and its uncertainty. All these vertex quantities are measured with respect

to the associated primary vertex.

Combined muon candidates defined using the “LowPt” selection criteria [34–36] are required to have one

MS station hit if within |[ | < 1.3, two station hits if between 1.3 ≤ |[ | < 1.55, and to pass “Medium”

quality criteria if |[ | ≥ 1.55. Combined or segment-tagged muons failing the LowPt selection criteria

provide additional acceptance for low invariant mass parent systems.

5 Event selection

Events are retained for analysis if they are recorded with all detector subsystems operating normally and

have at least one reconstructed primary vertex (PV) formed from two or more associated ID tracks with

?T > 400 MeV.

The - → Υ(1S) + `+`− → `+`− `+`− selection begins with the identification of four muon candidates:

the muon quadruplet. At least three of these muon candidates must satisfy the LowPt muon quality

requirements. The sum of charges of the four muon candidates must be zero and the charge measurement

in the ID and MS must be consistent for each combined muon. The four muon candidate trajectories are fit

to a common vertex and must pass a j2/#d.o.f ≤ 10, #d.o.f = 5, criterion to be retained for further analysis.

This loose criterion is imposed because of the presence of the long j2 tails observed in signal MC and

reference quarkonia datasets at low muon ?) . The four-muon invariant mass <4`, calculated using the

track parameters from the four-muon vertex fit, must satisfy 10 GeV ≤ <4` ≤ 50 GeV.
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Any two muons of the quadruplet are then fit to a common vertex. If the di-muon vertex fit satisfies a quality

criterion of j2 < 3 then the two muons are said to form a muon doublet. A muon can form multiple valid

doublets with different muons. Doublets formed by muons of opposite charge (@`) are called OS (opposite

sign) doublets, whereas those formed by muons of the same charge are called SS (same sign) doublets.

OS doublets with 9.2 GeV ≤ <`+`− ≤ 9.7 GeV are identified as Υ(1S) → `+`− candidates. Here the

mass window corresponds to approximately ±2 times the detector resolution centred around the Υ(1S)
mass [37].

The Υ(1S) + `+`− events are selected by requiring one Υ(1S) → `+`− candidate and another OS doublet.

The momenta of both doublets are required to point to a common PV, which is then defined as the primary

vertex of the event. This vertex is the PV with the highest
∑

?2
T

over all associated ID tracks in 98.3%

and 96.7% of selected events in 8 and 13 TeV, respectively. The two muon candidates associated with the

Υ(1S) decay are further required to have ?T > 4 GeV, to satisfy online trigger requirements. No Υ(1S)
mass constraint is applied in the <4` calculation. The second di-muon pair is required to have invariant

mass <`+`− > 1 GeV to reduce backgrounds from photon conversions. If two or more doublets satisfy this

minimum di-muon invariant requirement (which occurs in 2 − 3% of events), the one with the smallest j2

is chosen. If more than one muon quadruplet satisfying the above criteria is present in an event, only the

quadruplet with the best four-muon vertex j2 value is retained. This occurs in 6% of events in 8 TeV data,

in 10% of events in 2015–17 13 TeV data, and in 8% of events in 2018 13 TeV data.

This defines the “baseline” selection of the - → Υ(1S) + `+`− search and the key selection criteria are

summarised in Table 1. Since the search covers a wide variety of potential signal models our selections

are intentionally loose and guided by previous ATLAS publications studying low ?T phenomena and

associated production of quarkonia [17, 38, 39].

Table 1: Criteria for the baseline event selection in the - → Υ(1S) + `+`− search. See text for full details.

Candidate object Requirements

Muons ?T(`) > 3 GeV and |[ | < 2.5,

|I0 sin \ | < 1 mm and |30/f30
| < 6

Muon quadruplet ≥ 3 muons passing LowPt selection criteria,∑
@` = 0, four-muon vertex fit j2/#d.o.f ≤ 10,

10 GeV ≤ <4` ≤ 50 GeV

Muon doublet di-muon vertex fit j2 < 3

Υ(1S) candidate OS muon doublet with ?T(`1,2) > 4 GeV,

9.2 GeV ≤ <`+`− ≤ 9.7 GeV

Υ(1S) + `+`− candidate events Υ(1S) candidate plus OS muon doublet with <`+`− > 1 GeV,

both muon doublets point to a common PV
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5.1 Analysis of 8 TeV data

The <4` distribution of the selected events in the range of 10 − 50 GeV in the 8 TeV dataset following the

above selection is shown in Figure 1. The selection is mostly sensitive to this mass range due to the doublet

mass requirements. Although the data analysis at 8 TeV was not blinded, typical selection criteria are

applied and the stability and characteristics of the observed excess is confirmed by an extensive variation

of the cuts.

A same-sign control sample, Υ(1S) + `±`±, is selected by requiring one Υ(1S) → `+`− candidate and

another SS doublet with the baseline selection. The shape of the <4` distribution of these Υ(1S) + `±`±

events is compared to that of the Υ(1S) + `+`− events in Figure 1 (top). Overall, the shape of the <4`

distribution of the Υ(1S) + `+`− events is well reproduced by that of the Υ(1S) + `±`± events.
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Figure 1: Comparisons of the <4` distribution of the selected Υ(1S) + `+`− events with those of data control

samples at
√
B = 8 TeV: (top) the Υ(1S) + `±`± events and (bottom) events having an OS doublet with its mass in the

Υ(=S) sidebands of 8.5 − 9.0 GeV and 11.0 − 11.5 GeV. In all cases, the numbers of events of the control sample are

normalised to that of the Υ(1S) + `+`− events. The mass values of the muon quadruplet in the sidebands are shifted

to match the range of the Υ(1S) → `+`− events for comparison, see text.

To investigate the nature of the apparent excesses at 18 and 21 GeV, additional data control and background

MC samples are examined to explore the possibility of whether or not artificial structures in the <4`

distributions could be manufactured due to the event selection. This includes analysis of Υ(1S)+di-track

data and single-muon plus three-track data, progressively removing muon identification requirements in

the muon quadruplet object reconstruction in Table 1. No indications of a source of artifical structures
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were found in either data or MC. No attempt is made to understand precisely the relative background

composition in data given its complexity.

Studies are performed for events in the Υ(1S) → `+`− sidebands. Instead of requiring the mass of the

Υ(1S) → `+`− doublet in the window of 9.2 − 9.7 GeV, two sidebands are defined: a lower sideband of

8.5− 9.0 GeV and an upper sideband of 11.0− 11.5 GeV. These mass ranges are chosen to be away from the

Υ(=S) resonances to minimise their contamination and to be away from the invariant mass thresholds of the

dimuon triggers. All other selections are kept the same. There are inherent kinematic differences between

the sideband and Υ(1S) + `+`− events, with the lower and upper sidebands being less and more energetic

on average, respectively, than the search region. To better compare the overall shapes, the mass values

of muon quadruplets are shifted2 upwards by +0.7 GeV for events in the lower sideband and downwards

by −1.8 GeV for events in the upper sideband. Figure 1 (bottom) compares the <4` distributions of the

Υ(1S) + `+`− events and the sideband events. The numbers of events in the sidebands are normalised to

that of the Υ(1S) + `+`− events in the comparison. The three distributions are characteristically similar

and no statistically significant feature is visible in the sideband distributions.

The numbers of events in the Υ(1S) +`±`± and sideband control samples are limited. Additional studies are

performed using events with two or three combined muons together with two or one ID tracks, respectively,

without requirement that these tracks are associated with identified muons to increase the available statistics

and assess if selection criteria can introduce structures in the four-muon invariant mass spectrum. In

these events, ID tracks are used as muon replacements to form “muon” quadruplets. The tracks are

subjected to the same selection as muons other than the muon identification requirements. Additional

studies are performed using an event mixing technique. In this approach, muon doublets from independent

proton-proton collision events passing the baseline selection cuts are combined to form “muon” quadruplets.

The “four-muon” mass distributions of these high statistics data-driven control samples are examined and

no statistically significant excesses are observed in these distributions.

The Υ(1S) + `+`− selection is also applied to the signal and background MC samples. Besides the gradual

turn-on in the <4` distribution resulting from the muon ?T and Υ(1S) mass requirement, sharp turn-ons at

twice the Υ(1S) mass caused by its pair production are seen in some of these samples. However, no clear

indication of a manufactured peak is evident in any <4` distribution of these samples.

5.2 Analysis of 13 TeV data

The analysis of the 13 TeV data is used to provide an independent cross-check of the excess observed

in the 8 TeV data. Thus, it follows closely the analysis at 8 TeV, with analysis selections fixed before

unblinding of the 13 TeV data. The dimuon triggers with a ?T threshold of 4 GeV were unavailable at

13 TeV, while triggers with higher thresholds are found to be inefficient for events contributing to the

four-muon invariant mass region near where the excess was observed in the 8 TeV data. Nevertheless a ?T

threshold of 4 GeV was maintained for the three-muon trigger for part of the 13 TeV dataset, collected in

2015–17. Hence the search at 13 TeV is based on the data recorded with this trigger, corresponding to an

integrated luminosity of 51.5 fb−1. In 2018, a more restrictive trigger selection was applied, requiring two

of the three muon candidates identified by the trigger to have opposite charge and have an invariant mass in

the range 8 − 12 GeV. This trigger is hereafter referred to as “3` bUpsi”. This 2018 dataset corresponds to

an integrated luminosity of 58.5 fb−1 and is analysed separately.

2 Shifts correspond to the average mass correction from sidebands to the Υ(1S) target mass.
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Much of the study of the 13 TeV data prior to unblinding relates to the understanding of low ?T muon

reconstruction and identification. Muon quadruplets are chosen as for the 8 TeV dataset. The numbers

of events selected at a few key steps of the selection are compared to those at 8 TeV in Table 2 without

and with the requirement of the three-muon trigger. Conditions at 13 TeV lead to enhanced combinatorial

backgrounds as indicated in Table 2 which illustrates that there are more than twice as many quadruplets

passing selection criteria per unit integrated luminosity in 13 TeV data than in 8 TeV data collected with

equivalent triggers. The presence of larger combinatorial backgrounds not only increases background

yields but also reduces the efficiency of selecting any true four muon signal.
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Figure 2: Comparisons of the <4` distribution of the selected Υ(1S) + `+`− events at
√
B = 13 TeV in 2015–17 data

(top) and 2018 data (bottom) compared to Υ(1S) + `±`± events from the data control sample. The numbers of events

of the control sample are normalised to that of the Υ(1S) + `+`− events.

The <4` distributions of Υ(1S) + `+`− and Υ(1S) + `±`± events passing the final selections are compared

in Figure 2. The lack of low ?T dimuon triggers in 13 TeV data means that Figure 2 and Figure 1 cannot

be directly compared. The distributions of Υ(1S) + `+`− events are well described by those of the

Υ(1S) + `±`± events in 2015–17 data. For the 2018 dataset, there is a broad enhancement of Υ(1S) + `+`−

yields in the 16 to 24 GeV range compared to Υ(1S) + `±`± yields due to the opposite charge and invariant

mass requirements of triggers in this dataset. The kinematic spectra of muon candidates in Υ(1S) + `+`−

events across all datasets was studied in detail but found to be broadly comparable (with the exception of

lower ?T acceptance in datasets where a three muon trigger was required).
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Table 2: The numbers of selected events at major steps of the event selection at
√
B = 8 and 13 TeV. The numbers

are shown for the cases without and with the requirement of the three-muon trigger for 8 TeV data where di-muon

triggers are also available. The numbers in parentheses are numbers of events per fb−1.

Dataset 8 TeV 13 TeV

Luminosity (fb−1) 20.3 51.5 58.5

Trigger All triggers 3` only 3` only 3` bUpsi only

Four muons, ≥ 3 LowPt,

?T > (4, 4, 3, 3) GeV
261,893 170,467 1,152,307 231,318

One Υ(1S) and

10 < <4` < 50 GeV
6,467 3,641 (179) 20,887 (406) 19,125 (327)

Υ(1S) + `+`− 3,849 2,218 (109) 13,657 (265) 10,862 (186)

Υ(1S) + `±`± 2,618 1,423 ( 70) 7,230 (140) 8,263 (141)

6 Signal/background models and statistical fits

Unbinned maximum-likelihood fits based on the framework described in Refs. [40–42] are used to assess

the compatibility of the <4` distribution of the selected Υ(1S) + `+`− events in each of the datasets with

the background-only hypothesis and to extract information of a potential resonance in the signal-plus-

background hypothesis. Denoting the background contribution by a function 5� (<4`; ®\B), and the signal

contribution by a function 5( (<4`;<-, f-, ®\S), the likelihood for the signal-plus-background fit of the

observed <4` distribution is constructed as

! (#( , <-, f-, ®\) =
∏

= events

[
#� · 5� (<4`; ®\B) + #( · 5( (<4`;<-, f-, ®\S)

]
· 4

−(#�+#( ) (#� + #()=
=!

.

Here <- is the mass of the resonance and f- is the width of its <4` distribution, vectors ®\B and ®\S

denote other free parameters of their respective functions and #( and #� are the numbers of signal and

background events respectively. The vector ®\ represents all non-explicitly listed free parameters of the

likelihood function, namely #�, ®\B and ®\S. Both 5� (<4`; ®\B) and 5( (<4`;<-, f-, ®\S) functions are

normalised to unity over the considered <4` range.

The local ?-value for the compatibility with the background-only hypothesis when testing a hypothesised

resonance at <- is based on the profile likelihood ratio test statistic:

@0(<-, f-) = −2 ln
©­
«
! (0, <-, f-,

ˆ̂®\)
! (#̂( , <-, f-, ®̂\)

ª®¬
.

The single circumflex denotes the unconditional maximum-likelihood estimates of the parameters, i.e.,

all parameters are varied to maximise the likelihood function. The double circumflex are conditional

maximum-likelihood estimates of the parameters assuming there is no signal. The ?-value is calculated

using the asymptotic approximation [42]. Global significance values are calculated accounting for the trial

factors or the look-elsewhere effect of the search range, based on the method described in Ref. [43].
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The <4` distribution from the simulation at
√
B = 8 TeV of a narrow resonance at <- = 18.0 GeV is tested

to be adequately described by a Gaussian distribution and also by a double-sided crystal-ball (DSCB)

function [44, 45]. The Gaussian/DSCB parameters, including the width parameter f-, of the signal model

are obtained from simulation for each <- mass point with width increasing from 0.15 GeV at <- = 15 GeV

to 0.57 GeV at <- = 50 GeV. In both parameterisations, the core of the distribution has a width of

approximately 0.20 GeV at <- = 18.0 GeV. These widths are significantly larger than the intrinsic width

Γ- assumed for the resonances in the simulation and are therefore taken to be the detector resolutions.

The characteristic features of the background <4` distribution make it difficult to find functions with a

small number of free parameters to model it well over the entire mass search range of 10− 50 GeV. However

for smaller mass windows, fourth-order Chebyshev polynomials are found to provide adequate descriptions

of the <4` distribution of the same-sign Υ(1S) + `±`± events. Therefore, they are used to model the <4`

distributions of background events. Variations of the fit ranges, signal models, and changes in background

parameterisations to third- or to a fifth-order Chebyshev polynomials are used to determine systematic

uncertainties on the modelling of the <4` distribution. The fits are performed in sliding <4` windows of

10 GeV around the test mass <- between 15 − 45 GeV3 at a step size of 0.05 GeV.

6.1 Four-muon invariant mass fits in 8 TeV data

For the <4` distribution of the 8 TeV data as shown in Figure 1, the three smallest ?-values are found at

<- ∼ 18.05 GeV, 21.4 GeV, and 31.7 GeV with local significances of 5.5, 2.4, and 2.6 standard deviations

(f) respectively with corresponding global significances of 4.6f, 0.1f, and 0.5f for observing these

excesses anywhere in the <- search range of 15 − 45 GeV. Fits with a free mass resolution parameter f-

result in 0.18 ± 0.05 GeV, 0.12 ± 0.04 GeV, and 0.08 ± 0.04 GeV, compared with the expected detector

resolutions of 0.20 GeV, 0.24 GeV, and 0.36 GeV for the excesses at 18 GeV, 21 GeV, and 32 GeV,

respectively. The observed <4` width is consistent with the expected detector resolution for the excess at

18 GeV whereas it is narrower than the resolution for both the 21 GeV and 32 GeV excesses, indicating

these latter two are incompatible with resulting from a physical resonance.

Figure 3 (left) shows the local ?-value as a function of the test mass <- over the range of 15 − 45 GeV.

The dependence of the excess on different background models of Chebyshev polynomials from third to

fifth order are tested according to the procedure of Ref. [46]. Impacts of different <4` fit ranges are also

studied. While the changes in the fitted <- and #( values are found to be small, the local significance of

the excess depends somewhat on the <4` fit range. Small fit ranges generally lead to reduced significances

as the background contribution becomes less constrained. The fit ranges are varied from 6 GeV to 12 GeV

centred around the excess, resulting in significance changes from 4.5f to 5.6f. The 6 GeV fit range

corresponds to approximately ±30 times the detector resolution. The variation of the local ?-value around

the 18 GeV excess from the fit range variation as well as from changes to the background and signal models

described above is illustrated in Figure 3 (right) by the shaded band.

Figure 4 (left) compares the data with the signal-plus-background and background-only fits in the <4`

range of 15 − 25 GeV. The fit gives a mass of <- = 18.05 ± 0.05 (stat.) GeV and a signal yield of

#( = 83 ± 17 (stat.) events. No attempt is made to estimate systematic uncertainties. The <4` distribution

of the selected events passing only the three-muon trigger is shown in Figure 4 (right) along with the

signal-plus-background fit.

3 The test range is chosen to be narrower than the <- range in the event selection to allow background constraint from both sides

of the test mass.
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Figure 3: The compatibility with the background-only hypothesis of the data <4` distribution of the selected

Υ(1S) + `+`− events at 8 TeV expressed using the local ?-value as a function of the test mass in the range of (left)

15 − 45 GeV and (right) 17 − 22 GeV. The shaded band in the right-hand plot represents the variation from different

<4` fit ranges, and signal and background fit models.
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Figure 4: Distributions of <4` in the range of 15 − 25 GeV of the selected Υ(1S) + `+`− events at
√
B = 8 TeV for

cases (left) without the explicit trigger requirement and (right) requiring events to fire the three-muon trigger. The

curves show both the signal-plus-background fits and background-only fits to the data. In the fits, the backgrounds

are modelled by fourth-order Chebyshev polynomials and the signal by a Gaussian function with its width fixed to

the expected detector resolution. The differences between the data and the fitted background are shown in the bottom

panes.

Extensive investigations of the excess at 18 GeV have been performed. The data sample is split into pairs

of mutually exclusive subsets by pile-up conditions, 4` and Υ(1S) rapidities, transverse momentum of

the four-muon and Υ(1S) systems, the mass <non-res
`+`− of the non-resonant muon doublet, as well as trigger

dependence. There is no indication of the excess being due to any particular detector-dependent subset of

events studied.

Due to the unblinded nature of the 8 TeV analysis, local significances should be interpreted with caution.

Variations with respect to the baseline event selection are studied to test the stability of the apparent excess.

Table 3 summarises the results of these modified selections. The numbers of signal and background events

vary with the modifications, but the excess remains across analysis variations, including those known to

reduce potential signal efficiency, resulting in significances between 3.6 and 6.3f (local corresponding to

11



Table 3: Comparison of the results from alternative event selections at 8 TeV (see text for details) obtained from the

fits to the <4` mass distributions in the range of 15 − 25 GeV of the selected Υ(1S) + `+`− events. The background

is modelled by a fourth-order Chebyshev polynomial and the signal by a Gaussian distribution with its width fixed to

the expected detector resolution. #� and #( are the numbers of background and signal events over the fit range. f<

refers to the per-event mass resolution, with <Υ(1S) ± 2f< corresponding to an invariant mass range of approximately

8.94 to 9.91 GeV. Local significances are shown. The uncertainties are statistical only.

Selection criteria #� Mass (GeV) #( Significance (f)

Baseline 1994 ± 47 18.05 ± 0.05 83 ± 17 5.5

Selection variations from the baseline

≥ 2 LowPt muons 3124 ± 59 18.09 ± 0.06 94 ± 20 5.0

= 4 LowPt muons 689 ± 28 18.03 ± 0.07 37 ± 10 4.1

<non-res
`+`− > 0 GeV 2515 ± 53 18.00 ± 0.06 81 ± 19 4.7

<non-res
`+`− > 0.5 GeV 2306 ± 51 18.00 ± 0.05 87 ± 18 5.3

<non-res
`+`− > 2 GeV 1696 ± 43 18.05 ± 0.07 58 ± 15 4.3

Vertex fit j2/#d.o.f ≤ 4 1705 ± 43 18.03 ± 0.05 69 ± 15 5.0

Vertex fit j2/#d.o.f ≤ 20 2077 ± 48 18.04 ± 0.05 81 ± 17 5.0

<Υ(1S) ± 2f< window 3705 ± 64 18.09 ± 0.06 90 ± 22 4.5

Υ(1S) mass correction 1998 ± 47 18.02 ± 0.08 64 ± 17 4.1

<non-res
`+`− < <Υ(1S) 1418 ± 40 18.06 ± 0.05 94 ± 17 6.3

?) > 2.5 GeV non-res. muons 2741 ± 55 18.05 ± 0.05 70 ± 19 4.1

?) > 4 GeV non-res. muons 982 ± 33 18.06 ± 0.08 35 ± 11 3.6

Tight IP cuts 1469 ± 40 18.01 ± 0.05 71 ± 15 5.5

Lifetime |g/fg | < 3 1873 ± 45 18.04 ± 0.05 86 ± 17 5.6

MBS < 3 1749 ± 44 18.05 ± 0.04 83 ± 16 5.8

a global significance of between 1.9f and 5.4f, although the list of investigated variations should not

be considered exhaustive. Here, the global significance takes into account only the mass range explored

and the mass resolution in quantifying the look-elsewhere effect. The modifications include study of the

dependence of the result on the number of muons in the quadruplet which are required to pass the LowPt

selection criteria (from the baseline where three LowPt muons are required in order to match implicit

trigger conditions). The modifications also include removal or tightening of the minimum invariant mass

requirement on the non-resonant doublet, loosening and tightening of the four-muon vertex fit quality

requirement, and replacement of the 9.2 − 9.7 GeV mass window with a ±2f<``
window around <Υ(1S)

for the Υ(1S) → `+`− candidates. Some of these variations (in particular the requirement for four LowPt

muons and the increased ?T thresholds) would be expected to reduce the selection efficiency of any real

signal present at an invariant mass of 18 GeV.

For Υ(1S) + `+`− events, the <4` resolution can in principle be improved by recalculating the four-muon

mass as <4` − <2` + <Υ(1S) , where <2` is the measured Υ(1S) → `+`− mass. The fit with this mass

correction results in a smaller signal yield of #( = 64 ± 17 events, leading to a reduced significance of

4.1f for the excess with this alternative selection. In MC simulation a reduction in signal efficiency is

observed due to combinatoric ambiguity in selecting Υ(1S) → `+`− candidates in the presence of large
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backgrounds. A further variation imposes an upper threshold on the invariant mass of the non-resonant

muon pair: for a true resonance at 18 GeV, decays via on-shell di-Υ(1S) production are kinematically

forbidden and so to potentially reduce background contributions the requirement of <non-res
`+`− < <Υ(1S)

is imposed, which leads to a 30% background reduction over the baseline analysis and an increased

significance for the excess.

Also tested is the impact of modifying the lower ?T threshold on the non-resonant muon candidates,

the tightening of the muon impact parameter requirements to |30/f30
| < 3 and |I0 sin \ | < 0.5 mm, the

imposition of a pseudo-proper decay time significance requirement of |g/fg | < 3 and improving the

consistency between the ID and MS momentum measurements for muon candidates failing the LowPt

quality requirement by imposing a cut on the momentum bias significance (MBS) < 3. The pseudo-proper

decay time g is calculated as g = !GH · <4`/?4`

)
, where !GH is the projection of the transverse decay

distance between the four-muon vertex and the PV along the transverse momentum of the 4` system

?
4`

)
. Consistent results from these different selections indicate any potential resonance has no significant

lifetime.

6.2 Four-muon invariant mass fits in 13 TeV data

The 13 TeV dataset provides an independent and blinded sample to check the excess observed at<- = 18 GeV

in the 8 TeV data. Selection cuts were restricted to those used for study of the 8 TeV data before analysis of

the 13 TeV datasets, and the 13 TeV data serves as an independent cross-check of the former. The <4`

distributions of the selected Υ(1S) + `+`− events, shown in Figure 2, are fit to the signal-plus-background

hypothesis in the range of 15 − 25 GeV following the same procedure described above for the 8 TeV data.

In the fit, the signal is modelled using a Gaussian function with its width fixed to 0.20 GeV.

Figure 5 (left) compares the fit results with the observed distribution with the requirement of the three-muon

trigger (2015–17 data). The fit to the data with <4` constrained to the value obtained from the 8 TeV fit,

<- = 18.05 GeV, results in a signal yield of 44 ± 25 and a significance of 1.9f. With a free-floating mass

fit the preferred invariant mass is 17.95 ± 0.12 GeV with a signal yield of 48 ± 25.

Figure 5 (right) shows the results of the analysis of the 2018 dataset which has additional restrictions

on charge and invariant mass imposed in the three-muon trigger selection. In this dataset, no significant

deviation from the background expectation is observed and the fitted signal yield (with mass fixed to

<- = 18.05 GeV) is −4 ± 22.

Consistent with selection yields in Section 5.2, combinatorial backgrounds in Figure 5 are observed to be

approximately 2.5 times larger per unit integrated luminosity in the 13 TeV dataset than at 8 TeV.

7 Di-Upsilon production as a validation tool

The searches in Υ(1S) + `+`− final states span datasets with different centre-of-mass energies, beam

conditions, and triggering strategies. In addition to the use of signal MC simulations to characterise the

impact on expected sensitivity from these changing data-taking conditions, we can use the associated

production of a pair of Υ(1S) mesons decaying to a four-muon final state acts as a valuable cross-check

to quantify how the yields of a known and experimentally-distinctive signature vary across the datasets.

This study also serves a secondary purpose to allow us to assess whether di-Υ(1S) production may be
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Figure 5: Distribution of <4` in the range of 15−25 GeV of the selectedΥ(1S)+`+`− events at
√
B = 13 TeV requiring

the events to pass the three-muon trigger in the 2015–17 dataset (left) or the three-muon trigger with additional

charge and invariant mass requirements in the 2018 dataset (right). The curves show both the signal-plus-background

fits and background-only fits to the data. The signal is modelled by a Gaussian function with its width fixed to the

expected detector resolution, whereas the backgrounds are modelled by fourth-order Chebyshev polynomials. The

differences between the data and the fitted background are shown in the bottom pane.

the cause of any observed resonant structures in the <4` spectrum. To understand and contextualise the

results, di-Υ(1S) production is studied in each of the three data periods, with identical event selections as

described in Table 1.

Figure 6 shows the dimuon invariant mass distribution of the second muon pair in the vicinity of the

Υ(1S) invariant mass for Υ(1S) + `+`− events in the 8 TeV dataset (for all triggers and for the three-muon

triggered subset) and in the 2015–17 and 2018 datasets at 13 TeV.

There is evidence for a new resonance in the 8 TeV dataset at a dimuon invariant mass of 9.43 ± 0.04 GeV,

corresponding to a signal of di-Υ(1S) production with a signal yield of 40 ± 13. The Υ(1S) signal is

modelled with a single Gaussian function. The width of the Gaussian is constrained to 100 MeV and

used across all data periods to allow stable comparison of yields across the three datasets. The value is

determined from a fit to the 8 TeV data. Requiring selected events in the 8 TeV dataset to fire the three-muon

trigger decreases the di-Υ(1S) signal yield by approximately half to 25 ± 9.

In the 13 TeV dataset, for assumed equal reconstruction and trigger performance and a benchmark production

cross section ratio f13 TeV/f8 TeV = 1.4, 89 di-Υ(1S) events would be expected in the 2015-17 dataset

(compared with 51 ± 22 observed) and 101 events would be expected in the 2018 dataset (compared

with 42 ± 21 observed). Despite increased integrated luminosity the significance of a di-Υ(1S) signal is

substantially reduced and background levels are 2.5 times higher per unit integrated luminosity compared

to the 8 TeV data.

The observed di-Υ(1S) yield in the 2015–2017 dataset is approximately 60% of what would be expected

extrapolating from 8 TeV observations with equivalent detector performance.

These observations show similar behaviour to those of the excess at 18 GeV in the four-muon invariant

mass and are consistent with the expected sensitivity reductions from signal MC. The ratios of observed

yields of di-Υ(1S) production to fitted signal at 18 GeV in <4` are found to be statistically compatible at

the 1f level across the datasets considered. The 3` bUpsi trigger, active in 2018 data-taking, requires

the two opposite sign muons out of the three reconstructed online to be compatible with the Υ(=S) mass.
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Figure 6: Dimuon invariant mass distributions of the second muon pair in Υ(1S) + `+`−events in
√
B = 8 TeV

collisions (top left) without explicit trigger requirement, (top right) requiring events to pass the three-muon trigger,

and in
√
B = 13 TeV collisions (bottom left) requiring events to pass the three-muon trigger in the 2015–17 dataset, and

(bottom right) requiring events to pass the three-muon trigger with additional charge and invariant mass requirements

in the 2018 dataset. A signal at the Υ(1S) mass is observed, indicating the presence of di-Υ(1S) production. The

solid curves represent the results of the signal-plus-background fits while the dotted ones are signal and background

components. The Υ(1S) resonance is modelled by a Gaussian function and the mass of the Υ(1S) distribution is a

free parameter in the fit. Backgrounds are modelled by fourth-order Chebyshev polynomials.

For di-Υ(1S) this is a fully-efficient requirement, but for general Υ(1S) + `+`− signatures this induces an

additional inefficiency, estimated from MC simulations to be ∼ 10%.

The distribution of di-Υ(1S) candidates in <4` was studied and determined to not be the cause of the

18 GeV excess itself, having a relatively uniform distribution in <4` beginning from masses of ∼ 18.6 GeV

and extending to higher <4` invariant masses.

8 Signal interpretation and limit setting

The observations at 8 TeV and in the two 13 TeV datasets at 18 GeV in four-muon invariant mass are used

to derive constraints on the upper limit of the total production cross-section times branching fraction of a

resonance decaying to a four muon final state via one intermediate Υ(1S) resonance.
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Upper limits are defined at a 95% confidence level using the modified frequentist construction CLB [42, 47]

with a signal model of fixed four-muon invariant mass and width. Background-only pseudo-experiments

are performed to determine the median expected 95% CLB upper limit for each dataset as well as the 68%

and 95% inclusion intervals. This procedure is performed for a variety of signal models, described in

Section 3. The relative efficiencies predicted by the MC samples between the three data periods have been

corrected for the observations made from di-Υ(1S) production in Section 7.

The derived limits depend strongly on the MC signal model tested, due to small differences in kinematics

between the signal models that modify predicted efficiencies and geometric acceptance. Models relating

to the production of a scalar Higgs-like state resulted in the highest overall efficiencies (at ∼ 7% in

8 TeV data-taking) and thus lowest cross-section limits, whereas those with pseudoscalar tetraquark state

production resulted in the lowest efficiencies of models studied (at ∼ 3% in 8 TeV data-taking) resulting in

larger values of cross-section limits. The median expected and observed limits are illustrated in Figure 7 and

are summarised in Table 4 for the maximum and minimum efficiency scenarios across the models studied,

for the three distinct data-taking periods at ATLAS and the model-dependent statistical combination of the

full 13 TeV dataset. We emphasise that the range of limits and cross-section best-estimates derived from

this set of models does not necessarily span all possible variations of efficiency and kinematic acceptance,

but simply illustrate the large model-dependence of any interpretation. The cross-section interpretations at

13 TeV are derived using efficiency corrections from di-Υ(1S) production studies described earlier (found

to be compatible with expectations from signal MC simulations), and thus may be up to 50% higher or

lower than reported due to systematic uncertainties.

Table 4: Expected and observed upper limits on the production cross-section times branching fraction limits for

a particle - with an invariant mass of 18 GeV decaying to a Υ(1S) + `+`− → `+`−`+`− final state in the three

distinct data-taking periods at ATLAS (as well as the statistical combination of the full 13 TeV dataset). ‘Low Y’

and ‘high Y’ refer to the limits derived from signal models with lowest (Higgs-like scalar) and highest (pseudoscalar

tetraquark) predicted selection plus reconstruction efficiencies, respectively.

Dataset

8 TeV 13 TeV 2015–17 13 TeV 2018 13 TeV comb.

Low Y (fb)
Expected 36 81 101 58

Observed 145 154 94 90

High Y (fb)
Expected 21 41 51 30

Observed 85 78 48 46

Due to the significant excess in 8 TeV data, the observed limits are necessarily much weaker than the

median expected limits. In this case we additionally derive a total production cross-section estimate for the

excess, interpreted as the production of a new state decaying to four muons, equal to between 61 ± 12 fb

and 105 ± 20 fb, dependent on the model considered (where the uncertainty quoted is purely statistical).

Cross-section limits at 8 and 13 TeV are not directly comparable due to model-dependent uncertainties and

parton luminosity scaling of the production rates. To allow for visual comparison of the results at two

centre-of-mass energies we indicate (with a purple dotted line) the 8 TeV upper limit corresponding to a

scaling of the 13 TeV combined observed limit, as predicted by each of the extreme models under study.

The observed limits are consistent with the existing results from the CMS Collaboration [15] and the LHCb

Collaboration [14], although neither of these searches observed significant excesses.
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Figure 7: Expected and observed production cross-section times branching fraction limits for a particle - with an

invariant mass of 18 GeV decaying to a Υ(1S) + `+`− → `+`−`+`− final state in the three distinct data-taking

periods at ATLAS (as well as the statistical combination of the full 13 TeV dataset). Due to the large theoretical

uncertainty on the interpretation of the results, we present results for a range of signal models. ‘Low Y’ and ‘high Y’

refer to the limits derived from signal models with lowest (Higgs-like scalar) and highest (pseudoscalar tetraquark)

predicted selection plus reconstruction efficiencies, respectively. Where an excess is significant, cross-section

estimates are indicated with data points (with statistical uncertainties). The purple dotted line indicates the 8 TeV

cross-section limit corresponding to the 13 TeV combined observed limit, once parton luminosity scaling predicted

by the model under study is accounted for, for the specific models under study at leading-order. Comparison is made

to limits from CMS and LHCb for a variety of models.

9 Conclusion

A search for new low-mass resonances in the four-muon final state is performed using proton-proton

collision data corresponding to integrated luminosities of 20.3 fb−1 at
√
B = 8 TeV and 51.5 fb−1 and

58.5 fb−1 collected in 2015–2017 and 2018, respectively, at 13 TeV by the ATLAS experiment at the

LHC. With the 8 TeV data, typical selection criteria are applied but the analysis was not blinded. An

excess consistent with a narrow-width particle is observed at 18 GeV in the four-muon invariant-mass

distribution of Υ(1S) + `+`− → `+`− `+`− events in the 8 TeV dataset. The stability of the observed

excess is confirmed by an extensive variation of the cuts. The range of local significances of the excess in

the 8 TeV data from a background-only hypothesis is estimated to vary between 3.6f and 6.3f for the

10 − 50 GeV search range considered corresponding to global significances of 1.9f to 5.4f depending on

the selection choice. A statistically independent study with the selection requirements fixed to those from

the 8 TeV analysis is subsequently performed, using the 13 TeV data. In early 13 TeV data, collected with

an equivalent three-muon trigger to the one available at 8 TeV, a structure is observed at the same mass

with a reduced significance of 1.9f. In later 13 TeV data-taking with more restrictive trigger selections,

no excess is observed.

Performance studies using signal MC simulations and di-Υ(1S) production signals suggest reductions in

expected sensitivity across datasets, due to the more restrictive trigger selections. The MC and data-driven
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estimates yield consistent sensitivity losses although data-driven di-Υ(1S) studies, which are at a different

mass, suggest that there is loss in sensitivity in the 13 TeV dataset relative to that at 8 TeV that is slightly

beyond that predicted by the signal MC models, but still compatible. For the MC models, the excess at

8 TeV is excluded by the 13 TeV data at up to 2.7f. Analyses by LHCb and CMS have not reported an

excess at a mass of 18 GeV.
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