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This note presents the analysis of charged-hadron measurements in photo-nuclear collisions

using 1.73 nb−1 of 5.02 TeV Pb+Pb data collected in 2018 by ATLAS. Candidate photo-

nuclear events are selected and background events rejected using a combination of zero degree

calorimeter measurement, pseudorapidity gap, and tracking information. The yield of charged

hadrons as a function of transverse momentum (?T) and pseudorapidity ([) is measured in

these photo-nuclear collisions as a function of charged-particle multiplicity. The results are

compared with 0.10 nb−1 of 5.02 TeV p+Pb data collected in 2016 by ATLAS using similar

charged-particle multiplicity selections. These photo-nuclear measurements are important for

constraining the photon energy distribution and particle production in Monte Carlo models

such as dpmjet-iii. Additionally, the results are important to test whether such photo-nuclear

collisions may produce small droplets of quark-gluon plasma that flow hydrodynamically.
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1 Introduction

When ultra-relativistic beams of lead nuclei are brought into collision, the typical processes studied are

those for which the nuclei have an impact parameter (1) smaller than twice the nuclear radius (1 < 2').

These so-called hadronic collisions are understood to create a large region of quark-gluon plasma and

produce a large number of particles in the final state. However, the strong electromagnetic (EM) fields

of the fully ionized nuclei can also induce interactions when the nuclei have significantly larger impact

parameters [1, 2]. In the equivalent photon approximation, these strong EM fields correspond to a flux of

quasi-real, high-energy photons. Importantly, the nuclei can produce high-energy photons coherently from

the entire nucleus, resulting in an enhancement to the photon spectrum over a broad energy range which is

proportional to /2 (e.g., atomic number Z = 82 for Pb).

As a result, the rates for EM interactions (which include photon-photon and photon-nucleus scattering) are

large enough to be measurable in Pb+Pb collisions at the LHC. Such collisions are commonly referred to

as “ultra-peripheral collisions” (UPCs) because they can occur when the impact parameters between the

incoming nuclei are large enough such that there is no hadronic interaction between the nuclei. ATLAS

has measured UPC events where the basic interactions are photon-photon collisions [3–6], including

light-by-light scattering and scattering where two leptons in the final state are produced. ATLAS has

also measured UPC photo-nuclear collisions, for example in the case of dĳet production [7]. In the

photo-nuclear case, the photon could act as a point-like particle interacting with a parton in the nucleus

(the ‘direct’ case). However, the vector-meson dominance picture suggests that the photon could fluctuate

to a vector meson, for example a d meson, which then interacts with the Pb nucleus (the ‘resolved’ case)

[1, 8]. Therefore, some subset of these collisions could be considered as d+nucleus collisions, albeit at a

lower center-of-mass collision energy, depending on the d energy. Hence, such events will have an overall

rapidity boost of the center-of-mass frame in the direction of the nucleus. Figure 1 illustrates direct and

resolved photonuclear interactions.
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Figure 1: Shown are the diagrams representing different types of photo-nuclear collisions and the general features of

their event topologies. Figure reproduced from Ref. [9].

Two-particle azimuthal correlations have been measured in such photo-nuclear events by ATLAS [9]. These

results indicate significant non-zero elliptic and triangular flow coefficients, i.e., E2 and E3, respectively.

These coefficients have been interpreted in terms of a hydrodynamically flowing medium [10], and

alternatively in terms of scattering diagrams in the glasma framework [11]. The E2 values are significantly

smaller in UPC events compared with p+Pb events at the same particle multiplicity # rec
ch

. The lower

elliptic flow in UPC events may be explained via longitudinal decorrelations in the rapidity-shifted UPC

events in hydrodynamic calculations [10]. In Ref. [10], the authors make the specific prediction that the

radial flow [12] is essentially the same in UPC and p+Pb collisions, as measured via the mean ?T of

charged and identified particles. Other QGP signals observed in heavy-ion collisions such as baryon/meson

enhancement [13] and strangeness enhancement [14], should also be quantified in these photo-nuclear

collisions.

Thus, the analysis presented here is motivated by two central physics questions: (1) Can the underlying

physics processes in UPC events be well modeled? and (2) Is there strong evidence for the formation

of small quark-gluon plasma droplets that flow hydrodynamically in these UPC events? The analysis of

charged-hadron yields in this note begins to address whether there is radial flow of the fluid as quantified by

the ?T distributions. In the future, this analysis will be extended to the measurement of identified-hadron

yields, which have additional sensitivity to the radial flow due to their higher mass. Furthermore, it will

include the measurement of strangeness enhancement, and baryon/meson enhancement.

The analysis of photo-nuclear events detailed here thus utilizes the same 2018 Pb+Pb 5.02 TeV data set

with an integrated luminosity of 1.73 nb−1 and comparable event selection cuts as the photo-nuclear flow

analysis [9]. The 2015 p+Pb 5.02 TeV data set with an integrated luminosity of 0.10 nb−1 is also utilized

for comparison purposes.

In this analysis, the inclusive yields of primary charged hadrons are quantified over the pseudorapidity ([)

range −2.5 < [ < +2.51 and as a function of transverse momentum (?T). Primary particles are defined as

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector

and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points

upwards. Cylindrical coordinates (A,Φ) are used in the transverse plane, Φ being the azimuthal angle around the I-axis.

The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of

Δ' ≡
√

(Δ[)2 + (ΔΦ)2.
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charged particles with a mean lifetime g > 300 ps (3 × 10−10 s), either directly produced in the collision

or from subsequent decays of directly produced particles with g < 30 ps. This definition is consistent

with previous ATLAS publications – see for example Ref. [15]. The per event yields of these charged

hadrons are measured as a function of [ and ?T, and as a function of UPC event class characterized by the

charged particle multiplicity # rec
ch

. Detailed comparisons of these measurements with the Monte Carlo

model dpmjet-iii [16, 17] enables key constraints on the physics processes. Detailed comparisons between

Pb+Pb UPC and p+Pb data enable tests of the hydrodynamical model predictions [10].

2 ATLAS detector

The ATLAS detector [18] at the LHC [19] covers nearly the entire solid angle around the collision point. It

consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and

hadronic calorimeters, and a muon spectrometer incorporating three large superconducting magnets. The

inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle tracking

in the range |[ | < 2.5.

The high-granularity silicon pixel detector (Pix) covers the vertex region and typically provides three

measurements per track. An inner–most insertable B-layer [20] has been operating as a part of the silicon

pixel detector since 2015. It is followed by the silicon microstrip tracker (SCT) which usually provides four

two-dimensional measurement points per track. These silicon detectors are complemented by the transition

radiation tracker (TRT), which enables radially extended track reconstruction up to |[ | = 2.0.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. Within the region |[ | < 3.2,

electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)

electromagnetic calorimeters, with an additional thin LAr presampler covering |[ | < 1.8, to correct

for energy loss in material upstream of the calorimeters. Hadronic calorimetry is provided by the

steel/scintillating-tile calorimeter, segmented into three barrel structures within |[ | < 1.7, and two

copper/LAr hadronic endcap calorimeters. The angular coverage is completed with forward copper/LAr and

tungsten/LAr calorimeter modules optimised for electromagnetic and hadronic measurements respectively.

The muon spectrometer (MS) surrounds the calorimeters and is based on three large air-core toroidal

superconducting magnets with eight coils each. The MS includes a system of precision tracking chambers

and fast detectors for triggering. The minimum-bias trigger scintillator (MBTS), reconfigured for Run

2, detects charged particles over 2.07 < |[ | < 3.86 using two hodoscopes of 12 counters positioned

at I = ±3.6 m. The Zero-Degree Calorimeters (ZDCs) play a key role in identifying UPC events in

heavy-ion collisions. They are located at I = ±140 m from the interaction point, just beyond the point

where the common straight-section vacuum-pipe divides back into two independent beam-pipes. The ZDC

modules consist of layers of alternating quartz rods and tungsten plates that measure neutral particles at

pseudorapidities |[ | > 8.3.

A two-level trigger system [21] is used to select events. The first-level trigger (L1) is implemented in

hardware and uses a subset of the detector information to reduce the accepted rate to at most 100 kHz. This

is followed by the software-based high level trigger (HLT) that reduced the accepted event rate to 1–4 kHz

depending on the data-taking conditions during 2018 Pb+Pb collisions.
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3 Data sample and event selection

The 2018 Pb+Pb
√

sNN = 5.02 TeV events were recorded with an integrated luminosity of 1.73 nb−1,

using a number of different triggers to sample high-multiplicity photo-nuclear collisions (W+Pb). All

triggers required one ZDC side to have a minimum amount of energy (�min = 1 TeV) at L1 consistent

with the presence of at least one spectator neutron (referred to as the Pb-going side and corresponding to

[ < 0), while the other side required an energy below �min, consistent with no neutrons (referred to as the

photon-going side and corresponding to [ > 0). This topology is referred to as "0nXn" in this note. For the

p+Pb data analysis, the 2016 p+Pb
√

sNN = 5.02 TeV data is used with an integrated luminosity of 0.10

nb−1 collected using a minimum bias trigger, as detailed in Ref. [22]. Monte Carlo events are run through

Geant4 [23, 24] and then the full event reconstruction.

The Monte Carlo simulation sample used in the Pb+Pb UPC analysis is a dpmjet-iii + starlight minimum

bias WA collision sample. First, the distribution of photon flux for 208Pb beams at the LHC was calculated

using starlight [25]. The flux distribution was passed to a multipurpose generator based on the Dual Parton

Model (DPM) and referred to as dpmjet-iii [16, 17], which simulates direct and resolved photon–lead

(W+Pb) interactions at the generator level. A Pythia W? collision sample is used for systematic uncertainty

estimation. Both Pythia W? and dpmjet-iii samples have their photon flux re-weighted to match that of

starlight. Peripheral HĲING [26] Pb+Pb collision events at 5.02 TeV are utilized for background modeling.

The Monte Carlo sample that is used in p+Pb analysis is the HĲING p+Pb collision sample [27].

Each event is characterized by the number of reconstructed tracks with ?T > 0.4 GeV and |[ | < 2.5,

referred to as the reconstructed charged-particle multiplicity (# rec
ch

). This standard ATLAS event class

definition utilizes reconstructed tracks that are not corrected for track acceptance and efficiency, see for

example Refs. [28–31]. Monte Carlo studies indicate that selections on # rec
ch

correspond to equivalent

selections on truth-level charged particles also with ?T > 0.4 GeV and |[ | < 2.5, but with # truth
ch

≈ 1.2 ×
# rec

ch
.

There is one important event selection difference from [9] in that the measurement of charged-particle

yields is auto-correlated with the event classification # rec
ch

, that is, a single track can enter both the yield and

# rec
ch

. To avoid this auto-correlation, the azimuthal space is divided into separate regions: Yq for measuring

the particle yield and (1-Yq) for measuring # rec
ch

, where Yq is the fraction of the total 2c azimuthal space.

In the limit of Yq → 0, the standard # rec
ch

definition is recovered. Different Yq regions of azimuthal

space can be treated as separate events and the full statistics for the yield can be utilized. The default

UPC Pb+Pb and p+Pb analyses use Yq = 0.01, and a variation of Yq = 0.02 is utilized for estimating the

systematic uncertainty on this procedure.

In Pb+Pb UPC events, a reconstructed pseudorapidity gap quantity is used to distinguish between physics

processes such as photo-nuclear collisions, low activity (peripheral) hadronic Pb+Pb collisions, and

dissociative WW → - processes [32]. The requirement of a pseudorapidity gap above a minimum value in

the photon-going direction is used to suppress contributions from hadronic peripheral Pb+Pb collisions.

The gap quantities are constructed using tracks with ?T > 0.4 GeV , | [ | < 2.5 and calorimeter clusters with

?T > 0.2 GeV , | [ | < 4.9 in each event. The sum of gap quantity calculated in the photon-going half of the

detector,
∑

W Δ[
rec was originally introduced in Ref. [33] as a way to retain a large selection efficiency for

resolved photon events which may break up a large gap with a photon fragment localized in pseudorapidity.

The tracks and clusters at [ > 0 are ordered in [, and then the two-particle pseudorapidity separations

between adjacent particles Δ[ are summed if they exceed 0.5. UPC events with
∑

W Δ[
rec > 2.5 are utilized

in this analysis following the procedure in Ref. [9].
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4 Analysis

This analysis reports charged hadron yields constructed using tracks detected in inner tracker originating

from the collision. Primary particles are defined as charged particles with a mean lifetime g > 300 ps

(3 × 10−10 s), either directly produced in the collision or from subsequent decays of directly produced

particles with g < 30 ps. This definition is consistent with that used in the ATLAS publication [15]. To be

explicit, this definition thus excludes particles with 3 × 10−11 s < g < 3 × 10−10 s, mainly strange baryons

that have a very small probability to actually transverse the tracker before decaying (for example the Ξ
−

with g = 1.6 × 10−10 s and Ω
− with g = 0.8 × 10−10 s). However, it includes charged hadrons resulting

from the decay of, for example, Δ resonances and d mesons that have lifetimes shorter than 30 ps. The

charged-particle track reconstruction follows those utilized for ?? data-taking [15, 34]. Reconstructed

charged-particle tracks are used in this analysis if they satisfy quality criteria as outlined in Ref. [35]. Tracks

are further required to have ?T > 0.1 GeV, | [ | < 2.5, and a distance of closest approach to the reconstructed

vertex in the longitudinal direction, and the transverse impact parameter, of less than 1.5 mm.

Charged-hadron yields are hence calculated as a function of ?T in different [ slices:

. ([, ?T) =
1

#ev

d#2
ch

d?Td[
(1)

and also integrated over ?T as a function of [:

. ([) = 1

#ev

d#ch

d[
, (2)

where #ev is the number of selected events and #ch is the number of charged particles. The charged-particle

yield is corrected for reconstruction and selection inefficiency, as well as for contributions from tracks

which are not associated with primary particles, on a per-track basis using simulation-derived correction

factors. The yields as a function of [ are measured for ?T > 0.1 GeV and extrapolated via the dpmjet-iii

Monte Carlo sample down to ?T = 0 GeV. The systematic uncertainty on this extrapolation is < 3%.

Finally, using the yields detailed above, the 〈[〉 within the measured region |[ | < 2.5 and the 〈?T〉 in [

intervals are calculated as a function of event classification # rec
ch

. These mean values are calculated after

extrapolating down to ?T = 0 GeV.

The reconstruction efficiency is defined as the ratio of the number of truth primary charged particles

whose associated reconstructed track has a truth-matched primary charged particle #matched
truth

(as defined in

Ref. [36]) to the total number of truth primary charged particles, #truth, as a function of both ?T and [:

Y(?T, [) =
#matched

truth
(?T, [)

#truth(?T, [)
(3)

In the analysis of the Pb+Pb UPC data, separate corrections are defined for events in which the photon is

going in the positive or negative direction along z-axis and are applied accordingly.

The reconstruction efficiency as a function of ?T is fitted using a polynomial function of 5th order in log(?T)

at low ?T (?T < 1 GeV ) and a polynomial function of 1st order in log(?T) at high ?T (?T > 1 GeV ) in each

of the 25 [ bins spanning from -2.5 to 2.5. The two fit functions are made continuous at the intersection ?T

= 1 GeV.
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Background tracks consist of fake tracks and secondary tracks. Fake tracks are defined as tracks that do

not have a truth primary match. The largest sources of secondary tracks are from hadronic interactions of

particles with the detector material and the decay products of particles with strange quark content, mostly K0

and Λ
0 decays. Additionally, photon conversions, specifically below 0.5 GeV, also contribute significantly

to the production of secondary tracks. In order to correct for the fakes and secondary contributions, tracks

are weighted on a track-by-track basis by “primary fraction”, 5primary, which is estimated as a function of

reconstructed kinematics in simulated events by taking the ratio of the number of primary tracks #
primary

ch

to the number of reconstructed tracks #ch:

5 primary(?T, [) =
#

primary

ch
(?T, [)

#ch(?T, [)
(4)

The sources of systematic uncertainty in this measurement are discussed below. There are uncertainties

assigned to the purity estimation of photo-nuclear events, and to the comparison of results using only

events where the photon is headed along the positive-z direction of the detector with those where it is

headed towards the negative-z direction [9]. There are uncertainties assigned to the track selection, fakes

and secondary tracks, and the mis-modeling of the detector material [15, 37]. To quantify the uncertainty

on extrapolation to ?T = 0 GeV, variations obtained from the fits to the ?T distribution are utilized. There

is a subdominant uncertainty associated with the use of
∑

W Δ[ at the reconstruction level compared to

truth level. Furthermore, uncertainty on the fit values of track reconstruction efficiency are accounted for.

An uncertainty is also assigned addressing the lack of correction for bin migration due to track momentum

resolution.

The uncertainties are typically evaluated by repeating the full analysis chain with a given systematic variation,

which may result in, e.g., a different reconstructed-level distribution. To have statistically-independent

samples between the nominal and the variations, in all relevant cases, the data samples are divided randomly

into two subsets: one half of the events are used for the nominal condition, the other half events are used

for the variation. The ratio of the varied to nominal result is fitted using a function, and the fitted values are

assigned as the systematic uncertainty. All uncertainties contributions are added in quadrature for the full

systematic uncertainty.

The dominant sources of systematic uncertainty for . ([, ?T) in Pb+Pb UPC are from event purity, lack of

correction for bin migration due to track momentum resolution and truth gap definition in the ?T region

> 0.4 GeV, all comparable to each other, within 4%. In p+Pb , the dominant sources of uncertainty are

mis-modeling of the detector material and track bin migration in the ?T region > 0.4 GeV region, about

2%. In the lowest ?T region 0.1-0.4 GeV, the dominant sources of uncertainties are from mis-modeling

of the detector material, within 5%. The main sources of systematic uncertainty for . ([) at mid-rapidity

arise from extrapolation to ?T > 0 GeV, fakes and secondaries, and mis-modeling of the detector material,

all at a level of approximately 2%. In the most forward/backward rapidity bins, the dominant source of

systematic uncertainty is from material variations, within 3%.

8











6 Monte Carlo dpmjet-iii comparisons

In order to further examine the relationship between particle production and photon energy, Figure 8 (left)

shows the photon energy distribution in the dpmjet-iii model with different # rec
ch

selections. A very large

number of events have extremely low �W (�W < 10 GeV) for the lowest # rec
ch

selection (which is below the

range used in this analysis). Figure 8 (right) shows the correlation between photon energy and # rec
ch

in

dpmjet-iii events. Events with larger # rec
ch

select cases where the emitted photon has larger energy. The

figure also presents ,W�, the effective center-of-mass energy of the photon-nucleus system (per nucleon),

in a secondary axis to highlight the energy-dependence of the multiplicities.

0 50 100 150 200

 [GeV]γE

5−10

4−10

3−10

2−10

1−10

]
-1

 [
G

e
V

γ
/d

E
e
v

 d
N

e
v

1
/N

 Simulation PreliminaryATLAS

+Pb, 5.02 TeVγDPMJET-III 

 > 2.5recη∆γΣ

 : [5,10]
rec
chN

 : [25,35]
rec
chN

 : [40,60]
rec
chN

0 10 20 30 40 50 60 70 80

rec

ch
N

1

10

210

 [
G

e
V

]
γ

E

11−10

8−
10

5−
10

2−10

210

310

 [
G

e
V

]
A

γ
W

 Simulation PreliminaryATLAS

+Pb, 5.02 TeVγDPMJET-III 

 > 2.5
rec

η∆γΣ

〉 
γ

 E〈

〉 
rec

ch
 N〈

Figure 8: (left) Truth photon energy distribution from the Monte Carlo model dpmjet-iii. The dpmjet-iii results are

shown with three selections on # rec
ch

. (right) Correlation between photon energy and # rec
ch

in dpmjet-iii. The blue

points represent the mean photon energy value in each # rec
ch

bin and the red points represent the mean # rec
ch

in each

�W bin. The vertical/horizontal error bars represent the standard deviation. Additionally, ,W� is presented in the

right y-axis.

dpmjet-iii events run through the full ATLAS Geant4 [23, 24] and reconstruction chain can be directly

compared with data. Figures 9 and 10 show the dpmjet-iii truth-level yield results compared to the

experimental results in Pb+Pb UPC for 25 < # rec
ch

≤ 60 as a function of [ and ?T, respectively. Notably, the

dpmjet-iii event selection is at the reconstructed level, i.e., # rec
ch

and
∑

W Δ[
rec, to match the experimental

event selection. The dpmjet-iii results also used the Yq method detailed above to remove the auto-correlation

between the yield and # rec
ch

. dpmjet-iii over-predicts the yield at forward rapidity, though with a reasonable

description of the steeply falling ?T distribution. At backward rapidity, dpmjet-iii slightly under-predicts

the yield and with a significant underestimate of the high ?T yields.

Examining the comparison more differentially in # rec
ch

, Figure 11 shows four specific # rec
ch

bins with

comparison to dpmjet-iii generator level calculations. The d#ch/d[ distribution in dpmjet-iii gives a

reasonable description of the particle yield at backward rapidity, while consistently over-predicting the

yield at forward rapidity in all # rec
ch

selections.

Figure 12 shows 〈[〉 as a function of # rec
ch

in both UPC data and dpmjet-iii. A significant difference in

〈[〉 is observed between UPC data and dpmjet-iii model at all # rec
ch

. The dpmjet-iii over-prediction of the

yield at forward-rapidity leads to a 〈[〉 closer to zero that seen in data. Figure 13 shows the calculated

〈?T〉 extrapolated for ?T > 0 GeV as a function of # rec
ch

in two [ selections, [-1.6,-0.8] and [0.8,1.6], in
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7 Conclusion

This note details the analysis of 5.02 TeV Pb+Pb UPC and p+Pb data taken by the ATLAS experiment

at the LHC. Charged-hadron yields as a function of transverse momentum ?T and pseudorapidity [, and

in selections in event multiplicity # rec
ch

, are quantified. Also, 〈[〉, the mean value of yields measured in

|[ | < 2.5, and 〈?T〉, the mean value of yields measured in [ intervals, are measured within selections of

# rec
ch

. Monte Carlo dpmjet-iii does not describe the detailed charged-hadron distributions, notably the 〈[〉,
having a larger yield at forward rapidity, and under-predicting the 〈?T〉 at backward rapidity. Constraints

on these types of models are critical for accurate calculations of potential collective flow effects previously

published by ATLAS [9]. In addition, other potential signatures of collectivity including radial expansion

are tested in this analysis via the 〈?T〉 comparison in Pb+Pb UPC and p+Pb collisions. The larger 〈?T〉 at

backward compared to forward rapidity in Pb+Pb UPC may hint at hydrodynamic radial flow.

Appendix

A Monte Carlo dpmjet-iii discussion

A further study into the relationship between particle production and photon energy is detailed here.

Figure 14 shows the dpmjet-iii truth photon energy distribution for events with the generator level
∑

W Δ[
rec

> 2.5 selection and no selection on # rec
ch

. Additionally, two re-weightings of the photon energy distribution

are shown, referred to as “higher” and “lower”, that increase (decrease) the relative contribution of

high-energy photons. These re-weightings are not motivated for example by expected uncertainties in the

starlight flux calculation and rather are selected as extremes just to test the impact on the 〈[〉 and 〈?T〉.

Any change in the photon energy distribution shifts the particle production in pseudorapidity. The typical

UPC photon energy is lower than the individual nucleon energy in the opposing Pb nucleus, and hence the

rapidity distribution is shifted towards the Pb-going direction, i.e., backward rapidity. However, for higher

energy photons, one expects a smaller rapidity shift and hence the 〈[〉 value increases towards zero. The

change in photon energy concordantly shifts the
∑

W Δ[
rec distribution too.

Figure 15 shows the
∑

W Δ[
rec distribution for 25 < # rec

ch
≤ 60 (left) and 〈[〉 as a function of # rec

ch
(right)

for each of the three photon energy distributions. The distribution with more low-energy photons, shown

by the green lines, yields
∑

W Δ[
rec distribution and 〈[〉 in closer agreement with data. Conversely, the

distribution with more high-energy photons, shown by the magenta lines, yields
∑

W Δ[
rec distribution and

〈[〉 results in greater disagreement with Pb+Pb UPC data.

Figure 16 shows the 〈?T〉 as a function of # rec
ch

for each of the three photon energy distributions. There is

no significant difference between the 〈?T〉 obtained from nominal photon energy distribution compared to

those obtained from re-weighted photon energy distribution.

The very substantial energy re-weighting applied to dpmjet-iii that emphasizes lower energy photons,

referred to as “lower”, is quite likely ruled out by other Pb+Pb UPC measurements. It is notable that such a

large change does naturally shift the 〈[〉 and
∑

W Δ[
rec distributions, while having a very modest impact on

the 〈?T〉.
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