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Measurements of both the inclusive and differential production cross sections of a top-quark-

antiquark pair in association with a / boson (CC̄/) are presented. Final states with two, three

and four isolated leptons (electrons or muons) are targeted. The measurements use the data

recorded by the ATLAS detector in ?? collisions at
√
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during the years 2015-2018, corresponding to an integrated luminosity of 140 fb−1. The

inclusive cross section is measured to be fC C̄/ = 0.86 ± 0.04 (stat.) ± 0.04 (syst.) pb and

found to be in agreement with the most advanced Standard Model predictions. The differential

measurements are presented as a function of a number of observables that probe the kinematics

of the CC̄/ system. Both absolute and normalised differential cross section measurements

are performed at particle- and parton-level for specific fiducial volumes, and are compared

with theoretical predictions at NLO+NNLL. The results are interpreted in the framework

of the Standard Model Effective Field Theory and used to set limits on a large number of

dimension-6 operators involving the top quark. The first measurement of spin correlations

in CC̄/ is presented: the results are in agreement with the Standard Model expectations, and

the null hypothesis of no spin correlations is disfavoured with a significance of 1.8 standard

deviations.
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1 Introduction

The production of top-quark-antiquark pairs (CC̄) in association with / bosons is, according to the Standard

Model, a rare process at the LHC and a source of various multilepton final states. Given its high mass of

approximately 173 GeV [1] and the therefore large Yukawa coupling to the Higgs boson, the top quark

plays a special role for electroweak (EW) physics. The coupling of the top quark to the / boson is not

yet well constrained and its value can be significantly altered by beyond the Standard Model physics

processes [2–7]. Precise measurements of the inclusive and differential cross sections of the associated

production of the top-quark pair and the / boson, denoted as CC̄/ , are thus of particular interest. The CC̄/

process is furthermore an irreducible background to other rare top analyses, such as four-top production [8,

9], as well as several searches for BSM phenomena, for example supersymmetric models [10–13]. Also

measurements of important SM processes, such as CC̄ production in association with a Higgs boson [14–16]

or single top-quark production in association with a / boson [17, 18] are affected by the CC̄/ background.

The most accurate theoretical prediction of the cross section exists at full next-to-leading-order (NLO)

level [19], including EW corrections. Recently they have been supplemented with the resummation of soft

gluon corrections carried out at next-to-next-to-leading-logarithmic (NNLL) accuracy and matched to the

existing NLO results (NLO+NNLL), as reported in Ref. [20]. The predicted value at
√
B = 13 TeV is:

fC C̄/ = 0.863 +0.073
−0.085 (scale) ± 0.028 (PDF ⊕ Us) pb.

Differential predictions of the CC̄/ cross section at NLO+NNLL accuracy were calculated in Ref. [21] and

include calculations of the rapidity of the top quark, the transverse momenta ?T of the top (anti-top) and

the / boson, as well as the invariant masses of the CC̄ and CC̄/ systems.

A first differential cross-section measurement for CC̄/ production at the LHC was performed by the

CMS collaboration using the combined 2016 and 2017 dataset, corresponding to 77.5 fb−1. The cross

section was measured as a function of two variables in final states with three or four leptons [22].

Both absolute and normalised differential cross sections were presented and compared to theoretical

predictions at NLO+NNLL. In addition, an inclusive cross-section measurement was performed yielding

fC C̄/ = 0.95 ± 0.05 (stat.) ± 0.06 (syst.) pb.

In Ref. [23], the ATLAS Collaboration provided the first measurements of the CC̄/ differential cross section

using the full dataset from Run 2 of the LHC. The inclusive cross section was also extracted in the three-

and four-lepton channels and measured to be fC C̄/ = 0.99 ± 0.05 (stat.) ± 0.08 (syst.) pb. The results

from both the ATLAS and CMS Collaborations are compatible with the upper end of the Standard Model

prediction [20], and with each other.

This paper presents an extended and refined measurement of the CC̄/ cross section in the multilepton final

states using the full dataset collected by the ATLAS experiment during Run 2 with the LHC. An additional

final state is considered, targeting the all-hadronic decay of the CC̄ system. The precision of the cross section

is enhanced by making use of improved calibrations of physics objects and total integrated luminosity,

together with reduced experimental uncertainties, while the description of theoretical and modelling

uncertainties benefits from recent measurements of key background processes and more accurate Monte

Carlo event generators and fixed-order phenomenological calculations. The production cross section of the

CC̄/ process is extracted by performing a profile-likelihood fit simultaneously in the targeted analysis regions

with the signal normalisation as the parameter of interest. A similar profile-likelihood approach is employed

to unfold the data to particle- and parton-level, measuring absolute and normalised differential cross
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sections. The improved treatment of background effects, more detailed models of systematic uncertainties

and unfolding several detector-level selections simultaneously to the same fiducial volume allow for a more

precise and robust result than the one presented in Ref. [23]. The extracted inclusive CC̄/ cross section

and selected normalised differential kinematic distributions at particle- and parton-level are then used to

constrain the dimension-6 Effective Field Theory (EFT) operators relevant to the C-/ interaction in the

context of the SM Effective Field Theory (SMEFT) [24, 25]. A further interpretation of the experimental

results is given in terms of coefficients of the spin density matrix, never before measured for the CC̄/ process

[26].

2 ATLAS detector

The ATLAS detector [27] at the LHC covers nearly the entire solid angle around the collision point.1 It

consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and

hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal

magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle

tracking in the range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and

typically provides four measurements per track, the first hit normally being in the insertable B-layer (IBL)

installed before Run 2 [28, 29]. It is followed by the silicon microstrip tracker (SCT), which usually provides

eight measurements per track. These silicon detectors are complemented by the transition radiation tracker

(TRT), which enables radially extended track reconstruction up to |[ | = 2.0. The TRT also provides

electron identification information based on the fraction of hits (typically 30 in total) above a higher

energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. Within the region |[ | < 3.2,

electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)

calorimeters, with an additional thin LAr presampler covering |[ | < 1.8 to correct for energy loss in material

upstream of the calorimeters. Hadron calorimetry is provided by the steel/scintillator-tile calorimeter,

segmented into three barrel structures within |[ | < 1.7, and two copper/LAr hadron endcap calorimeters.

The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules

optimised for electromagnetic and hadronic energy measurements respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring

the deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets.

The field integral of the toroids ranges between 2.0 and 6.0 Tm across most of the detector. Three layers of

precision chambers, each consisting of layers of monitored drift tubes (MDT), cover the region |[ | < 2.7,

complemented by cathode-strip chambers (CSC) in the forward region, where the background is highest.

The muon trigger system covers the range |[ | < 2.4 with resistive-plate chambers (RPC) in the barrel, and

thin-gap chambers (TGC) in the endcap regions.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector

and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points

upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.

The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of

Δ' ≡
√

(Δ[)2 + (Δq)2.
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Interesting events are selected by the first-level trigger system implemented in custom hardware, followed

by selections made by algorithms implemented in software in the high-level trigger [30]. The first-level

trigger accepts events from the 40 MHz bunch crossings at a rate below 100 kHz, which the high-level

trigger further reduces in order to record events to disk at about 1 kHz.

An extensive software suite [31] is used in data simulation, in the reconstruction and analysis of real and

simulated data, in detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulated event samples

For this analysis the full Run 2 dataset collected in ?? collisions during the years 2015-2018 and

corresponding to an integrated luminosity of 140 fb−1 [32] is used. Only events recorded when LHC beams

were stable and all ATLAS detectors were operational are selected. The uncertainty on the combined

2015-2018 integrated luminosity is 0.83% [32], obtained using the LUCID-2 detector [33] for the primary

luminosity measurements, complemented by measurements using the inner detector and calorimeters. The

average number of interactions per bunch crossing ranges from 0.5 to around 80 and has mean of 33.7.

The data were collected using a combination of single-electron and single-muon triggers, with requirements

on the identification, isolation, and ?T of the leptons to maintain high efficiency across the full momentum

range while controlling the trigger rates [30, 34, 35]. For electrons the trigger thresholds were ?T = 26, 60

and 140 GeV, whereas for muons, the thresholds were ?T = 26 and 50 GeV2. Isolation requirements were

applied to the triggers with the lower ?T thresholds [36–38] (26 GeV for electrons and muons).

Simulated Monte Carlo (MC) samples are used to model the signal and the prompt SM background. The

effect of multiple interactions in the same and neighbouring bunch crossings (pile-up) was modelled by

overlaying the simulated hard-scattering event with inelastic proton–proton (??) events generated with

Pythia 8.186 [39] using the NNPDF2.3lo set of parton distribution functions (PDF) [40] and the A3 set

of tuned parameters [41]. Separate MC production campaigns are used to model the different pile-up

distributions observed in data for the years 2015/16, 2017 and 2018. The simulated samples are reweighted

to reproduce the observed distribution of the average number of collisions per bunch crossing in each

data-taking period.

The simulation of detector effects is performed with either a full ATLAS detector simulation [42] based on

the Geant4 [43] framework or a fast simulation (AtlFast II) using a parameterisation of the performance

of the electromagnetic and hadronic calorimeters and Geant4 for the other detector components [44].

The majority of processes use the full simulation, while the latter setup is used only for rare background

processes and alternative modelling samples for various processes.

The associated production of a top-quark-antiquark pair with a leptonically decaying / boson is modelled

using the MadGraph5_aMC@NLO 2.8.1 [45] generator which provides matrix elements at NLO in

the strong coupling constant Us with the NNPDF3.0NLO [46] parton distribution function (PDF) set. The

W∗ → ℓ+ℓ− contribution and the //W∗ interference are taken into account, down to 5 GeV in the invariant

dilepton mass. The functional form of the renormalisation and factorisation scales (`r, `f) is set to the

default scale 0.5 ×∑8

√

<2
8
+ ?2

) ,8
, where the sum runs over all the particles generated from the matrix

element calculation. Top quarks are decayed at leading order (LO) using MadSpin [47, 48] to preserve all

spin correlations. The top-quark mass is set to 172.5 GeV in all MC samples. The events are interfaced with

2 Lower ?T thresholds of 24 GeV and 120 GeV for electrons and 20 GeV for muons were applied for 2015 data.
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Pythia 8.244 [49] for the simulation of the parton shower, fragmentation, hadronisation, and underlying

event, using the A14 set of tuned parameters [50] and the NNPDF2.3LO PDF set. The decays of bottom and

charm hadrons are simulated using the EvtGen 1.7.0 program [51].

To evaluate theoretical uncertainties of the signal prediction, several alternative CC̄/ MC samples are

considered. These include a sample generated with the same MadGraph5_aMC@NLO version as the

nominal sample, but interfaced to Herwig 7.2.1 [52, 53] for the simulation of the parton shower (using the

default angular-ordered shower model). Two additional samples with the same settings as the nominal CC̄/

sample, but with an up and down variation of the Var3c parameter in the A14 tune, are used to evaluate

uncertainties associated to the modelling of the initial-state radiation (ISR), following a similar approach

as the one described in Ref. [54]. The Var3c A14 tune variation corresponds to the variation of Us for ISR

in the A14 tune.

Alternative samples generated with Sherpa are compared to the unfolded differential distributions. A

CC̄ + ℓℓ sample is produced with the Sherpa 2.2.1 [55] generator at NLO accuracy, and referred to as the

“inclusive” setup. Another sample uses a newer version of the same generator, Sherpa 2.2.11, together with

the MEPS@NLO matching algorithm [56–58], and performs the multi-leg merging of up to three additional

partons at LO, with a merging scale of 30 GeV. In both cases, a dynamic renormalisation scale defined

similarly to that of the nominal CC̄/ samples is used. These samples also include off-shell effects down to

5 GeV in the invariant mass of the lepton pair. The default Sherpa parton shower is used along with the

NNPDF3.0NNLO PDF set.

Events featuring the production of a CC̄ pair in association with a SM Higgs boson with a mass of 125 GeV

(CC̄�) are generated using NLO matrix elements in MadGraph5_aMC@NLO 2.6.0 with the NNPDF3.0NLO

PDF set. The samples are showered with Pythia 8.230 using the A14 tune.

For top-quark-antiquark pair production with a , boson (CC̄,), the Sherpa 2.2.10 generator and default

parton shower are used at NLO accuracy in QCD, with multi-leg merging of up to one additional parton

at NLO and up to two additional partons at LO (MEPS@NLO setup with a merging scale of 30 GeV).

Additionally, a LO QCD sample also generated with Sherpa 2.2.10 but for the CC̄, 9 final state is used to

model additional electroweak corrections to CC̄, production. In both CC̄, samples, the NNPDF3.0NNLO

PDF set is used.

The production of single top quarks in association with a / boson (C/@) is modelled using the Mad-

Graph5_aMC@NLO 2.9.5 generator at NLO, and that of single top quarks in association with a , and a

/ boson (C,/) using MadGraph5_aMC@NLO 2.2.2 at NLO, both with the NNPDF3.0NLO PDF set. The

C/@ events are interfaced with Pythia 8.245 and the C,/ events with Pythia 8.212, using the A14 tune

and the NNPDF2.3LO PDF set. The C/@ sample is simulated in the four-flavour scheme (therefore including

an additional 1-quark in the final state) and normalised to a cross section obtained in the five-flavour

scheme. It additionally includes off-shell effects down to 5 GeV in the invariant mass of the lepton pair.

Modelling uncertainties on the C/@ process are obtained similarly as in the case of CC̄/ : the Var3c parameter

of the A14 tune is varied up and down, and a separate sample is considered for the variation of the choice

of parton shower, by interfacing events generated in MadGraph5_aMC@NLO 2.9.5 to the Herwig 7.2.1

parton shower. At NLO in QCD, the Feynman diagrams of the C,/ process include contributions such

as 66 → C,/1, which may also feature a second intermediate top resonance and thus interfere with the

signal CC̄/ process. The nominal C,/ sample follows the “diagram removal 1” (DR1) scheme described in

Ref. [59] and ignores any Feynman diagrams containing two resonant top quarks. An alternative sample

is generated within the DR2 scheme, which additionally considers the interference terms (at the level of
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squared amplitudes) between single- and double-resonant top quark pair production. This alternative

sample is used to set a modelling uncertainty on the C,/ process, as described in Section 7.3.

The background production of CC̄ events is modelled using the Powheg Box 2 generator [60] at NLO with

the NNPDF3.0NLO PDF set and the damping factor ℎdamp
3 set to 1.5 times the top mass. The events are

interfaced with Pythia 8.230 using the A14 tune and the NNPDF2.3LO PDF set. The top quark decays are

further modelled at LO, while decays of bottom and charm hadrons are simulated using the EvtGen 1.2.0

program.

Several alternative samples are used to evaluate theoretical uncertainties of the CC̄ events. These include a

separate sample using the generator version as above where the ℎdamp parameter is varied to 3.0 times the

top mass, a sample varying the choice of parton shower interfacing Herwig 7.0.4 to the events generated in

Powheg, and a sample with a different matrix element generator using MadGraph5_aMC@NLO 2.3.3

interfaced with Pythia 8.230.

Diboson processes featuring the production of three charged leptons and one neutrino or four charged

leptons (denoted as ,/+jets or //+jets, respectively) are simulated using the Sherpa 2.2.2 generator. In

this setup, multiple matrix elements are matched and merged with the Sherpa parton shower based on the

Catani-Seymour dipole factorisation scheme [61, 62] using the MEPS@NLO prescription [56–58, 63]. The

virtual QCD correction for matrix elements at NLO accuracy are provided by the OpenLoops library [64,

65]. Samples are generated using the NNPDF3.0NNLO PDF set, along with the dedicated set of tuned parton

shower parameters developed by the Sherpa authors. ,////+jets events with no or one additional parton

are simulated at NLO whereas events with two or three partons are simulated at LO precision.

The production of , and / bosons with multiple jets (++jets) is simulated with the Sherpa 2.2.1 generator

using NLO-accurate matrix elements for up to two jets, and LO-accurate ones for up to four jets, calculated

with the Comix [61] and OpenLoops [64–66] libraries. They are matched with the Sherpa parton shower

using the MEPS@NLO prescription. The NNPDF3.0NNLO set of PDFs is used and the samples are normalised

to next-to-next-to-leading order (NNLO) predictions [67].

Events from both diboson and ++jets processes are separated into light-, 1- and 2-flavour components,

depending on whether a 1- or 2-hadron is found in the MC event record of any of the selected jets.

MC samples featuring Higgs production in association with a, or / boson are generated with Pythia 8.186

using the A14 tune and the NNPDF2.3LO PDF set. Triple top-quark production (CCC̄) and the production of a

CC̄ pair with two , bosons (CC̄,,) are simulated at LO using MadGraph 2.2.2 interfaced to Pythia 8.186

with the A14 tune and the NNPDF2.3LO PDF set. Four top-quark production (CC̄CC̄) is simulated at NLO

using the MadGraph5_aMC@NLO 2.3.3 generator interfaced to Pythia 8.230 with the A14 tune and the

NNPDF3.1NLO PDF set; an alternative sample uses the Herwig 7.04 parton shower instead. Processes with

three heavy gauge bosons (,,, , ,,/ , ,// and ///) with up to six leptons in the final states are

simulated with Sherpa 2.2.2 and the NNPDF3.0NLO PDF set. Final states with no additional partons are

calculated at NLO, whereas final states with one, two and three additional partons are calculated at LO.

The versions of the generator, parton shower and PDF used for each of the nominal MC samples as well as

the reference cross section used to normalise the samples are given in Table 1.

For the SMEFT interpretation, additional MC samples are produced at LO in QCD for the CC̄/ and

C/@ processes, using the MadGraph 2.9.3 generator and Pythia 8.245 parton shower (with the default

3 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix

elements to the parton shower and thus effectively regulates the high-?T radiation against which the CC̄ system recoils.
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Table 1: Versions of the generator, parton shower and PDF used for the nominal MC samples and reference cross

sections used in the analysis. Whenever a reference is not indicated, the cross section is taken directly from the MC

setup described in the text.

Process Generator Parton Shower PDF Reference Cross Section (fb)

CC̄/ MadGraph5_aMC@NLO 2.8.1 Pythia 8.244 NNPDF3.0NLO 876.4 [19, 54]

CC̄� MadGraph5_aMC@NLO 2.6.0 Pythia 8.230 NNPDF3.0NLO 507.4 [19]

CC̄, /CC̄, 9 Sherpa 2.2.10 Sherpa 2.2.10 NNPDF3.0NNLO 722.4 [68]

C/@ MadGraph5_aMC@NLO 2.9.5 Pythia 8.245 NNPDF3.0NLO 38.72

C,/ MadGraph5_aMC@NLO 2.2.2 Pythia 8.212 NNPDF2.3LO 16.08

CC̄ Powheg Box 2 Pythia 8.230 NNPDF3.0NLO 87,710 [69]

,/+jet///+jets Sherpa 2.2.2 Sherpa 2.2.2 NNPDF3.0NNLO 7,334

++jets Sherpa 2.2.1 Sherpa 2.2.1 NNPDF3.0NNLO 6,255×103 [67]

CC̄CC̄ MadGraph5_aMC@NLO 2.3.3 Pythia 8.230 NNPDF3.1NLO 11.97 [70]

CCC̄ MadGraph 2.2.2 Pythia 8.186 NNPDF2.3LO 1.64

+� Pythia 8.186 Pythia 8.186 NNPDF2.3LO 2,250 [71–77]

+++ Sherpa 2.2.2 Sherpa 2.2.2 NNPDF3.0NLO 13.74

A14 tune settings). They rely on the SMEFTsim 3.0 [25] UFO model [78] implemented in MadGraph

with FeynRules [79], in the ", electroweak input scheme [80] with the top flavour restrictions (in

the five-flavour scheme). The nominal events are generated according to the SM, and the MadGraph

reweighting module is used to compute a large number of alternative event weights corresponding to the

inclusion of dimension-6 EFT vertices and propagators in the production Feynman diagrams. These internal

weights can then be used to extract the dependence of various observables (including the cross section) on

more than 30 different EFT operators related to CC̄ production, the C-/ vertex and the off-shell CC̄ℓℓ vertex,

as described in Section 11. Since the running of the EFT couplings is not possible in MadGraph, the

renormalisation and factorisation scales are kept fixed at ` =
∑

8 <8 (where 8 runs over the massive final

state resonances). The EFT samples are further simulated (with AtlFast II) and reconstructed in order to

assess their impact on the unfolding (efficiency and acceptance corrections).

4 Object identification and event reconstruction

Electron candidates are reconstructed from clusters of energy deposits in the electromagnetic calorimeter

that are matched to a track in the ID. They are required to satisfy ?T > 7 GeV, |[ | < 2.47 and a Medium

likelihood-based identification requirement [81, 82]. Electron candidates are excluded if their calorimeter

clusters lie within the transition region between the barrel and the endcap of the electromagnetic calorimeter,

1.37 < |[ | < 1.52, to reduce the contribution from fake electrons. The track associated with the electron

must pass the requirements |I0 sin(\) | < 0.5 mm and |30 |/f(30) < 5, where I0 describes the longitudinal

impact parameter relative to the reconstructed primary vertex,4 30 is the transverse impact parameter

relative to the beam axis, and f(30) is the uncertainty on 30. Furthermore, a requirement on the electron

4 The primary vertex is defined as the vertex with the highest scalar sum of the squared transverse momenta of associated tracks

with ?T > 500 MeV, with at least two such tracks.
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isolation, corresponding to the PLVLoose isolation working point (WP) [14] is applied to signal electrons;

baseline electrons have no isolation requirement.

Muon candidates are reconstructed from MS tracks matched to ID tracks in the pseudorapidity range

of |[ | < 2.5. They must satisfy ?T > 7 GeV along with the Medium identification requirements defined

in Ref. [83, 84]. This criterion defines requirements on the number of hits in the different ID and MS

subsystems and on the significance of the charge-to-momentum ratio @/?. In addition, the track associated

with the muon candidate must have |I0 sin(\) | < 0.5 mm and |30 |/f(30) < 3. As is the case for electrons,

the baseline muons have no isolation requirements, whereas the muons selected for the analysis need to pass

the PLVLoose isolation WP. The lepton trigger, reconstruction and selection efficiencies from simulation

receive small corrections derived from measurements of / → ℓℓ events in the data [34, 35, 82, 84].

Jets are reconstructed using the anti-:C jet algorithm [85] as implemented in the FastJet package [86] with

the distance parameter ' set to 0.4 and topological clusters [87] as input. The jets are calibrated through the

application of a jet energy scale derived from 13 TeV data and simulation [88]. The jets are kept only if they

have ?T > 25 GeV and are inside a pseudorapidity range of |[ | < 2.5. The JetVertexTagger (JVT) [89]

algorithm is employed in order to mitigate pile-up effects, applying the TightWP.

The identification of 1-jets is done with the DL1r 1-tagging algorithm [90, 91]. A WP corresponding to an

85% efficiency is used for most pre-selections in the analysis. Exclusive bins in the 1-tagging discriminant

corresponding to different 1-jet identification efficiencies are also used, as pseudo-continuous 1-tagging

(PCBT). This allows for the possible use of different calibrated 1-tagging WPs in defining selections

targeting specific signal or background processes, referred to as regions.

The missing transverse momentum is defined as the negative vector sum of the transverse momenta of

all selected and calibrated physics objects. Low-momentum tracks from the primary vertex that are not

associated with any of the reconstructed physics objects described previously are also included as a ‘soft

term’ in the calculation [92]. The magnitude of the missing transverse momentum vector is denoted as

�miss
T

.

Ambiguities can arise from the independent reconstruction of electron, muon and jet candidates in the

detector. A sequential procedure (overlap removal) is applied to resolve these ambiguities and, thus, avoids

a double counting of physics objects.5 It is applied as follows. If an electron candidate and a muon

candidate share a track, the electron candidate is removed. The closest jet candidate within a distance of

Δ'H,q =
√

(ΔH)2 + (Δq)2 = 0.2, where H is the rapidity, from a remaining electron candidate is removed.

If the electron-jet distance is between 0.2 and 0.4, the electron candidate is removed. If the Δ'H,q between

any remaining jet and a muon candidate is less than 0.4, the muon candidate is removed if the jet has more

than two associated tracks, otherwise the jet is discarded.

In the differential measurements of the CC̄/ cross-section, two definitions of particles in the generator-level

record of the simulation are considered: parton-level and particle-level. While the former leads to a very

inclusive phase-space for ease of comparison with fixed-order matrix element calculations, the latter is

used to build a fiducial volume much closer to that of the detector-level analysis.

Parton-level objects are obtained from the MC generation history of the CC̄/ system. The top (anti-top)

quarks and / bosons are selected as the last instances in this truth record, after radiation but immediately

before their C → ,1 or / → ℓℓ decay, respectively. The leptons originating from , and / bosons are

selected as the first instances, immediately following the decay of the parent boson.

5 The lepton candidates considered for the overlap removed are electrons selected with the ‘Loose’ identification and muons

selected with the Medium identification requirement, but before placing isolation requirements on the leptons.
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Particle level refers to a collection of objects which are considered stable in the MC simulation (g ≥ 30 ps)

but without any simulation of the interaction of these particles with the detector components or any

additional ?? interaction. Unlike parton-level objects, also the hadronisation of the quarks is featured.

Particle-level leptons are selected as leptons originating from the decay of a , or / boson. The four-

momentum of electrons or muons is summed with the four-momenta of all radiated photons within a cone

of size Δ' = 0.1 around its direction, excluding photons from hadron decays. The parents of the electrons

or muons are required not to be a hadron or quark (D,3,B,2,1). The particle-level jets are reconstructed with

the anti-:C algorithm with a radius parameter of ' = 0.4 based on all stable particles, but excluding the

selected electrons, muons, photons used in the definition of the selected leptons and neutrinos originating

from the / boson or top quarks. If 1-hadrons with ?T > 5 GeV are found in the MC decay chain, they are

clustered in the stable-particle jets with their energies set to zero. Particle-level jets containing one or more

of these 1-hadrons are considered to originate from a 1-quark (ghost-matching) [90, 93]. The particle-level

missing transverse energy is defined as the vector sum of the transverse momenta of all neutrinos found in

the simulation history of the event, excluding those originating from hadron decays.

5 Analysis strategy

The signal regions (SRs) used in this analysis are intended to offer the highest possible purity of CC̄/ events,

as well as sufficient yields in order to perform a differential measurement of the CC̄/ cross section. The

analysis is performed in three orthogonal channels, distinguished by lepton multiplicity. A multivariate

(MVA) approach is employed in each channel to better discriminate the signal and background processes.

An improvement on the previous measurement [23], the MVA analysis has the largest impact on the

dilepton (2ℓ) and trilepton (3ℓ) channels that have large background contributions, whereas the tetralepton

(4ℓ) channel already exhibits an excellent signal purity at the preselection level. The MVA input variables

consist mostly of kinematic variables for individual objects such as jets and leptons, 1-tagging information

for jets and kinematics of the reconstructed top quarks and / boson. The exact list of the variables can be

found in Tables 22, 23 and 24.

The neural networks in the three channels are trained using the Keras [94] backend of Tensorflow [95].

In all cases, the Adam optimiser is used for training. In the 3ℓ channel, the categorical cross-entropy loss

is minimised. The networks in the 2ℓ and 4ℓ channels employ binary cross-entropy as the loss function.

These networks cater to binary classification scenarios, albeit with varying objectives. To ensure optimal

performance, the hyperparameters of all networks are tuned using a grid search, which systematically

varies the number of layers, activation functions, and regularization techniques such as batch normalization

and dropout. Additionally, K-folding techniques [96] are employed to enable comprehensive training and

evaluation of the entire set of MC simulations. This approach ensures that the networks are trained and

tested on statistically independent subsets of the MC simulation.

5.1 Dilepton signal regions

The dilepton channel targets CC̄/ events where the CC̄ system decays hadronically while an opposite-sign

same-flavour (OSSF) pair of leptons originates from the / boson. Events are required to have exactly one

pair of OSSF leptons. The invariant mass of the lepton pair is required to be within 10 GeV of the / boson

mass [97], with the two leptons required to have transverse momentum of at least 30 GeV and 15 GeV

respectively.
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The 2ℓ channel generally suffers from a low signal-to-background ratio, with the CC̄ and /+jets processes

(both characterised by the presence of two prompt6 leptons) constituting major backgrounds. Three signal

regions are defined, based on jet and 1-tagged jet (at 77% 1-tagging efficiency) multiplicities (#jets and

#1−tagged jets@77% respectively). The splitting is motivated by the different background compositions and

the fact that for the events with only 5 jets it is not possible to fully reconstruct the CC̄ system. In SR-2ℓ-5j2b,

exactly 5 jets are required, of which at least two must be 1-tagged; SR-2ℓ-6j2b SR provides its jet-inclusive

complement (at least 6 jets). SR-2ℓ-6j1b, inclusive in jet multiplicity (at least 6 jets) but requiring exactly

one 1-tagged jet, targets events with the appropriate jet multiplicity for tree-level CC̄/ events but with one

non-identified 1-tagged jet. All dileptonic preselections and SR selections are summarised in Table 2.

To improve the separation between the CC̄ and /+jets background processes and the CC̄/ signal, one deep

neural network (DNN) is trained for each signal region on events passing the corresponding selection. The

categorisation of events into signal regions based on jet and 1-tagged-jet multiplicities allows for the DNNs

to be tuned on different background compositions and signal-to-background ratios, enhancing the overall

performance. This is particularly needed here, given the much larger background contributions than in

the other two analysis channels. All DNNs are constructed as binary classification networks (with CC̄/ as

signal and all other processes as background) and the distributions of the DNN outputs are used directly

in the inclusive measurement and are not employed in the definition of the signal regions. Details of the

variables used in the training of the DNN are given in Table 22 in the Appendix.

Table 2: Definition of the dilepton signal regions.

Variable Preselection

#ℓ (ℓ = 4, `) = 2

= 1 OSSF lepton pair with | <ℓℓ − </ | < 10 GeV

?T (ℓ1, ℓ2) > 30, 15 GeV

SR-2ℓ-5j2b SR-2ℓ-6j1b SR-2ℓ-6j2b

#jets (?T > 25 GeV) = 5 ≥ 6 ≥ 6

#1−tagged jets@77% ≥ 2 = 1 ≥ 2

5.2 Trilepton signal regions

A trilepton preselection is defined by requiring exactly 3 signal leptons, and their transverse momenta

must be higher than 27, 20 and 15 GeV. Amongst these three leptons, the OSSF pair with invariant mass

closest to the / boson mass is considered to originate from the / decay, and its invariant mass (<ℓℓ) has to

be compatible with the mass of the / boson within 10 GeV. Further, all OSSF lepton combinations are

required to have <OSSF > 10 GeV to remove contributions arising from low-mass resonances, which are

not included in the simulation. At least three jets are required, of which at least one has to be 1-tagged (with

85% tagging efficiency). All trileptonic preselections and SR selections are summarised in Table 3.

A 3-class DNN is trained to identify CC̄/ , C/@ and diboson events amongst those kept after the 3ℓ preselection

is applied. Table 23 in the Appendix details the variables used in the DNN. The trilepton phase-space

6 The term ‘prompt’ refers to leptons which are directly produced by the hard-scatter process or by the decays of heavy resonances

such as , , / or Higgs bosons.
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after preselection is partitioned into three signal regions labelled SR-3ℓ-ttZ, SR-3ℓ-tZq and SR-3ℓ-WZ,

according to the largest output of the 3 decision nodes. These selections are summarised in Table 3.

While the C/@ and ,/ + 1 contributions are largest in SR-3ℓ-tZq and SR-3ℓ-WZ, respectively, these

regions still contain a non-negligible amount of CC̄/ signal events. The three SRs are mutually exclusive by

construction and together fill the entire phase-space after preselection. A tighter 1-tagging requirement (at

least one 1-tagged jet at 60% efficiency) is then additionally applied in SR-3ℓ-WZ to efficiently suppress

the contributions from the ,/ + ; and ,/ + 2 backgrounds, retaining only the ,/ + 1 component since it

is an important background also in the other two SRs.

Table 3: Definition of the trilepton signal regions.

Variable Preselection

#ℓ (ℓ = 4, `) = 3

≥ 1 OSSF lepton pair with | <ℓℓ − </ | < 10 GeV

for all OSSF combinations: <OSSF > 10 GeV

?T (ℓ1, ℓ2, ℓ3) > 27, 20, 15 GeV

#jets (?T > 25 GeV) ≥ 3

#1−tagged jets ≥ 1@85%

SR-3ℓ-ttZ SR-3ℓ-tZq SR-3ℓ-WZ

DNN-tZq output < 0.40 ≥ 0.40 —

DNN-WZ output < 0.22 < 0.22 ≥ 0.22

#1−tagged jets — — ≥ 1@60%

5.3 Tetralepton signal regions

The tetralepton channel is defined by the requirement of exactly four leptons, of which at least one must

have transverse momentum greater than 27 GeV and two must form an OSSF pair with invariant mass

within 20 GeV of the / boson mass. The sum of the lepton charges is required to be zero. Low-mass

dilepton resonances are removed by requiring that the invariant mass of all OSSF pairs is greater than

10 GeV. The OSSF pair with invariant mass closest to that of the / boson is taken to be the / candidate;

selected events can then be further categorised according to the flavour of the non-/ lepton pair, into a

same-flavour (SF) or different-flavour (DF) signal region. As a result, the //+jets background populates

mostly the SF region. Additionally, at least two jets, of which at least one 1-tagged jet (with 85% tagging

efficiency), are required. All tetraleptonic preselections and SR selections are summarised in Table 4.

To achieve a better signal sensitivity, a DNN is trained in both signal regions to discriminate between the

CC̄/ signal and background processes, with the input variables listed in Table 24 of the Appendix. Events

featuring two pairs of same-flavour leptons are particularly sensitive to contributions from the //+jets

background process; they can be removed from the SR by applying a selection requirement on the DNN

output. The SR definitions are summarised in Table 4.
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Table 4: Definition of the tetralepton signal regions.

Variable Preselection

#ℓ (ℓ = 4, `) = 4

≥ 1 OSSF lepton pair with | <ℓℓ − </ | < 20 GeV

for all OSSF combinations: <OSSF > 10 GeV

?T (ℓ1, ℓ2, ℓ3, ℓ4) > 27, 7, 7, 7 GeV

The sum of lepton charges = 0

#jets (?T > 25 GeV) ≥ 2

#1−tagged jets ≥ 1@85%

SR-4ℓ-SF SR-4ℓ-DF

ℓℓnon-Z 4+4− or `+`− 4±`∓

DNN output ≥ 0.4 —

5.4 Particle- & parton-level selections

The particle- and parton-level selections for the 3ℓ and 4ℓ channels used for the differential measurements

are summarised in Table 5. The particle-level fiducial regions are constructed to follow closely the detector-

level regions, using the particle-level object definitions described in Section 4 with at least one OSSF lepton

pair within ±10 GeV of the </ value as quoted in the PDG. The parton-level fiducial volumes are defined

by the top-quark decays; semi-leptonic (4, `+jets only) in the 3ℓ channel, and dileptonic (4+4−, 4±`∓, `+`−

only) in the 4ℓ channel. The / boson is required to decay dileptonically via / → 4+4−, `+`−. Events

featuring tau leptons which originate directly from either the / boson or the, bosons from the CC̄ system are

removed from the parton-level fiducial volume and are not considered in the unfolding, regardless of their

subsequent decay. The differential variables are reconstructed from the top quarks after final state radiation,

immediately prior to their decays. The invariant mass of the two leptons from the / decay is required to

be within ±15 GeV of the </ value as quoted in the PDG; increasing this mass window at parton-level

diminishes the impact of reconstruction and acceptance efficiencies on the unfolding procedure.

5.5 Top quark reconstruction

Several different approaches for the kinematic reconstruction of either the CC̄ system or the single (anti-)top

quarks are employed and explained in the following, tailored to the characteristics of the various CC̄/ decay

channels considered in this analysis. A brief summary for each channel is given in the following.

5.5.1 2ℓOS reconstruction

In the 2ℓOS channel, two methods are employed for the reconstruction of the CC̄ system. The outputs of both

of these algorithms are used for the construction of variables that are subsequently used for the training of

neural networks since they provide complementary information that can be used to separate between the

signal and background processes.
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Table 5: Definition of the fiducial volumes at particle- and parton-level. Leptons refer exclusively to electrons and

muons: they are dressed with additional photons at particle-level, but not at parton-level.

Particle-level selection

3ℓ channel 4ℓ channel

Exactly 3 leptons, with ?T (ℓ1, ℓ2, ℓ3) > 27, 20, 15 GeV Exactly four leptons, with ?T (ℓ1, ℓ2, ℓ3, ℓ4) > 27, 7, 7, 7 GeV

The sum of charges is ±1 The sum of charges is = 0

At least 3 jets, with ?T > 25 GeV At least 2 jets, with ?T > 25 GeV

At least 1 1-jet (jet ghost-matched to a 1-hadron)

At least one OSSF lepton pair, with |<ℓℓ − </ | < 10 GeV

Parton-level selection

3ℓ channel 4ℓ channel

CC̄ → 4±/`± + jets CC̄ → 4±`∓/4±4∓/`±`∓

/ → 4±4∓/`±`∓

|<ℓℓ − </ | < 15 GeV

The first method, referred to as multi-hypothesis hadronic top/, reconstruction method, targets the fully

hadronically decaying CC̄ system associated to the signal process taking into account several hypotheses

for the number of available and missing top-quark final state particles. At tree-level six jets from the

fully-hadronic decay of the CC̄ system are part of the 2ℓOS CC̄/ signature, however due to the jet energy

resolution and coverage of the detector, some jets associated to a final state quark may not be reconstructed.

Five different scenarios7 are considered for the reconstruction procedure, depending on the number of

hadronically decaying , bosons and top quarks possible to reconstruct, each giving an output weight.

For each hypothesis, all jets-to-quarks assignments are tested and the probability of the hypothesis and

combination is calculated based on known distributions of two (three) jets invariant mass originating

from , boson (top quark). The final weight for each hypothesis is the probability of the most likely jet

permutation and the permutation is considered correct for a given hypothesis.

An alternative approach attempts reconstruction of the all-hadronic CC̄ system through the use of SPANet

(Symmetry Preserving Attention Network), an attention-based neural network originally designed for the

reconstruction of all-hadronic CC̄ events [98]. The network was trained for the dilepton CC̄/ topology using

both the nominal and alternative CC̄/ samples, required to pass the 2ℓOS selection from Table 2 and at

least 6 jets (at least one 1-tagged). One or both top quarks have to be correctly matched, where correct jet

assignments are constructed by matching detector level objects to parton level. Inputs are the kinematic and

1-tagging information of all jets present in the event, as well as the correct jet assignments. The network

predicts the jet assignments for the top and antitop quarks. It assigns jets to the top quarks correctly in

≈56% events, if the jets from the top-quarks are present. The transverse momentum of the reconstructed

all-hadronic CC̄ system, ?C C̄
T

, is then used as an input to the MVA discriminant in the 2LOS channel.

7 Considered scenarios: jets from one , boson are present, jets from two , bosons are present, jets from one top-quark are

present, jets one top-quark and one , boson are present and jets both top-quarks are present.
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5.5.2 3ℓ reconstruction

The full reconstruction of the CC̄ system for 3ℓ events is performed by first reconstructing the leptonic-side

top quark8 and subsequently reconstructing the hadronic-side top quark. For the leptonic-side the �miss
)

is

attributed to the neutrino from the associated , boson decay. The neutrino momentum in the I direction

(?aI) can be determined from the quadratic equation constrained by the SM , boson mass, leading to up

to two distinct solutions, which are both considered. In the few cases where no real solution exists, the

neutrino ?T is adjusted such that the quadratic determinant becomes zero and a single solution for ?aI
exists. Each , boson candidate is then paired to the nearest (in Δ') 1-tagged jet. The most likely top

quark candidate is determined from the ?(<1;a) probability density distribution obtained from MC CC̄/

simulations.

The hadronic-side reconstruction builds top quark candidates from jet pairs compatible with a , boson,

and a 1-tagged jet. As the 1-tagged jet has already been determined at this point by the leptonic-side,

the remaining of the two jets with the highest 1-tagging score is assigned to the hadronic-side top quark.

From all the other jets, the two most compatible to have originated from a , boson are determined via

interpolation of < 9 9 with the reference distributions used in the multi-hypothesis reconstruction method.

The exact same top reconstruction algorithms are applied at particle-level, using the two highest ?T jets

that have been ghost-matched to 1-hadrons to define the 1-candidates.

5.5.3 4ℓ reconstruction

In this channel a full kinematic reconstruction of the CC̄/ system is performed employing the Two Neutrino

Scanning Method (2aSM), improving over the previous analysis [23] where it was reconstructed in the

transverse plane only. Values of the azimuthal angle and pseudorapidity of either neutrino are tested by

systematically scanning the [-q-space and, with the set of the respective values at each point in [-q-space

of the two neutrinos, the CC̄ signature is constructed with the information from the two leptons not associated

with the / boson decay and two jets with the highest 1-tagging score.

Kinematic constraints from reference distributions are used to create a single output weight, F2aSM, for all

hypotheses and then the combination with the largest weight is selected as the reconstructed dileptonic

CC̄ system. This output weight is showing a high discrimination power between CC̄/ and dileptonic CC̄ and

therefore can be used as a discriminating variable for MVA training.

At particle-level, a pseudo-top-quark reconstruction algorithm is employed. First the two leading ?T

neutrinos (from the truth record) are associated with the two charged leptons left in the event after the

/ boson candidate has been determined. From the two possible lepton-neutrino pairings, the one that

yields an invariant mass closest to the , boson mass is retained. The two highest ?T jets that have been

ghost-matched to 1-hadrons define the 1-candidates; where only one such jet exists in the event, the second

1-candidate is taken to be the leading ?T jet amongst those left available. As before, both pairings of 1-

and ,-candidates are considered, and the one that yields an invariant mass closest to the MC top quark

mass (172.5 GeV) is used to define the reconstructed top and antitop quarks.

8 The term leptonic-side top quark is taken to mean the top or anti-top quark from the CC̄ pair for which the , boson decays via

, → ℓa, and similarly , → @′@̄ for the term hadronic-side.
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6 Background estimation

Several processes can lead to background contaminations in the signal regions. The contributions from SM

processes featuring the production of two, three or four prompt leptons is discussed in Section 6.1, whereas

the estimation of processes where at least one of the reconstructed leptons is a lepton from a non-prompt

process is explained in Section 6.2.

6.1 Prompt lepton backgrounds

6.1.1 Prompt backgrounds in 2ℓ regions

The opposite-sign dilepton channel is dominated by two large, prompt contributions: dileptonic CC̄ and

/+jets. The former enters primarily in the regions where the two 1−jets can be tagged and reconstructed;

it makes up 35% of the total expected event yields in the SR-2ℓ-5j2b and SR-2ℓ-6j2b signal regions, but

only 10% in SR-2ℓ-6j1b. The /+jets process, on the other hand, contributes to around 80% of the event

yields in the SR-2ℓ-6j1b signal region; this number reduces to 55 − 60% in the other two regions. Since

the modelling of /+jets in high jet multiplicity regions can be problematic, especially in association to

heavy-flavour jets, it is important to correct the predictions obtained from MC simulations with data: the

normalisation of the / + 1 and / + 2 components are therefore obtained in data, simultaneously to the

extraction of the signal strength in the combined inclusive fit described in Section 8.

To better model the CC̄ process, a fully data-driven approach is instead preferred, which relies on the high

CC̄ purity of an 4` selection. Additional selection criteria are applied to replicate those of the signal

regions, as defined in Table 2, and therefore limit the extrapolation between regions only to the change in

lepton flavour to an OS different flavour (DF) lepton pair (4±`∓ in the regions used for the data-driven CC̄

estimate, 4±4∓/`±`∓ in the SRs). These requirements are summarised in Table 6 below. To estimate the CC̄

background in the signal regions, the distributions of the DNN output in data in these regions are used:

2ℓ-4`-6j1b, 2ℓ-4`-6j2b and 2ℓ-4`-5j2b.

Table 6: Definition of the dilepton regions used for data-driven estimate of the CC̄ background.

Variable Preselection

#ℓ (ℓ = 4, `) = 2

= 1 OSDF lepton pair with |<ℓℓ − </ | < 10 GeV

?T (ℓ1, ℓ2) > 30, 15 GeV

2ℓ-e--5j2b 2ℓ-e--6j1b 2ℓ-e--6j2b

#jets (?T > 25 GeV) = 5 ≥ 6 ≥ 6

#1−tagged jets@77% ≥ 2 = 1 ≥ 2

To be able to use the distribution of the DNN output from data 4` events in the ℓℓ signal regions, the

different acceptances and efficiencies need to be considered, and the non-CC̄ background must be taken into

account. The MC prediction for all non-CC̄ background is first subtracted from the distribution of the DNN
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output in the 4` data. Then, the following correction factor is applied to the resulting data 4` distributions

of the DNN output:

�C C̄ =
#ℓℓ
C C̄

#
4`

CC̄

, (1)

where #ℓℓ
C C̄

and #
4`

CC̄
are the number of expected CC̄ events (from MC predictions) after the ℓℓ selection in

the SRs and the 4` selection in the regions for data-driven CC̄ estimate, respectively. A total uncertainty on

this number is derived including both the MC statistical error as well as differences between the prediction

of alternative MC generators, obtained by comparing the nominal value of the ratio to the value obtained

considering ℎdamp parameter variation, different showering generator (Herwig 7.0.4) and different matrix

element generator (MadGraph5_aMC@NLO 2.3.3). The correction factors obtained in each region are

found to be very close to each other, and therefore a unique average factor of 0.982 ± 0.009 is used to

apply the 4` → ℓℓ correction in all dilepton signal regions. In addition to this uncertainty, the statistical

uncertainty related to the Poisson fluctuations of the data and MC statistical uncertainty of the subtracted

MC backgrounds are taken into account for this background bin-by-bin in all regions. Distributions for

the ?) of the leading jet in 2ℓ-4`-5j2b, 1-tagged-jet multiplicity in 2ℓ-4`-6j2b and jet multiplicity in

2ℓ-4`-6j1b are shown in Figure 1. The distribution of the 1-tagged-jet multiplicity in particular highlights

the need for this data-driven approach, in order to overcome the MC mismodelling.
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Figure 1: Distributions of: (a) the transverse momentum of the leading jet in 2ℓ-4`-5j2b, (b) the number of 1-tagged

jets in 2ℓ-4`-6j2b, and (c) the number of jets in 2ℓ-4`-6j1b. The shaded band corresponds to the total uncertainty

(systematic and statistical) of the total pre-fit SM prediction. The lower panel shows the ratio of the data to the SM

prediction. The last bin includes also the overflow. These regions are not included in the fit and are only used for

fully data-driven estimate of the CC̄ background in the dilepton signal regions.

6.1.2 Prompt backgrounds in 3ℓ regions

The dominant background processes in the trilepton signal regions are,/+jets (with,/ → ℓℓℓa) and C/@

production. The heavy-flavour components of ,/+jets, in particular ,/ + 1, is most relevant, accounting

for ∼ 5% of the predicted event yields in SR-3ℓ-ttZ, ∼ 8% in SR-3ℓ-tZq and ∼ 31% in SR-3ℓ-WZ. The

,/ + 2 and ,/ + ; contributions are roughly 3 and 20 times smaller, respectively. The C/@ background

is most relevant in SR-3ℓ-tZq, where it makes up ∼ 22% of the predicted event yields – while the CC̄/
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signal process is still twice as large. Since the C/@ process cannot be completely separated from CC̄/ , it

is kept fixed to its best SM prediction and an appropriate set of normalisation and shape uncertainties

are considered. The ,/ + 1 background, on the other hand, can be normalised to data due to a high

contribution compared to other processes in SR-3ℓ-WZ. Another relevant process is C,/ , an irreducible

singly-resonant background to CC̄/ . Due to its kinematic properties being so close to those of the signal

process, no efficient discrimination can be obtained from the neural network used to define the 3ℓ signal

regions: the C,/ process therefore yields a flat 6 − 10% contribution across the various DNN discriminant

bins.

6.1.3 Prompt backgrounds in 4ℓ regions

The main background in the tetralepton channel is //+jets, with // → ℓ+ℓ−ℓ
′+ℓ
′−. This background

affects mostly the same-flavour signal region, but can also contribute in a minor way to the different-flavour

region through / → g+g− → 4±`∓ag+ag−a4∓a`± . As for the trilepton channel, the C,/ process is a

significant irreducible background, contributing between 8% and 10% of the total event yields in the signal

regions. Other rare processes, such as +� or CC̄�, have a contribution typically . 2%. The contribution of

the //+jets process in the same-flavour signal region is about 13%, mostly from the // + 1 component: it

is therefore useful to design a dedicated control region to normalise this component in data. The definition

of the CR-4ℓ-ZZ is given in Table 7 below. It is similar to that of SR-4ℓ-SF (see Table 4), but relies on an

inverted cut of the DNN discriminant to ensure orthogonality. To suppress contributions from the // + ;
and // + 2 components in the extraction of the // + 1 normalisation (each contributing approximately a

third of the processes), the control region is split into two bins based on the PCBT bin value of the 1-tagged

jet with the highest value of PCBT bin. The first bin contains events for which it is tagged at the 85%, 77%

and 70% WPs, while the second bin corresponds to the tightest 60% WP. The second bin is dominated by

the // + 1 background, and there is non-negligible // + ; and // + 2 contamination in the first bin.

Table 7: Definition of the tetralepton control region.

Variable Preselection

#ℓ (ℓ = 4, `) = 4

≥ 1 OSSF lepton pair with |<ℓℓ − </ | < 20 GeV

for all OSSF combinations: <OSSF > 10 GeV

?T (ℓ1, ℓ2, ℓ3, ℓ4) > 27, 7, 7, 7 GeV

The sum of lepton charges = 0

#jets (?T > 25 GeV) ≥ 2

#1−tagged jets ≥ 1@85%

CR-4ℓ-ZZ

ℓℓnon-Z 4+4− or `+`−

DNN-SF output < 0.4
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6.2 Non-prompt/fake lepton background

Fake or non-prompt leptons are objects unintentionally misidentified as prompt leptons. They can originate

from various sources including meson decays, photon conversions or light jets accidentally creating

lepton-like detector signatures. In the signal regions the typical source of non-prompt leptons9 are due to

the semi-leptonic decay of heavy-flavour hadrons, mainly from contributions from CC̄ and /+jets processes.

While the impact of fake leptons is negligible in the 2ℓ channel, the contribution is up to 12%(5%) of the

total expected yields in the 3ℓ(4ℓ) SRs.

Due to the low amount of fake leptons in the dilepton channel, the MC estimate of the fake lepton

backgrounds is used with a conservative 50% normalisation uncertainty. To estimate the contribution of

fake leptons in the trilepton and tetralepton signal regions, a semi-data-driven method is used. The template

fit method relies on the normalisation in data of dedicated MC templates for each source of fake leptons,

using truth information about the MC origin and type of the fake leptons. Four distinct MC templates

are defined based on the major source of fakes for this analysis: electrons from heavy-flavour sources

(“F-e-HF”), electrons from other sources (“F-e-Other”), muons from heavy-flavour sources (“F-`-HF”),

and any other fake events not belonging to any of the other sets or events containing multiple fake leptons

(“F-Other”). Only this last category is not normalised in data, and receives instead a 50% normalisation

uncertainty.

To remain as kinematically close as possible to the 3ℓ signal regions, where the fake contribution is most

important, a set of trilepton control regions are designed. These employ the same lepton ?T, jet and

1-tagged jet multiplicity requirements as in the SRs. To ensure orthogonality with the SRs defined in

Table 3, exactly one lepton is required to not satisfy the identification and isolation requirements applied to

signal leptons – this lepton is referred to as “loose”. The heavy-flavour fake components can be isolated

by defining CC̄-enriched control regions: any event with an OSSF pair of leptons is vetoed, and the loose

lepton is required to be part of the same-sign pair of leptons. The flavour of the loose lepton is then used to

categorise events into CR-CC̄-e or CR-CC̄-`. On the other hand, the “F-e-Other” component can be obtained

in a /-like selection (CR-Z-e), requiring exactly three electrons of which two form an OS pair, and vetoing

events with �miss
T

greater than 80 GeV. These selection criteria are summarised in Table 8 below.

The extraction of the three fake factors (N4,HF, N4,other and N`,HF) is first performed independently of

the inclusive combined fit to determine an additional uncertainty due to non-closure of key kinematic

distributions in the Fake Factor CRs to be applied to the fake templates in the SRs, defined to be 20% on

fake electrons and 10% on fake muons, and later used in the combined fits. In CR-CC̄-e and CR-CC̄-`, the

overall event yields are used in template fit, while in CR-Z-e, the distribution of transverse mass of the ,

boson is fitted in 6 bins. These distributions are displayed in Figure 2 with the corresponding event yields

in Table 9 after the inclusive combined fit to data.

9 Hereafter referred to as “fake leptons” or “fakes”.
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Table 8: Definition of the trilepton fakes control regions.

Variable Preselection

#ℓ (ℓ = 4, `) = 3 (of which = 1 loose non-tight)

?T (ℓ1, ℓ2, ℓ3) > 27, 20, 15 GeV

Sum of lepton charges ±1

#jets (?T > 25 GeV) ≥ 3

#1−tagged jets ≥ 1@85%

CR-t t̄-e CR-t t̄-- CR-Z-e

Lepton flavours no OSSF pair no OSSF pair OSSF pair

(loose lepton is an electron) (loose lepton is a muon) (exactly 3 electrons)

�miss
T

— — < 80 GeV
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Figure 2: Post-fit distributions of: the overall event yields in (a) CR-CC̄-e and (b) CR-CC̄-`, and (c) of the , boson

transverse mass in CR-Z-e. The shaded band corresponds to the total uncertainty (systematic and statistical) of the

total SM prediction. The lower panel shows the ratio of the data to the SM prediction. The last bin includes also the

overflow.
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Table 9: Observed and expected event yields in the fake factor control regions, obtained for an integrated luminosity

of 140 fb−1 after the combined fit to data. The indicated errors include the Monte Carlo statistical uncertainty as well

as all other systematic uncertainties discussed in Section 7. A dash (—) indicates event yields smaller than 0.1.

CR-CC̄-e CR-CC̄-` CR-Z-e

CC̄/ 2.53± 0.21 0.71± 0.12 33.5 ± 1.4

// + ; — — 3.8 ± 1.1

// + 2 — — 2.99± 0.95

// + 1 — — 3.5 ± 1.8

,/ + ; 0.29± 0.13 — 7.8 ± 3.1

,/ + 2 0.36± 0.13 — 11.2 ± 4.3

,/ + 1 0.16± 0.10 — 5.8 ± 3.3

C/@ 0.21± 0.05 — 6.55± 0.99

C,/ 0.26± 0.04 — 3.81± 0.41

CC̄, 2.9 ± 1.5 1.50± 0.75 1.41± 0.71

CC̄� 4.46± 0.38 2.31± 0.20 3.20± 0.29

Other 1.2 ± 0.54 0.72± 0.32 0.52± 0.23

F-e-Other 177 ± 50 — 267 ± 72

F-e-HF 749 ± 70 — 548 ± 56

F-`-HF 0.25± 0.02 744 ± 31 —

F-Other 3.0 ± 1.4 36 ± 16 1.03± 0.52

Total 943 ± 30 786 ± 28 901 ± 28

Data 949 786 892
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7 Systematic uncertainties

The signal and background predictions in all regions are affected by several sources of experimental and

theoretical systematic uncertainty. These are considered for both inclusive and differential measurements

presented in Sections 8 and 9. The uncertainties can be classified into the different categories which are

described in the following subsections.

7.1 Detector-related uncertainties

The uncertainty in the combined 2015–2018 integrated luminosity is 0.83% [32]. This systematic

uncertainty affects all processes determined from MC simulations for which the normalization is not

extracted from data.

The uncertainty in the reweighting of the MC pile-up distribution to match the distribution in data is

evaluated by varying the pile-up correction factors and has a small impact on both the inclusive and

differential results.

Uncertainties associated with the lepton selection arise from the trigger, reconstruction, identification and

isolation efficiencies, and the lepton momentum scale and resolution [81–84]. They are below 1% for the

individual sources and have a total impact of 1–3% on the inclusive measurements.

Uncertainties associated with the jet selection arise from the jet energy scale (JES), the JVT requirement

and the jet energy resolution (JER). The JES and its uncertainties are derived by combining information

from test-beam data, collision data and simulation [88]. The JER has been measured separately for data

and MC using two in-situ techniques and a systematic uncertainty is defined as the quadratic difference

between the jet energy resolutions for data and simulation. The uncertainties in the JER and JVT increase

at lower jet ?T.

The efficiency of the flavour-tagging algorithm is measured for each jet flavour using control samples in data

and in simulation. From these measurements, correction factors are derived to correct the tagging rates in

the simulation. In the case of 1-tagged jets, the correction factors and their uncertainties are estimated from

data using dileptonic CC̄ events [90]. In the case of 2-tagged jets, they are derived from jets arising from ,

boson decays in CC̄ events [99]. In the case of light-flavour jets, the correction factors are derived using dĳet

events [100]. Sources of uncertainty affecting the 1- and 2-tagging efficiencies are evaluated as a function

of jet ?T, including bin-to-bin correlations. The uncertainties in the efficiency for tagging light-flavour jets

depend on the jet ?T and on [. An additional uncertainty is assigned to account for the extrapolation of the

1-tagging efficiency measurement from the ?T region used to determine the correction factors to regions

with higher ?T. The impact of flavour-tagging uncertainties on the measurements depends on the signal

regions and is 1.7% in total.

Uncertainties are applied to the scale and resolution of the soft track component of the missing transverse

energy. They are derived from the agreement between data and MC of the ?T balance between the hard

and soft �<8BB
)

components [101].
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7.2 Signal modelling uncertainties

To obtain the uncertainties related to missing higher order effects, the renormalisation and factorisation

scale parameters `' and `� are varied in the matrix element up and down simultaneously by a factor

of 2 and compared to the nominal predictions. Uncertainties on the PDF are evaluated following the

recommended PDF4LHC prescription [102] and include uncertainties related to the choice of PDF.

The uncertainties associated with the parton showering algorithm and the underlying event model10 are

evaluated by comparing the nominal samples, generated with MadGraph5_aMC@NLO interfaced to

Pythia 8, to equivalent samples interfaced to Herwig 7 instead. Uncertainties related to the modelling of

initial-state radiation are obtained by varying the Var3c parameter of the Pythia A14 tune in dedicated

alternative samples.

The modelling of the CC̄/ signal process is cross-checked by comparing the nominal samples to alternative

ones produced with the Sherpa generator, at various levels of precision (see Section 3 for more details).

This comparison is not treated as an additional source of systematic uncertainty.

7.3 Background modelling uncertainties

Uncertainties on the ,/ → ℓℓℓa (,/+jets) and // → ℓℓℓℓ (//+jets) backgrounds related to the CKKW

matching scale, QSF parameter (resummation scale) and alternative recoil scheme are estimated through

the use of alternative truth-level samples. The renormalisation and factorisation scale uncertainties are

evaluated following the same prescription as for the CC̄/ signal sample: the values of the scales are varied

jointly by a factor of 2 and compared to the nominal predictions. Uncertainties related to the choice of

PDF are evaluated following the recommended PDF4LHC prescription and are derived by comparing the

nominal value to those from the CT14 and MMHT14 PDF sets. Variations of Us in the nominal PDF are

also included. In addition, a normalisation uncertainty of 30% is applied to the ,/ + ; and ,/ + 2
components of the ,/+jets background, evaluated from discrepancies in data/MC comparisons. Similarly,

normalisation uncertainties of 10% and 30% are applied to the // + ; and // + 2 components of the

//+jets background.

A cross section normalisation uncertainty of 14% is assigned to the C/@ process, based on the dedicated

ATLAS measurement presented in Ref. [17]. A parton shower uncertainty is obtained by comparing an

alternative sample of C/@ events generated with MadGraph5_aMC@NLO interfaced to Herwig 7 to the

nominal setup (MadGraph5_aMC@NLO interfaced to Pythia 8). As for CC̄/ , variations of the Var3c

parameter of the Pythia A14 tune, as well as of the factorisation and renormalisation scales, are considered.

Uncertainties related to the choice of PDF are evaluated following the PDF4LHC prescriptions.

For the C,/ background process, no parton shower uncertainty is considered, but instead the difference

between samples generated with the DR1 and DR2 diagram removal schemes [59] is treated as a modelling

uncertainty. Furthermore, both the shape (acceptance) and normalisation components of this systematic

uncertainty are considered: in the absence of higher-order theoretical calculations for the C,/ process, the

comparison of the cross sections obtained in the five-flavour scheme in the DR1 and DR2 setups leads

to an overall 10 − 15% normalisation uncertainty. As for the processes described above, PDF and scale

uncertainties are taken into account.

10 In the following only denoted as “parton shower uncertainty”.
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Only theoretical uncertainties on the normalisation of the cross section of the CC̄� process are considered.

Following the NLO QCD+EWK calculation presented in Ref. [19], the scale uncertainty is taken to be

+5.8% − 9.2% and the PDF+Us uncertainty ±3.6%.

As for the diboson processes, variations of the CKKW matching scale and QSF parameter define independent

modelling uncertainties on the /+jets process. Renormalisation and factorisation scales are further varied

up and down by a factor of 2, and PDF uncertainties are evaluated according to the PDF4LHC prescription.

The / + ; component, the only one to not be extracted directly from a fit to data, is assigned a 10%

normalisation uncertainty [103].

For other minor background processes, such as �+ , +++ , CC̄, , CC̄,, or multi-top-quark (CCC̄, CC̄CC̄)

production, an overall normalisation uncertainty of 50% is applied. For CC̄CC̄, an additional parton shower

uncertainty is considered, by comparing samples interfaced to Pythia 8 and Herwig 7. These background

components typically contribute . 1% of the total event yields in the signal regions. As defined in

Section 6.2, the MC template for fake leptons that cannot be normalised in data as part of the Fake Factor

method is assigned a 50% normalisation uncertainty. Non-closure uncertainties are derived for the other

fake templates.

A few channel-specific exceptions from the above mentioned treatment of the theoretical systematic

uncertainties of the background are also included. In the 2ℓ OS channel, the diboson background is

significantly smaller than in 3ℓ and 4ℓ channels. Splitting it into 3 flavor components and using all

aforementioned mentioned uncertainties would lead to large MC statistical uncertainties in those templates,

therefore all diboson events are treated as one background and are assigned a conservative 50% uncertainty.

In the 3ℓ channel, the // + 1 background is not negligible, but still not large enough to measure its

normalisation directly in data, as is done in the 4ℓ channel. A 50% normalisation uncertainty is applied

instead.

8 Results of the inclusive cross section measurement

The CC̄/ cross section is first measured separately in each channel. A final result is then obtained by

simultaneously fitting all three channels.

The fit is based on the profile-likelihood technique [104], with a likelihood function as a product of Poisson

probability functions given by the observed event yields in the signal and control regions. The signal

strength `C C̄/ , defined as the ratio between the observed CC̄/ cross section and the cross section predicted by

the Monte Carlo, as well as normalisations of some of the backgrounds (specified later in this section) are

treated as free parameters of the fit. Systematic uncertainties described in Section 7 are introduced using

additional parameters with Gaussian constraints. None of the uncertainties are found to be significantly

constrained or pulled in the fit.

Since the signal MC samples with leptonic decay of the / boson contain also a contribution from W → ℓ+ℓ−,
the total cross section has to be corrected in order to remove the photon contribution. In accordance with

the previous ATLAS [23] and CMS [22] measurements, the inclusive cross section fiducial volume is

defined using the requirement that the invariant mass of the fermion pair originating from //W∗ must be

close to the /-boson mass: 70 GeV < < 5 5̄ < 110 GeV. The total cross section is thus corrected by the

fraction of parton-level events with mass of the fermion pair in this / mass window; this fraction is found

to be 94.5 %, with an uncertainty well below 0.1%. The cross section, after correcting by the scale factor

of 0.945, is 0.828 pb.
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In the dilepton channel, the distributions of the DNN output are fitted in all 3 SRs. No additional control

regions are used. The binning is optimised to achieve the lowest possible `C C̄/ uncertainty. The event yields

are shown in Table 10 and the post-fit distributions of the DNN output are shown in Figure 3. The free

parameters of the dilepton fit are the signal strength and normalisations of / + 2 and / + 1 backgrounds.

The CC̄ background is fixed to its estimation from data in 4` events as described in Section 6.1.1. The fitted

value of the cross section can be found in the Table 13.

Table 10: Post-fit event yields in the dilepton signal regions, obtained for an integrated luminosity of 140 fb−1. The

values of the fitted parameters from the combined fit are used. Data-driven approach described in Section 6.1.1 is

used to estimate CC̄ background. The indicated errors include the Monte Carlo statistical uncertainty as well as all

other systematic uncertainties discussed in Section 7. Because of rounding and correlations between systematic

uncertainties, the values quoted for the total yield and its uncertainty may differ from the simple sum over all

processes.

SR-2ℓ-5j2b SR-2ℓ-6j2b SR-2ℓ-6j1b

CC̄/ 297 ± 20 443 ± 27 305 ± 28

CC̄ DD 4 001 ± 72 1 913 ± 45 1 161 ± 35

/ + 1 5 710 ± 170 2 680 ± 110 4 830 ± 280

/ + 2 349 ± 95 189 ± 47 2 020 ± 480

/ + ; 59 ± 25 19.6± 8.1 1 020 ± 240

C,/ 23.2± 0.92 34.4± 2.1 40.2± 1.9

Diboson 150 ± 80 95 ± 52 340 ± 180

Fake leptons 28 ± 14 18.6± 9.2 25 ± 12

Other 55 ± 25 49 ± 22 23 ± 10

Total 10 700 ± 100 5 440 ± 68 9 760 ± 110

Data 10 702 5 435 9 737

In the trilepton channel, the distribution of the DNN output, related to the probability of the event being

the signal, is fitted in the SR-3ℓ-ttZ and SR-3ℓ-tZq regions. The total number of events is fitted in the

SR-3ℓ-WZ region. The post-fit plots for these distributions are shown in Figure 4. The event yields in the

trilepton signal regions are shown in Table 11. In addition to the three trilepton signal regions, the 3 fake

lepton control regions, shown in Figure 2, are used in the fit to extract the normalisations of the fake lepton

backgrounds. The trilepton fit has 5 free parameters: the signal strength, normalisation of the ,/ + 1
background and normalisations of the 3 fake lepton backgrounds. The fitted value of the cross section can

be found in Table 13.

In the tetralepton channel, the distributions of the two DNN outputs are fitted in the SR-4ℓ-SF and SR-4ℓ-DF

regions. The distribution of the 1-tagging score of the leading 1-tagged jet is fitted in CR-4ℓ-ZZ. The

post-fit plots for these distributions are shown in Figure 5. The event yields in the tetralepton signal regions

are shown in Table 11. In addition to the two tetralepton signal regions and // control region, the 3 fake

lepton control regions, shown in Figure 2, are used in the fit to extract the normalisations of the fake lepton

backgrounds. The tetralepton fit has 5 free parameters: the signal strength, normalisation of the // + 1
background and normalisations of the 3 fake lepton backgrounds. The fitted value of the cross section can

be found in the Table 13.
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Figure 3: Distributions of the binary DNN output in the three dilepton signal regions used in the fit: (a) SR-2ℓ-5j2b,

(b) SR-2ℓ-6j1b, and (c) SR-2ℓ-6j2b. The CC̄/ signal strength and the / + 1 and / + 2 normalisations are considered

as free parameters in the fit. Data-driven approach described in Section 6.1.1 is used to estimate CC̄ background. The

fitted values of signal strength, background normalisations and nuisance parameters have been applied to the MC

templates in the plots. The shaded band corresponds to the total uncertainty (systematic and statistical) of the total

SM prediction. The lower panel shows the ratio of the data to the SM prediction.
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Figure 4: Distributions of the CC̄/-node of the multi-class DNN output and total event yield in the three trilepton

signal regions used in the fit: (a) SR-3ℓ-ttZ, (b) SR-3ℓ-tZq, and (c) SR-3ℓ-WZ. The CC̄/ signal strength and the

,/ + 1 normalisation are considered as free parameters in the fit. The fitted values of signal strength, background

normalisations and nuisance parameters have been applied to the MC templates in the plots. The shaded band

corresponds to the total uncertainty (systematic and statistical) of the total SM prediction. The lower panel shows the

ratio of the data to the SM prediction.

In the combined inclusive fit, all aforementioned signal and control regions are used, i.e.: 3 dilepton signal

regions, 3 trilepton signal regions, 2 tetralepton signal regions, CR-4ℓ-ZZ and 3 fake lepton control regions.

The fitted value of the inclusive cross section is found to be 0.86 ± 0.06 pb, in good agreement with the

theory prediction [20] and with a relative precision of 6%. For comparison, the previous result [23]
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Table 11: Post-fit event yields in the trilepton signal regions and the tetralepton signal and control regions, obtained

for an integrated luminosity of 140 fb−1. The values of the fitted parameters from the combined fit are used. The

indicated errors include the Monte Carlo statistical uncertainty as well as all other systematic uncertainties discussed

in Section 7. Because of rounding and correlations between systematic uncertainties, the values quoted for the total

yield and its uncertainty may differ from the simple sum over all processes. A dash (—) indicates event yields smaller

than 0.1.

SR-3ℓ-ttZ SR-3ℓ-WZ SR-3ℓ-tZq SR-4ℓ-SF SR-4ℓ-DF CR-4ℓ-ZZ

CC̄/ 441 ± 21 49.0 ± 3.7 151 ± 11 49.4 ± 3.0 51.1 ± 2.9 2.36± 0.23

CC̄, 4.3 ± 2.2 2.2 ± 1.1 5.3 ± 2.6 — — —

CC̄� 11.9 ± 1.1 1.43± 0.13 6.70± 0.57 2.79± 0.24 2.82± 0.24 0.32± 0.04

,/ + 1 21.1 ± 7.4 47 ± 16 27.1 ± 9.5 — — —

,/ + 2 8.9 ± 3.6 12.2 ± 5.0 11.1 ± 4.6 — — —

,/ + ; 1.19± 0.52 1.70± 0.76 1.81± 0.80 — — —

// + 1 4.3 ± 2.5 6.9 ± 4.0 7.3 ± 4.2 7.5 ± 2.0 0.46± 0.12 26.7 ± 6.9

// + 2 1.23± 0.42 1.22± 0.43 1.61± 0.53 2.13± 0.66 0.30± 0.09 24.6 ± 7.1

// + ; 0.42± 0.13 0.26± 0.09 0.53± 0.15 0.83± 0.24 0.34± 0.09 22.6 ± 5.2

C/@ 20.8 ± 4.0 13.2 ± 2.3 99 ± 16 — — —

C,/ 40.0 ± 7.6 18.0 ± 4.2 24.2 ± 3.0 6.60± 0.82 7.3 ± 1.2 0.69± 0.10

CC̄CC̄ 1.56± 0.78 0.13± 0.07 0.27± 0.14 — — —

Other 1.33± 0.61 1.40± 0.63 0.39± 0.19 0.55± 0.25 1.12± 0.52 0.55± 0.25

F-e-HF 4.6 ± 1.0 3.90± 0.87 12.0 ± 2.6 0.28± 0.07 0.45± 0.10 0.11± 0.03

F-e-Other 7.8 ± 2.7 7.3 ± 2.6 15.2 ± 5.4 0.39± 0.14 0.50± 0.18 0.10± 0.04

F-m-HF 6.98± 0.86 5.27± 0.66 18.2 ± 2.2 0.58± 0.07 0.62± 0.08 0.16± 0.02

F-Other 2.8 ± 1.2 2.7 ± 1.2 4.4 ± 2.0 0.90± 0.40 1.66± 0.74 0.33± 0.15

Total 580 ± 19 174 ± 13 386 ± 15 72.0 ± 3.4 66.7 ± 3.0 78.5 ± 8.0

Data 569 175 388 79 74 81

achieved a 10% uncertainty on the CC̄/ cross section, using the same dataset. All free floating background

normalizations are consistent with the SM predictions within their uncertainties. The breakdown of the

combination per channel can be found in Table 13. A mild upwards fluctuation in the data is observed

in the 4ℓ channel. The compatibility (?-value) of the cross section measured in the combination and

the values fitted individually is 53 %, signalling good agreement between the different analysis channels.

The values of the background normalisation factors obtained from the inclusive cross section fit can be

found in the Table 12. A deviation from unity is observed only for N/+2, which compensates for the

mismodelling of the /+c background in SR-2ℓ-6j1b region. All other normalisation factors are consistent

with their respective SM predictions. No significant pulls or constraints are observed in the fit, except for

the CKKW and QSF scales of the /+b background, which are pulled by ≈1f. These pulls are caused by

the mismodelling of the /+jets background in the SR-2ℓ-5j2b and SR-2ℓ-6j1b signal regions. The impact

of systematic uncertainties on the result is listed in Table 14. The dominant systematic uncertainties are

background normalisations and detector systematics related to jets and missing transverse energy.
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Figure 5: Distributions of the binary DNN outputs in the two tetralepton signal regions used in the fit: (a) SR-4ℓ-SF,

(b) SR-4ℓ-DF; as well as (c) of the 1-tagging efficiency of the leading 1-tagged jet in the control region CR-4ℓ-ZZ.

The CC̄/ signal strength and the // + 1 normalisation, N//+1, are considered as free parameters in the fit. The

fitted values of signal strength, background normalisations and nuisance parameters have been applied to the MC

templates in the plots. The shaded band corresponds to the total uncertainty (systematic and statistical) of the total

SM prediction. The lower panel shows the ratio of the data to the SM prediction.

Table 12: Values of background normalisation factors measured in the combined inclusive fit.

Norm. factor Value

N//+1 1.1 +0.4
−0.4

N,/+1 0.9 +0.4
−0.4

N/+1 1.08 +0.11
−0.10

N/+2 0.61 +0.23
−0.20

N4,HF 0.89 +0.09
−0.09

N4,other 1.2 +0.4
−0.4

N`,HF 1.02 +0.08
−0.08

Table 13: Measured CC̄/ cross sections obtained from the fits in the signal regions with different lepton multiplicities

and corrected to parton-level. The uncertainties include statistical and systematic sources.

Channel fC C̄/

Dilepton 0.84 ± 0.11 pb= 0.84 ± 0.06 (stat.) ± 0.09 (syst.) pb

Trilepton 0.84 ± 0.07 pb= 0.84 ± 0.05 (stat.) ± 0.05 (syst.) pb

Tetralepton 0.97 + 0.13
− 0.12

pb = 0.97 ± 0.11 (stat.) ± 0.05 (syst.) pb

Combination (2ℓ, 3ℓ & 4ℓ) 0.86 ± 0.06 pb= 0.86 ± 0.04 (stat.) ± 0.04 (syst.) pb
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Table 14: Grouped impact of systematic uncertainties in the combined inclusive fit to data. The uncertainties are

symmetrised for presentation and grouped into the categories described in the text. The quadrature sum of the

individual uncertainties is not equal to the total uncertainty due to correlations introduced by the fit.

Uncertainty Category ΔfC C̄/ /fC C̄/ [%]

Background normalisations 2.0

Jets and �miss
T

1.9

1-tagging 1.7

CC̄/ `� and `' scales 1.6

Leptons 1.6

/ +jets modelling 1.5

C,/ modelling 1.1

CC̄/ showering 1.0

CC̄/ A14 1.0

Luminosity 1.0

Diboson modelling 0.8

C/@ modelling 0.7

PDF (signal & backgrounds) 0.6

MC statistical 0.5

Other backgrounds 0.5

Fake leptons 0.4

Pile-up 0.3

Data-driven CC̄ 0.1
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9 Unfolding and differential cross section measurements

The differential measurement is performed in the 3ℓ and 4ℓ channels, using definitions of the fiducial

volumes described in Section 5.4. The dilepton channel is not used because of its high background

contamination. A profile-likelihood unfolding method is used, which is described in Section 9.1. The

observables that are unfolded and their binning are listed in Section 9.2, and the results presented in

Section 9.3.

9.1 Profile likelihood unfolding procedure

The profile likelihood unfolding procedure uses the following formula for the likelihood

!
(

®=|`, ®\, ®:
)

=

∏

A ∈regions

∏

8∈bins

Pois
(

=8,A | ®̀ ®(8,A ( ®\) + �8,A ( ®\, ®:)
)

×
∏

9∈NPs

Gaus
(

\ 9

)

× '( ®̀), (2)

where =8,A is the number of events observed in 8-th bin of A-th region, ®(8,A is the response matrix, �8,A ( ®\, ®:)
is the background contribution, ®: is vector of free-floating background normalisations and ®\ is vector of

nuisance parameters related to the systematic uncertainties. In case of the normalised distribution, the ®̀ is

reparametrised in the way, that the last element of the vector is the overall signal normalisation. In this

case, the content of the last bin of the unfolded distribution is dropped from the ®̀, since it is no longer a

free parameter and it can be calculated based on the values in other bins and the overall normalisation.

This likelihood is similar to the likelihood used in the inclusive measurement, but there are two important

modifications. While a single signal strength ` is used in the inclusive measurement, in the differential

measurement, it is replaced by a vector of signal strengths, ®̀, where each element of the vector corresponds

to a signal strength in a given bin of the unfolded distribution. The other difference with respect to the

inclusive cross section likelihood is the regularisation term '( ®̀), however it is used only for a subset of the

unfolded variables as summarised in Table 15. Discrete second derivative regularisation, also known as

Tikhonov’s regularisation [105–108], is used with the regularisation term given by the following formula:

'( ®̀) = exp

[

−g
2

2

8+1<#18=B
∑

8=2

((`8 − `8−1) − (`8+1 − `8))2
]

, (3)

where the sum runs over the bins of the unfolded distribution and g is the regularisation parameter. The

values of g are summarised in Table 15, they depend on the variable and may differ between particle and

parton levels.

The aim of the regularisation is to suppress strong anti-correlations between the bins of the unfolded

distribution, arising from migrations between the bins. Higher values of the regularisation parameter

g lead to lower uncertainties. However, too strong regularisation can lead to biased results and turns

anti-correlations between the neighbouring bins into correlations. In order to find a compromise between

these two effects, the g values have been scanned with a step 0.1, starting from 0. For each g, the unfolding
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on the Asimov dataset11 has been performed and the global correlation factor d defined in Equation 4 has

been evaluated:

d =

〈

√

1 − (�88�
−1
88
)−1

〉

, (4)

where �88 is the correlation matrix, �−1
88 is inverted correlation matrix and the brackets represent the mean

value over the diagonal elements. The g value where the global correlation reaches its minimum was

chosen as the optimal value.

In order to validate the ability of the unfolding to recover an alternative truth-level distribution a number of

stress tests are performed. Motivated by the potential impact of EFT effects on the high-?T tail of the ?/
T

distribution, this observable is linearly reweighted, with slopes ranging from 0.75 to 2.00 between 0 and 1

TeV. The corresponding event-wise correction, which is 1.0 at ?/
T

= 0 TeV and ranges from 0.75 to 2.0

at ?/
T

= 1 TeV, is used to reweight all of the other observables in this EFT-like stress test. Additionally,

data-driven stress tests are performed where the histogram of the ratio between observed and expected

signal in the unfolded variable at detector level is fitted by a quadratic function and the value of the function

is then used to apply the weight. Another kind of stress test uses a histogram of the ratio of observed and

expected signal as a function of �ℓ
T
, which was found to be the variable with the worst modelling (lowest

?-value at detector-level), where the value of the ratio is used to apply the weight. All the stress tests

show good ability of the unfolding to recover an alternative distribution, with average j2/n.d.f. well below

0.05.

9.2 Differential observables

The choice of the unfolded observables was optimised based on their physics importance and sensitivity

to EFT operators. The list of the observables used in the differential measurement can be found in the

Table 15.

The observables are either unfolded in one of the channels, or in their combination, taken as the union of

the fiducial volumes defined in Section 5.4. The observables relying on a particular decay mode of the CC̄

system are unfolded only in the corresponding channel. Two observables were unfolded separately in both

channels, as their distributions are expected to differ among the channels: #jets and �ℓ
T
. The observables

not requiring a particular decay of the CC̄ system are unfolded in the combination of the 3ℓ and 4ℓ channels.

All the variables are unfolded to both particle and parton level, except for the #jets, which is unfolded

only to particle level. For observables requiring hadronic top reconstruction the migration matrices are

somewhat non-diagonal (∼40-70% on diagonal compared to purely leptonic observables with >90% on the

diagonal). In these cases unregularised unfolding would yield large fluctuations. Therefore, Tikhonov

regularisation is applied for these observables.

The binning for all the observables is summarised in Table 25. The binning is optimised, starting from the

requirement that the statistical uncertainty in all unfolded bins be lower than 35 % for variables unfolded in

the 4ℓ channel only, and lower than 25 % for the 3ℓ and 3ℓ+4ℓ variables, Furthermore, diagonal elements

of the migration matrix (MM) must be higher than a chosen threshold (starting from a high value and

iteratively decreasing it). The range of the first bin of the distribution is chosen at the lowest possible

11 Asimov dataset means fitting Monte Carlo with the same Monte Carlo templates
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Table 15: Summary of the variables used for the differential measurement and the value of the regularisation parameter

g for both particle and parton level for the relevant variables.

Variable Regularisation gparticle gparton Definition

3
ℓ
+

4
ℓ

?/
T

No - - Transverse momentum of the / boson

|H/ | No - - Absolute rapidity of the / boson

cos \∗
/

No - - Angle between the direction of the / boson in the detector

reference frame and the direction of the negatively charged lepton

in the rest frame of the / boson

?C
T

Yes 1.5 1.4 Transverse momentum of the top quark

?C C̄
T

Yes 1.6 1.5 Transverse momentum of the CC̄ system

|Δq(CC̄, /) | Yes 2.4 2.1 Absolute azimuthal separation between the / boson and the CC̄

system

<C C̄/ Yes 1.5 1.6 Invariant mass of the CC̄/ system

<C C̄ Yes 1.5 1.4 Invariant mass of the CC̄ system

|HC C̄/ | Yes 1.5 1.5 Absolute rapidity of the CC̄/ system

3
ℓ

�ℓ
T

No - - Sum of the transverse momenta of all the signal leptons

|Δq(/, Clep) | No - - Absolute azimuthal separation between the / boson and the top

(anti-top) quark featuring the , → ℓa decay

|ΔH(/, Clep) | No - - Absolute rapidity difference between the / boson and the top

(anti-top) quark featuring the , → ℓa decay

?
ℓ,non−/
T

No - - Transverse momentum of the lepton which is not associated with

the / boson

#jets No - - Number of selected jets with ?T > 25 GeV and |[ | < 2.5

4
ℓ

�ℓ
T

No - - Sum of the transverse momenta of all the signal leptons

|Δq(ℓ+C , ℓ−C̄ ) | No - - Absolute azimuthal separation between the two leptons from the

CC̄ system

#jets No - - Number of selected jets with ?T > 25 GeV and |[ | < 2.5

value where these two requirements are satisfied (narrow bins lead to high migrations and high statistical

uncertainties, widening the bin decreases the uncertainty and increases diagonal elements of the migration

matrix). When the range of the first bin is found, the next bin is optimised. For the given two requirements,

only a limited number of bins can be found. The requirement on the minimal value of MM diagonal

elements is gradually decreased to obtain binning for a higher number of bins. The binning is optimised for

a number of bins ranging from 2 to 10, using only the predicted statistical uncertainties and unfolding

to particle-level. Then stress tests are performed for each choice of binning: the one with the largest

number of bins that still passes all stress tests is selected. The same binning is used for both particle- and

parton-level.

9.3 Unfolded cross section measurements

The full set of unfolded results for the transverse momentum of the / boson are presented in this section.

For brevity, only the absolute differential cross sections unfolded to particle-level are shown for other
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observables. All other differential results (including normalised distributions, and unfolding to parton-level)

are available in the Appendix.

Figure 6 shows the distribution of detector-level ?/
T

in 3ℓ signal regions, as well as migration matrices,

acceptance and efficiency corrections. The acceptance is the ratio of the signal at the given bin of the

detector-level distribution which passes the truth-level fiducial volume cuts. The efficiency is defined

as the fraction of the events from a given bin of the truth-level distribution passing the selection in the

given detector-level region. Figure 7 shows similar plots for 4ℓ signal regions. The unfolded distributions,

nominal truth-level MC prediction, as well as alternative generator predictions are shown in Figure 8.

The uncertainties of the unfolded distributions range approximately from 15% to 40%. In general, low

uncertainties are observed for the variables which are reconstructed from leptons only and unfolded in

the combination of both channels. Large number of data events and low migrations between the bins

lead to the low uncertainties. On the other hand, the variables unfolded only in the 4ℓ channel suffer

from low number of events, which causes relatively high statistical uncertainties. The unfolding to the

particle level has lower uncertainties compared to parton-level, because of the more diagonal migration

matrices, and normalised unfolded distributions are also more precise than the absolute distributions,

because of a significant reduction of the normalisation effect of the uncertainties. The dominant source of

the uncertainty is the statistical uncertainty of data in all distributions and bins. The effect of the systematic

uncertainties is significantly lower than the effect of the statistical uncertainty.

The compatibility between the unfolded distributions and the predictions have been evaluated using j2

(which is calculated from the uncertainties of the unfolded distribution and their correlations), and the

corresponding ?-values, which can be found in Table 26 for absolute unfolded distributions and in Table 27

for normalised distributions. The ?-values show a good agreement between the unfolded data and the

prediction for most of the variables. The lowest ?-values, around 2%, are observed for �ℓ
T
, this was

expected since this variable has the worst modelling (lowest ?-values) also at the detector-level.

The absolute differential cross sections unfolded to particle-level for observables defined in the 3ℓ and 4ℓ

channels separately are shown in Figures 9 and 10, while Figures 11 and 12 present those defined in the

combination of the two channels. All other results are available in the Appendix: Figures 16 and 17 for the

unregularised observables in the combination of the 3ℓ and 4ℓ channels, Figures 18-23 for the regularised

ones, Figures 24-28 for those defined in the 3ℓ channel only, and Figures 29-31 for those defined in the 4ℓ

channel only.
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Figure 6: Detector-level distributions (top), together with migration matrices (second row) and acceptance (third

row) and efficiency (bottom) histograms for the ?/
T

observable in the trilepton channel regions: SR-3ℓ-ttZ (left),

SR-3ℓ-tZq (center) and SR-3ℓ-WZ (right).
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Figure 7: Detector-level distributions (top), together with migration matrices (second row) and acceptance (third

row) and efficiency (bottom) histograms for the ?/
T

observable in the tetralepton channel regions: SR-4ℓ-SF (left),

SR-4ℓ-DF (center) and CR-4ℓ-ZZ (right). Migration matrices and corrections apply to the particle level.
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Figure 8: Cross section measurement as a function of the ?/
T

observable in the combination of the 3ℓ and 4ℓ channels,

absolute (top) and normalised (bottom), unfolded to particle level (left) and parton level (right). The dark grey band

corresponds to the total uncertainty on the measurement; in some cases, it is almost fully covered by the light grey

band, representing the dominating statistical uncertainty. Alternative generator predictions are overlaid as solid

coloured lines.
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Figure 9: Absolute differential cross section measurements unfolded to particle-level of: �
leptons

T
in the (a) 3ℓ and (b)

4ℓ channels, #jets in the (c) 3ℓ and (d) 4ℓ channels. The dark grey band corresponds to the total uncertainty on the

measurement; in some cases, it is almost fully covered by the light grey band, representing the dominating statistical

uncertainty. Alternative generator predictions are overlaid as solid coloured lines.
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Figure 10: Absolute differential cross section measurements unfolded to particle-level of: (a) ?
ℓ,non−/
T

in the 3ℓ

channel, (b) |Δq(ℓ+C , ℓ−C̄ ) | in the 4ℓ channel, (c) |Δq(/, Clep) |/c and (d) |ΔH(/, Clep) | in the 3ℓ channel. The dark grey

band corresponds to the total uncertainty on the measurement; in some cases, it is almost fully covered by the light

grey band, representing the dominating statistical uncertainty. Alternative generator predictions are overlaid as solid

coloured lines.
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Figure 11: Absolute differential cross section measurements unfolded to particle-level in the combination of the 3ℓ

and 4ℓ channels of: (a) |H/ |, (b) cos \∗
/

, (c) ?C
T
, and (d) ?C C̄

T
. The dark grey band corresponds to the total uncertainty

on the measurement; in some cases, it is almost fully covered by the light grey band, representing the dominating

statistical uncertainty. Alternative generator predictions are overlaid as solid coloured lines.
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Figure 12: Absolute differential cross section measurements unfolded to particle-level in the combination of the 3ℓ

and 4ℓ channels of: (a) |Δq(CC̄, /) |/c, (b) |HC C̄/ |, (c) <C C̄/ , and (d) <C C̄ . The dark grey band corresponds to the total

uncertainty on the measurement; in some cases, it is almost fully covered by the light grey band, representing the

dominating statistical uncertainty. Alternative generator predictions are overlaid as solid coloured lines.

39



10 Spin correlations interpretation

The first search for top quark spin correlations in CC̄/ events is presented, using detector-level distributions.

Following the work of Ref. [26], the helicity (:), transverse (=) and A-axes in the CC̄ rest frame are defined,

and the polar angle of the charged lepton or down-type quark from the (anti-)top decay with respect to one

of these axes, in the rest frame of its parent (anti-)top, is considered as a measure of (anti-)top polarisations

and CC̄ spin correlations. Six independent observables can thus be defined:

cos \+: , cos \−: , cos \+=, cos \−= , cos \+A , cos \−A , (5)

where the ± superscript indicates the sign of the charge of the lepton/quark. As shown in Ref. [26], the

coefficients of the spin density matrix can be extracted from the averages of the angular distributions

corresponding to the observables listed in (5). These relations are summarised in Table 16; the 288
components are hereafter referred to as “spin correlations”, the 28 9 (8 ≠ 9) and 28 components as “spin

cross-correlations”, and the 1±8 components as “polarisations”. The CC̄/ process, differing from CC̄ production

not only by the emission of an additional / boson but also by different fractions of @@̄- and @6-initiated

Feynman diagrams, leads to a different picture of top quark spin correlations: the three coefficients 2AA ,

2:: and 2== adopt negative values and different magnitudes as in the CC̄ case, and a small longitudinal

polarisation is induced by the emission of the / boson, resulting in non-zero 1±A and 1±
:

coefficients [26].

Future measurements of the full spin density matrix in CC̄/ production will be able to probe possible

CP-violation effects and four-fermion interactions with complementary sensitivity to CC̄ production [109].

Table 16: Coefficients of the spin density matrix and their expressions as averages of angular distributions.

Coefficient Expression

2AA −9〈cos \+A · cos \−A 〉
2:: −9〈cos \+

:
· cos \−

:
〉

2== −9〈cos \+= · cos \−=〉
2A : −9〈cos \+A · cos \−

:
+ cos \−A · cos \+

:
〉

2:= −9〈cos \+
:
· cos \−= + cos \−

:
· cos \+=〉

2A= −9〈cos \+A · cos \−= + cos \−A · cos \+=〉
2A −9〈cos \+

:
· cos \−= − cos \−

:
· cos \+=〉

2: −9〈cos \+= · cos \−A − cos \−= · cos \+A 〉
2= −9〈cos \+A · cos \−

:
− cos \−A · cos \+

:
〉

1+A 3〈cos \+A 〉
1−A 3〈cos \−A 〉
1+
:

3〈cos \+
:
〉

1−
:

3〈cos \−
:
〉

1+= 3〈cos \+=〉
1−= 3〈cos \−=〉

In the 4ℓ channel, all these observables can be defined in terms of leptons from the CC̄ system, while in the

3ℓ channel only one lepton is available which can be used to the define the polarisation observables. In

order to access the spin correlations in semi-leptonic CC̄ events, the down-type quark from the hadronic ,

boson decay must be used. Relying on the ∼ 50% branching ratio of the hadronic , boson into 2B̄/2̄B,
B-candidates are selected by applying a simultaneous 1-tag and 1-veto to the jets selected by the top

reconstruction algorithm as belonging to that , boson: if the jet is tagged at least at the 85% WP but not
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at the 60% WP, it is considered to be 2-tagged, and its companion ,-jet is the resulting B-jet. 3ℓ events

where the B-jet cannot be identified in this way are rejected.

A final observable of interest can be constructed in both the 3ℓ and 4ℓ channels: the opening angle between

the two charged leptons (charged lepton and B-jet) from the dileptonic (semi-leptonic) CC̄ system, where

each decay product is first boosted to the rest frame of its respective parent (anti-)top quark. This angle i

is particularly sensitive to spin correlations, and the following three relations hold [26]:

1

f

df

d cos i
=

1

2
(1 − � cos i) , � = −2AA + 2:: + 2==

3
, � = −3〈cos i〉. (6)

Since the angular observables listed in Table 16 suffer from low statistics in the 4ℓ channel and in general

highly non-diagonal migration matrices (since all the observables rely on the precise reconstruction of

the top quarks), unfolding these distributions using the profile-likelihood method defined in Section 9 is

not possible without large amounts of regularisation. Instead, a detector-level template fit is preferred,

comparing two “spin scenarios”:

O = 5SM · Ospin-on + (1 − 5SM) · Ospin-off. (7)

Each observable O (the 15 coefficients of the spin density matrix and the cos i distribution) is thus fitted

to a linear combination of a SM-like template (taken from the nominal CC̄/ MC predictions) and to its

predicted values in the absence of any spin correlation or top polarisation. The latter predictions are

identically 0 for all spin coefficients, and therefore lead to a flat distribution of the cos i observable. These

“spin-off” predictions at parton-level are forward-folded through a migration matrix built from the nominal

MC samples to produce corresponding detector-level templates, and are assigned the same uncertainties as

the nominal templates. The single parameter of interest 5SM is 0 in the absence of spin correlations and 1

in case of perfect agreement of the unfolded data with the SM.

Since some parameters of the CC̄/ spin correlation matrix are zero within theoretical uncertainties [26]

they are not considered in order to improve the stability of the combined fit. The only coefficients

to be significantly non-zero in the SM are the three spin correlations (2AA , 2:: and 2==), one of the

cross-correlations (2A :), four of the polarisations (1±A and 1±
:
), as well as �. Each observable is defined

and measured in the combination of the 3ℓ and 4ℓ channels. The strategy outlined above results in the

extraction of 9 different values of 5SM at detector-level, which are then combined in a profiled j2-fit. The

fit fully takes into account the statistical overlap in the data, as well as the correlations between the NPs

from the different measurements of 5SM.

The expected and observed values of 5SM for each individual detector-level template fit to a single angular

distribution are given in Table 17. For each individual measurement it is checked that the fit does not

exhibit any strong pull or constraint of the nuisance parameters, compared to the inclusive cross section

measurement presented in Section 8, and the values are found to be consistent with the SM within

uncertainties.

Using the covariance matrices, impacts and correlations of all NPs from each fit, these extracted values of

5SM are combined following the statistical prescriptions described above, and yield:

5 obs.
SM = 1.20 ± 0.63 (stat.) ± 0.25 (syst.) = 1.20 ± 0.68 (tot.). (8)

The result is in agreement with the SM expectation, disfavouring the no-spin hypothesis with a significance

of 1.8f. The main systematic uncertainties arise from the signal and background modelling, as well as the
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impact of �miss
T

and flavour-tagging uncertainties on the reconstruction of the full CC̄ system, though the

measurement is dominated by the statistical uncertainty.

Table 17: Values of the 5SM parameter extracted from the detector-level template fits to the angular distributions listed

in Table 16. The “observed” values refer to measurements in data, whereas the “expected” numbers are obtained from

an Asimov dataset (with 5SM = 1). Quoted are the total errors on each measurement, including both the statistical

uncertainty and all sources of systematic uncertainties.

Distribution Channel Expected values Observed values

cos i 3ℓ + 4ℓ 1+1.39
−1.38

−0.09+1.34
−1.28

cos \+A · cos \−A 3ℓ + 4ℓ 1+1.83
−1.82

1.17+1.80
−1.76

cos \+
:
· cos \−

:
3ℓ + 4ℓ 1+1.78

−1.78
1.39+1.72

−1.73

cos \+= · cos \−= 3ℓ + 4ℓ 1+1.87
−1.86

−1.05+2.06
−1.96

cos \+A · cos \−
:
+ cos \−A · cos \+

:
3ℓ + 4ℓ 1+1.93

−1.93
0.36+1.99

−1.93

cos \+A 3ℓ + 4ℓ 1+1.81
−1.80

1.56+1.86
−1.98

cos \−A 3ℓ + 4ℓ 1+1.82
−1.78

1.81+1.63
−1.68

cos \+
:

3ℓ + 4ℓ 1+1.69
−1.67

2.00+1.65
−1.70

cos \−
:

3ℓ + 4ℓ 1+1.68
−1.68

2.31+1.68
−1.68

11 SMEFT interpretation

The Standard Model Effective Field Theory (SMEFT) [24, 25] provides a complete phenomenological

extension of the SM beyond dimension-4 terms in the Lagrangian. By employing the degrees of freedom

and gauge symmetries of the SM, the SMEFT builds an infinite series of operators sorted by canonical

dimension. New physics effects from Beyond the Standard Model (BSM) theories characterised by a higher

mass scale than the energies probed in a typical LHC collision can therefore be related to a set of operators

{Q}, together with their Wilson coefficients {�}. Observed deviations from the SM can then be expressed

in terms of {�}, without specifying a particular BSM model. Similarly, LHC data found to be in agreement

with the SM lead to constraints in the phenomenological space spanned by the Wilson coefficients {�},
which in turn can be translated into exclusions of various BSM scenarios. The Lagrangian of the SMEFT

thus reads:

LSMEFT = LSM +
∑

3>4

L (3) , L (3) =
=3
∑

8=1

�
(3)
8

Λ3−4
Q (3)
8

, (9)

where Λ is a suitable cutoff scale, chosen as the conventional Λ = 1 TeV in this analysis. The number

of such operators Q (3) , =3 , is known up to 3 = 8, however current computational tools only allow the

study of SMEFT effects up to 3 = 6 where generation of LHC-like collision events is required. Operators

contributing to L (5) are known to include baryon- and lepton-number violating terms, and are therefore

ignored in this analysis; similarly, higher order operators are Λ-suppressed, and therefore only L (6) is

considered in the following.
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Using the EFT Monte Carlo samples described in Section 3 (produced with the SMEFTsim 3.0 UFO

model [25]), the dependence of a generic observable O (e.g. an inclusive or differential cross section) on a

set of Wilson coefficients {�} can be parameterised as:

O = OSM +
∑

8

�8�8 +
∑

8, 9

�8� 9�8 9 . (10)

The reweighting approach taken in the generation of these MC samples probes multiple values of the

individual Wilson coefficients per event, as well as pairs of coefficients. A simple quadratic fit to any

observable of interest therefore yields the linear term �8 , which represents the interference between the SM

and the SMEFT, and the quadratic term �8 9 , which represents a pure SMEFT contribution.12

In order to remove possible discrepancies between the SMEFT prediction of the SM term OSM, obtained

at LO in QCD, and the observed CC̄/ data, the SMEFT predictions for the observables are scaled by a

factor ONLO
SM
/OLO

SM
, where ONLO

SM
is obtained from the modelling of the nominal MadGraph5_aMC@NLO

+Pythia 8 CC̄/ sample.

The SMEFT predictions rely on the top flavour structure of the SMEFTsim 3.0 model, which is defined

by the following assumptions:

• quarks of the first two generations and quarks of the third are described by independent fields,

denoted (@, D, 3) and (&, C, 1) respectively;

• a symmetry * (2)3 = * (2)@ ×* (2)D ×* (2)3 is imposed on the Lagrangian, under which only the

light quarks transform (e.g. @ ↦→ Ω@@, but C ↦→ C);

• mixing effects in the quark sector are neglected (the CKM matrix is unity);

• a symmetry * (1)3
;+4 = * (1)4 ×* (1)` ×* (1)g is imposed on the Lagrangian, which corresponds to

simple flavour diagonality in the lepton sector.

In this analysis 20 dimension-6 SMEFT operators are considered, corresponding to 23 degrees of freedom

(3 Wilson coefficients have a distinct imaginary part). They are defined in Table 18, and broadly fall into

two classes: top-boson operators (classes 5 and 6 in the notation of Ref. [25]) and four-quark operators

(classes 8a-c). The CC̄/ vertex is sensitive to particular combinations of some operators, which are made

explicit in other models (such as dim6top [110]):

2C/ = − sin \,�C� + cos \,�C, , (11)

2−i& = �
(1)
�&
− � (3)

�&
, (12)

where the operators on the left-handside are in the notation of Ref. [110], and \, is the Weinberg angle. It

is shown in the following that the above relations can be recovered by identifiying the directions in the EFT

phase-space that are probed by this measurement.

12 In what follows the “pure quadratic” and “cross” terms may be referred to, meaning �88 and �8 9 ,8≠ 9 respectively.
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Table 18: Definitions of the relevant dimension-6 SMEFT operators. For the three top-boson operators indicated with

a (★) the real and imaginary parts of the corresponding Wilson coefficients are considered separately.

Operator Definition

to
p
-b

o
so

n

QC, (&̄f`a C)f8 �̃, 8
`a (★)

QC� (&̄f`a C)�̃�`a (★)

QC� (&̄f`a)0C)�̃�0
`a (★)

Q (1)
�&

(�†8←→� `�) (&̄W`&)

Q (3)
�&

(�†8←→� 8
`�) (&̄f8W`&)

Q�C (�†8←→� `�) (C̄W`C)

fo
u
r-

q
u
ar

k

Q (1)CD (C̄W`C) (D̄W`D)

Q (8)CD (C̄)0W`C) (D̄)0W`D)

Q (1)
C3

(C̄W`C) (3̄W`3)

Q (8)
C3

(C̄)0W`C) (3̄)0W`3)

Q (1)@C (@̄W`@) (C̄W`C)

Q (8)@C (@̄)0W`@) (C̄)0W`C)

Q (1)
&D

(&̄W`&) (D̄W`D)

Q (8)
&D

(&̄)0W`&) (D̄)0W`D)

Q (1)
&3

(&̄W`&) (3̄W`3)

Q (8)
&3

(&̄)0W`&) (3̄)0W`3)

Q (1,1)
&@

(&̄W`&) (@̄W`@)

Q (3,1)
&@

(&̄f8W`&) (@̄f8W`@)

Q (1,8)
&@

(&̄)0W`&) (@̄)0W`@)

Q (3,8)
&@

(&̄f8)0W`&) (@̄f8)0W`@)

Several different fitting scenarios are employed to extract as much information from the data as possible, in

a self-consistent way. Each fit is performed in the on-shell CC̄/ fiducial region (combination of the 3ℓ and 4ℓ

channels), separately to the top-boson and four-quark operators of Table 18. The differential distributions

unfolded to particle-level in Section 9.3 are parameterised in terms of these EFT operators, and taken as

joint input measurements for the EFT interpretation.

A nominal fit using the full quadratic parametrisation of Equation (10) is considered, where both the

linear and quadratic terms as well as the cross-terms are used, for all operators simultaneously. Secondly

a fit where only the linear terms are present provides an approximate measure of the importance of the

interference terms when compared to the full quadratic fits. Full quadratic fits are also performed for each

operator individually, where only a single Wilson coefficient is probed while all others are fixed to zero, in
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order to provide results which can be compared to other analyses.

Finally, following the work of Ref. [111], the inverse covariance matrix of the unfolded measurements

is rotated into the space of the Wilson coefficients {�} (top-boson and four-quark operators together),

considering only the linear SM/EFT interferences. The resulting matrix provides a lower bound on the

Fisher information matrix. Its eigenvectors correspond to the directions in the space of Wilson coefficients

probed by the measurements, with the corresponding eigenvalues providing a measure of the sensitivity

achieved along these directions. The inverse of the square root of an eigenvalue can be understood as a

predictor of the limit that would be obtained when fitting the linear combination of operators defined by the

eigenvector, rather than the individual operators themselves. Only the eigenvectors whose eigenvalues are

greater than 0.1 are considered, corresponding to a truncation of expected limits greater than ∼ c, beyond

the natural range of the Wilson coefficients of O (1) and the range of validity of the linear approximation.

A multimodal Gaussian likelihood function is implemented with the EFTfitter tool [112], relying on

the BAT.jl package [113], to perform the EFT interpretation in a Bayesian statistical framework. The

overlap in data between the different measurements is suitably taken into account via correlation matrices.

The results of the various EFT fits described above are presented in Figure 13 for the two scenarios with

only top-boson operators and with only four-quark operators, taking as input measurements the fiducial

CC̄/ cross section and the following normalised differential distributions defined in the combination of

the 3ℓ and 4ℓ channels at particle-level: ?/
T

, |H/ |, cos \∗
/

, ?C
T
, |Δq(CC̄, /) | and |HC C̄/ |. Out of these, ?/

T

typically carries the most sensitivity to top-/ operators, whereas ?C
T

is particularly relevant for constraining

four-quark operators. The corresponding numerical values are reported in Tables 19 and 20. A uniform

prior in the range [−10, 10] is used in every case. The independent fits, where all Wilson coefficients other

than the one considered are set to zero, offer the tightest constraints, typically �/Λ2 . 0.5 TeV−2 in 95%

credible intervals.

The quadratic fits, capturing the full EFT picture at dimension 6, also show competitive constraints in the

range �/Λ2 . 0.5 − 1 TeV−2 for 95% credible intervals. Some of the operators can be observed to feature

slightly asymmetric limits or non-zero global modes (but still compatible with the SM within their 1f

range): this pattern is a consequence of the interplay between the different operators in the global fit, as

they do not all represent directions in the EFT space that can be individually probed by the various input

measurements.

This pattern is also present in the linearised global fit, which can be used to gauge the relative importance

of the SM/EFT interference terms. For some operators (e.g. the imaginary and CP-violating parts of

�C� , �C, and �C�, or most of the colour-singlet four-quark operators), the results of the linear fits are

not quoted since the corresponding interference term is vanishing at LO in QCD. As expected,ℜ[�C�]
and the top-/ operators �

(1)
�&

, �
(3)
�&

and ��C have strong linear contributions; the inclusion of their pure

EFT contributions in the quadratic fit however leads to tighter constraints by a factor 2 to 4. The real parts

of the �C, and �C� operators, giving rise to weak dipole moments in the top quark, have comparatively

smaller linear terms: the typically soft / boson emission produces a momentum suppression, and there

is an accidental cancellation between the @@̄- and 66-initiated channels [114]. On the other hand, while

four-quark operators can interfere with SM-like CC̄/ diagrams, due to the predominance of the 66 → CC̄/

production channel at the LHC the linearised limits are drastically reduced when introducing pure EFT

contributions in the quadratic fit: for e.g. �
(3,1)
&@

and �
(3,8)
&@

, these effects range from factor 6 to factor 30

improvements.
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Figure 13: Comparison of the 68% and 95% credible intervals obtained in the (a) top-boson scenario and (b)

four-quark scenario for the marginalised linear and quadratic fits, as well as the independent quadratic fit. The

imaginary (CP-violating) part of the �C, and �C� operators, as well as the colour-singlet four-quark operator, have

no interference with the SM at leading order: no linear fit (red) is performed. Also shown are the best-fit values

(global mode) for each operator.
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Table 19: Observed and expected 68% and 95% credible intervals for the top-boson operators, comparing the results

obtained from the marginalised linear and quadratic fits, as well as the independent quadratic fit. Also shown are the

best-fit values (global mode) for each operator.

Wilson coefficient 68% CI (exp.) 95% CI (exp.) 68% CI (obs.) 95% CI (obs.) Best-fit

�
(1)
�&

O(Λ−2) (marg.) [−5.1, 5.4] [−8.9, 8.7] [−9.0, −1.7] [−10, 2.3] -8

O(Λ−4) (marg.) [−1.2, 1.8] [−3.1, 4.7] [−1.5, 1.7] [−6.0, 3.5] -0.4

O(Λ−4) (indep.) [−0.58, 0.56] [−1.1, 1.1] [−0.86, 0.26] [−1.4, 0.84] -0.3

�
(3)
�&

O(Λ−2) (marg.) [−4.7, 4.7] [−8.5, 8.4] [−0.90, 7.1] [−3.5, 9.9] 0.5

O(Λ−4) (marg.) [−1.1, 2.6] [−2.8, 4.4] [1.9, 5.7] [0, 7.7] 4

O(Λ−4) (indep.) [−0.85, 0.75] [−1.6, 1.4] [−0.15, 1.3] [−0.95, 2.0] 0.7

��C

O(Λ−2) (marg.) [−4.3, 4.2] [−7.9, 8.1] [−10, −5.2] [−10, −0.80] -10

O(Λ−4) (marg.) [−4.0, 0.90] [−6.1, 3.5] [−9.5, −6.0] [−10, −4.0] -9

O(Λ−4) (indep.) [−1.0, 0.95] [−2.0, 1.7] [−1.2, 0.95] [−2.2, 1.6] -0.06

ℑ[�C� ]
O (Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.84, 1.0] [−1.6, 1.7] [−0.80, 1.0] [−2.0, 2.0] -0.9

O(Λ−4) (indep.) [−1.0, 1.0] [−1.6, 1.6] [−1.4, 1.5] [−1.9, 1.9] 1

ℜ[�C� ]
O (Λ−2) (marg.) [−6.7, 6.7] [−9.3, 9.7] [−6.2, 6.5] [−9.5, 9.3] 1

O(Λ−4) (marg.) [−1.3, 0.90] [−2.3, 2.0] [−1.7, 0.90] [−2.5, 2.3] 0.7

O(Λ−4) (indep.) [−1.0, 0.92] [−1.6, 1.6] [−1.3, 0.82] [−1.7, 1.6] -0.8

ℑ[�C� ]
O (Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.19, 0.17] [−0.32, 0.32] [−0.16, 0.16] [−0.30, 0.31] -0.01

O(Λ−4) (indep.) [−0.22, 0.22] [−0.36, 0.36] [−0.19, 0.18] [−0.32, 0.33] -0

ℜ[�C� ]
O (Λ−2) (marg.) [−0.70, 0.70] [−1.4, 1.3] [0.25, 1.6] [−0.35, 2.2] 1

O(Λ−4) (marg.) [−0.11, 0.23] [−0.27, 0.38] [−0.015, 0.32] [−0.18, 0.43] 0.2

O(Λ−4) (indep.) [−0.14, 0.21] [−0.26, 0.36] [−0.11, 0.20] [−0.23, 0.34] 0.03

ℑ[�C, ]
O (Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.56, 0.56] [−1.1, 1.1] [−0.48, 0.62] [−0.98, 1.2] 0.5

O(Λ−4) (indep.) [−0.56, 0.56] [−0.92, 0.92] [−0.72, 0.74] [−1.0, 1.0] 0.5

ℜ[�C, ]
O (Λ−2) (marg.) [−5.8, 5.9] [−9.4, 9.7] [−3.0, 8.1] [−8.0, 9.9] 2

O(Λ−4) (marg.) [−0.72, 0.60] [−1.3, 1.3] [−0.82, 0.66] [−1.3, 1.5] 0.4

O(Λ−4) (indep.) [−0.52, 0.60] [−0.88, 0.92] [−0.38, 0.80] [−0.84, 1.0] 0.5

47



Table 20: Observed and expected 68% and 95% credible intervals for the four-quark operators, comparing the results

obtained from the marginalised linear and quadratic fits, as well as the independent quadratic fit. Also shown are the

best-fit values (global mode) for each operator.

Wilson coefficient 68% CI (exp.) 95% CI (exp.) 68% CI (obs.) 95% CI (obs.) Best-fit

�
(1)
&3

O(Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.31, 0.32] [−0.54, 0.55] [−0.28, 0.29] [−0.52, 0.53] 0.07

O(Λ−4) (indep.) [−0.39, 0.37] [−0.56, 0.56] [−0.32, 0.29] [−0.47, 0.46] -0

�
(8)
&3

O(Λ−2) (marg.) [−4.8, 5.0] [−8.7, 8.6] [−3.9, 6.0] [−7.4, 9.9] 1

O(Λ−4) (marg.) [−0.90, 0.34] [−1.5, 0.82] [−1.1, 0.060] [−1.5, 0.46] -0.7

O(Λ−4) (indep.) [−1.4, 0.50] [−2.0, 1.1] [−1.4, 0.060] [−1.8, 0.62] -0.7

�
(1,1)
&@

O(Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.14, 0.17] [−0.29, 0.30] [−0.11, 0.17] [−0.24, 0.30] 0.05

O(Λ−4) (indep.) [−0.21, 0.21] [−0.34, 0.34] [−0.17, 0.16] [−0.29, 0.29] -0.01

�
(1,8)
&@

O(Λ−2) (marg.) [−3.3, 3.3] [−6.6, 6.5] [−2.6, 4.0] [−5.7, 7.0] 0.7

O(Λ−4) (marg.) [−0.72, −0.090] [−1.0, 0.19] [−0.89, −0.29] [−1.1, −0.030] -1

O(Λ−4) (indep.) [−0.76, 0.28] [−1.3, 0.40] [−1.0, −0.19] [−1.2, 0.080] -0.7

�
(3,1)
&@

O(Λ−2) (marg.) [−4.9, 5.0] [−8.6, 8.8] [−6.6, 2.8] [−10, 6.5] -2

O(Λ−4) (marg.) [−0.18, 0.13] [−0.32, 0.26] [−0.17, 0.12] [−0.29, 0.24] -0.03

O(Λ−4) (indep.) [−0.26, 0.18] [−0.41, 0.31] [−0.23, 0.11] [−0.34, 0.23] -0.06

�
(3,8)
&@

O(Λ−2) (marg.) [−2.9, 2.9] [−5.7, 5.8] [−7.1, −1.5] [−9.5, 1.1] -4

O(Λ−4) (marg.) [−0.31, 0.29] [−0.57, 0.55] [−0.29, 0.25] [−0.54, 0.48] -0.2

O(Λ−4) (indep.) [−0.42, 0.48] [−0.74, 0.76] [−0.44, 0.22] [−0.68, 0.54] -0.1

�
(1)
&D

O(Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.26, 0.24] [−0.46, 0.44] [−0.22, 0.24] [−0.42, 0.43] 0.2

O(Λ−4) (indep.) [−0.37, 0.35] [−0.59, 0.56] [−0.29, 0.24] [−0.47, 0.43] -0.02

�
(8)
&D

O(Λ−2) (marg.) [−4.7, 4.6] [−8.4, 8.5] [−2.6, 6.4] [−6.1, 9.9] 2

O(Λ−4) (marg.) [−0.82, 0.18] [−1.3, 0.60] [−1.0, −0.10] [−1.4, 0.27] -0.8

O(Λ−4) (indep.) [−1.2, 0.34] [−1.7, 0.80] [−1.3, −0.20] [−1.6, 0.36] -0.8

�
(1)
@C

O(Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.28, 0.16] [−0.47, 0.34] [−0.32, 0.080] [−0.51, 0.27] -0.08

O(Λ−4) (indep.) [−0.31, 0.27] [−0.50, 0.45] [−0.24, 0.19] [−0.42, 0.36] -0.03

�
(8)
@C

O(Λ−2) (marg.) [−3.6, 3.6] [−7.1, 7.1] [−5.8, 1.4] [−10, 4.6] -2

O(Λ−4) (marg.) [−0.68, 0.080] [−1.1, 0.36] [−0.88, −0.15] [−1.2, 0.12] -0.6

O(Λ−4) (indep.) [−0.90, 0.36] [−1.6, 0.54] [−1.1, −0.14] [−1.5, 0.22] -0.7

�
(1)
C3

O(Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.32, 0.38] [−0.53, 0.57] [−0.35, 0.34] [−0.56, 0.54] -0.2

O(Λ−4) (indep.) [−0.62, 0.64] [−1.0, 1.0] [−0.38, 0.36] [−0.56, 0.56] -0

�
(8)
C3

O(Λ−2) (marg.) [−5.0, 5.1] [−8.9, 8.8] [−4.4, 5.7] [−8.1, 9.5] -0.4

O(Λ−4) (marg.) [−1.0, 0.68] [−1.8, 1.3] [−1.1, 0.42] [−1.8, 0.94] -0.9

O(Λ−4) (indep.) [−1.8, 0.85] [−2.8, 1.7] [−1.8, 0.35] [−2.5, 1.2] -0.8

�
(1)
CD

O(Λ−2) (marg.) — — — — —

O(Λ−4) (marg.) [−0.31, 0.34] [−0.59, 0.63] [−0.44, 0.17] [−0.70, 0.47] -0.4

O(Λ−4) (indep.) [−0.46, 0.46] [−0.76, 0.76] [−0.38, 0.34] [−0.66, 0.64] -0.01

�
(8)
CD

O(Λ−2) (marg.) [−4.6, 4.4] [−8.4, 8.2] [−4.3, 4.7] [−7.9, 8.6] -0.2

O(Λ−4) (marg.) [−1.0, 0.32] [−1.6, 0.90] [−1.3, −0.040] [−1.8, 0.46] -0.7

O(Λ−4) (indep.) [−1.6, 0.50] [−2.2, 1.2] [−1.8, −0.32] [−2.2, 0.38] -1
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The covariance matrix obtained in the linear fit is inverted to yield a lower bound on the underlying Fisher

information matrix, and a new linear fit in the rotated EFT directions of sensitivity, as previously described,

is performed. The following eigenvectors are extracted, corresponding to eigenvalues larger than 0.1:

_1 = 40, F1 : + 0.75 · ℜ[�C�] + 0.01 · ℜ[�C, ] + 0.23 · � (1)
�&
− 0.15 · � (3)

�&
− 0.13 · ��C − 0.10 · � (8)

&3

− 0.42 · � (1,8)
&@

− 0.15 · � (3,1)
&@

+ 0.06 · � (3,8)
&@

− 0.13 · � (8)
&D
− 0.05 · � (8)

C3
− 0.33 · � (8)@C − 0.08 · � (8)CD , (13)

_2 = 8, F2 : − 0.41 · ℜ[�C�] + 0.04 · ℜ[�C, ] − 0.02 · ℜ[�C�] − 0.34 · � (1)
�&
+ 0.27 · � (3)

�&
+ 0.18 · ��C

− 0.12 · � (8)
&3
− 0.57 · � (1,8)

&@
− 0.22 · � (3,1)

&@
− 0.05 · � (3,8)

&@
− 0.22 · � (8)

&D
− 0.05 · � (8)

C3
− 0.39 · � (8)@C

− 0.12 · � (8)CD , (14)

_3 = 0.5, F3 : − 0.07 · ℜ[�C�] + 0.06 · ℜ[�C, ] − 0.01 · ℜ[�C�] + 0.18 · � (1)
�&
+ 0.04 · � (3)

�&
− 0.33 · ��C

− 0.07 · � (8)
&3
+ 0.13 · � (1,8)

&@
+ 0.04 · � (3,1)

&@
− 0.68 · � (3,8)

&@
− 0.42 · � (8)

&D
− 0.11 · � (8)

C3
+ 0.08 · � (8)@C

− 0.41 · � (8)CD . (15)

These relations can also be visualised in Figure 14. Of particular interest is the combination F1, which

clearly emerges as the most important direction of SMEFT constraints in the linear fit. It features most

prominently theℜ[�C�] operator together with the two four-quark operators �
(1,8)
&@

and �
(8)
@C that couple

the top quark field to left-handed light quark fields, but also involves a non-trivial combination of most of

the other operators. From the inverse square root of the eigenvalue _1, limits on F1 are expected to be set

at ∼ 0.15 TeV−2.

While no clear picture of the four-quark sector appears, some of the expected relations between top-boson

operators are recovered (see Equation (11)). The effective impact ofℜ[�C�] in the linear combination

F1 was gauged by separating it from the four-quark operators: it is much more constrained than the

top-/ operators, but surprisingly to a similar level as the leading combination of four-quark operators.

In other words, while the CC̄/ process is mostly gluon-initiated and therefore sensitive to modifications

of the top-gluon vertex by the operatorℜ[�C�], it is also highly affected by any non-SM-like structure

in the quark-initated channel. The linear combinations in the subspace of four-quark operators should

be compared to those found elsewhere for the CC̄ process: the possibility of radiating the / boson in CC̄/

production from an initial-state quark should provide novel directions of sensitivity.

The results of the linearised Fisher-rotated fit are presented in Figure 15 and Table 21. The limit expected

by construction on F1 is indeed recovered.
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used for this analysis. The targeted final states feature two, three or four leptons, focusing on the decay

of the / boson to pairs of electrons and muons but remain inclusive in the decays of the CC̄ system. This

analysis supersedes, and largely improves, upon the previous Run 2 ATLAS result [23].

The inclusive CC̄/ cross section corresponding to the on-shell / phase-space region for difermion masses

in 70 < < 5 5̄ < 110 GeV is measured to be fC C̄/ = 0.86 ± 0.06 pb = 0.86 ± 0.04(stat.) ± 0.04(syst.) pb.

The observed result is in agreement with the SM prediction fNLO+NNLL
C C̄/

= 0.86+0.08
−0.09

pb [20] and other

calculations at NLO QCD and electroweak accuracy [19, 21, 115]. The result is limited by the systematic

uncertainties associated with the modelling of background processes (/+jets, non-prompt leptons),

renormalisation and factorisation scales of the signal process, and the determination of the integrated

luminosity. The total uncertainty on the CC̄/ cross section is reduced by 35% (factor 2 for the systematic

uncertainties alone) compared to the previous analysis in Ref. [23].

Detector-level observables sensitive to polarisation and spin correlation of the top quarks are statistically

combined to search for such effects, for the first time in CC̄/ production. Simulated templates of CC̄/ events

with and without the SM spin density matrix are used to extract a fraction of SM-like spin 5SM = 1.20±0.68,

where the total uncertainty is largely dominated by its statistical component. This result is in agreement

with the SM, and represents a 1.8f departure from the null hypothesis of no spin correlations.

Furthermore, absolute and normalised differential production cross sections of the CC̄/ process are presented,

in a large number of observables sensitive to MC modelling and potential BSM effects. Distributions at

particle- and parton-level, unfolded to specific fiducial volumes, are compared to various choices of CC̄/

MC generators and fixed-order theoretical predictions. Since the difference between the MC generators

considered in this analysis is usually significantly smaller than the uncertainty of the measurement, it is not

possible to decide which generators describe the data better.

Finally, the unfolded particle-level distributions are used to constrain potential BSM effects from dimension-

6 operators in the framework of the SMEFT. Various fitting scenarios are considered, in order to give a

complete picture of EFT effects in CC̄/ production. A large number of operators are considered, affecting

both the top-/ coupling and CC̄ production, and also including four-quark operators. The three most sensitive

directions in the EFT space are identified through the Fisher information matrix of the measurements and

lead to the tightest constraints. Compared to recent EFT searches covering large regions of phase-space

and including multiple CC̄ + - processes [116], the results presented in this paper leverage more information

from the measurement of a single process. Overall, no significant devation from the SM is observed, and

exclusion limits are placed on several top-electroweak and four-quark SMEFT operators.
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Appendix

This Appendix provides additional information on the MVA approaches used to measure the inclusive CC̄/

cross section, as well as the full set of differential cross sections (absolute and normalised, unfolded to

particle- and parton-level) and further details on the unfolding procedure.

Tables 22, 23 and 24 list the kinematic quantities used as inputs to the training of the DNNs in the 2ℓ, 3ℓ

and 4ℓ channels respectively. Table 25 collects the specific binning used for each differential cross section

measurement; the same binning is used whether unfolding to particle- or parton-level.

Figures 16 to 23 present the differential cross sections for observables defined in the combination of the

3ℓ and 4ℓ fiducial volumes. Each figure contains four distributions: unfolded to particle- or parton-level,

absolute or normalised cross sections. Figures 24 to 28 similarly correspond to observables defined in the

3ℓ channel, and Figures 29 to 31 to those defined in the 4ℓ channel.

Finally, Tables 26 and 27 summarise the compatibility of the unfolded data with predictions from various

MC generators, for the absolute and normalised differential spectra respectively.
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Table 22: Definition of the DNN variables used in 2ℓOS signal regions. Jets and leptons are ordered by their ?T

starting with the largest. To suppress effect of the mismodelling in the events with high jet multiplicity, only the first

8 jets ordered by ?T are considered when calculating DNN input variables if an event has more than 8 jets, otherwise

all jets in the event are considered.

Variable Definition

�) sum of ?) of all objects (jets and leptons) in the event

�
jets

T
sum of ?) of all jets in the event

?
-.jet

T
?) of the Xth jet, where only the first 8 jets are considered

?
-.lep

T
?) of the Xth lepton

,1C1, weight for one-top hypothesis and 1W from multihypothesis hadronic t/W reconstruction.

It is the probability that the event contains all 3 jets from one of the top quark and

two light jets from the decay of the other top quark. More details are provided in Section 5.5.

,1C weight for one-top hypothesis from multihypothesis hadronic t/W reconstruction.

The same as ,1C1, , with one top quark only.

�4=CAjets scalar sum of ?) divided by sum of E for all jets

Δ'(11, 12) Δ' between two jets with highest 1-tagging working point.

The jets with the same working point are ordered by ?T.

�
jets

1
first Fox-Wolfram moment built from jets only. The first Fox-Wolfram moment is

defined as �1 =
∑

8, 9
®?8 · ®? 9

�2
E8B

, where ®?8 and ®? 9 are 3-momenta of i-th and j-th object

(jet or lepton) and �E8B is all visible energy in the event.

#<<50GeV
9 9

number of jj combinations with mass lower than 50 GeV

</ , H/ , ?/
T

mass, rapidity and transverse momentum of Z boson

<8="ave
9 9

average (over the number of jets in event) minimum invariant mass of jet pairs. For each jet,

the other jet which results in the minimum dĳet invariant mass is found.

The observable is the average of these masses over all jets in the event.

Δ'(;, ;) Δ' between two leptons

PCBT- 9 discretised 1-tagging efficiency (100-85-77-70-60%) of the Xth jet

#
top

lep
number of leptonic top candidates

#
top

had
number of hadronic top candidates

#,
had

number of hadronic W candidates

�miss
T

missing transverse energy in the event

�1 first Fox-Wolfram momentent built from jets and leptons

?
C C̄ ,spanet

T
transverse momentum of the CC̄ system reconstructed from jets predicted by SPANet
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Table 23: Definition of the DNN variables used in 3ℓ signal regions. Jets and leptons are ordered by their ?T starting

with the largest.

Variable Definition

PCBT11 highest discretised 1-tagging efficiency (100-85-77-70-60%) of all jets in the event.

PCBT12 second highest discretised 1-tagging efficiency of all jets in the event.

Jet ?T,8 transverse momentum of the 8’th jet in the event where 8 ∈ [1, 4]
�miss

T
missing transverse energy of the event

Lepton ?T,8 transverse momentum of the 8’th lepton in the event where 8 ∈ [1, 3]
<

lep
C reconstructed mass of the leptonically decaying top quark

<had
C reconstructed mass of the hadronically decaying top quark

#jets jet multiplicity in event

Leading 1-tagged jet ?T transverse momentum of the jet with the highest discretised 1-tagging efficiency.

If two have the same bin the leading ?T jet of the two is used.

�T sum of the transverse momentum of all jets in the event

Δ'(;8 , 11) distance in Δ' between the 8’th lepton and the 1-tagged jet tagged with the

highest working point in the event where 8 ∈ [1, 3]
?/

T,8
transverse momentum of the first and second lepton (8 ∈ [1, 2]) assigned

to the Z boson based on their invariant mass being closest to the Z mass

[/8 pseudo-rapidity of the first and second lepton (8 ∈ [1, 2]) assigned to the

Z boson based on their invariant mass being closest to the Z mass

Lepton ?non−/
T

transverse momentum of the remaining lepton not assigned to the Z boson
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Table 24: Definition of the DNN variables used in 4ℓ signal regions for the same-flavour (SF) and different-flavour

(DF) trainings. Jets and leptons are ordered by their ?T starting with the largest.

Variable Definition SF DF

�<8BB
)

the missing transverse energy in the event X —

<ℓℓ,=>=−/ the invariant mass of two leptons which were not reconstructed X X

as originating from /

2aSM weight the output of the Two neutrino scanning method for event X X

?/
)

the transverse momentum of OSSF lepton pair X X

identified as / pair (invariant mass of lepton pair closest to / mass)

<ℓ1
C the invariant mass of lepton and 1-tagged jet reconstructed as X X

originating from top by Two neutrino scanning method

<ℓ1
C̄

the invariant mass of lepton and 1-tagged jet reconstructed as X X

originating from antitop by Two neutrino scanning method

PCBT11 highest discretised 1-tagging efficiency (100-85-77-70-60%) of all jets X —

in the event.

?
lep1

)
the transverse momentum of the leading lepton X X

?
jet2
)

the transverse momentum of the sub-leading jet X X

PCBT12 second highest discretised 1-tagging efficiency of all jets in the event.

#jets jet multiplicity in event — X

#1−tagged jets 1-tagged jet multiplicity in event — X

55



Table 25: Bin ranges for the differential observables defined in Table 15. The bin ranges are identical for particle- and

parton-level measurements.

Observable Channels Bins Bin Ranges

?/
T

[GeV ] 3ℓ + 4ℓ 8 [0, 60, 100, 140, 180, 230, 280, 350, 1000]

|H/ | 3ℓ + 4ℓ 9 [0, 0.125, 0.275, 0.425, 0.6, 0.775, 0.95, 1.175, 1.45, 2.5]

?
ℓ,non−/
T

3ℓ 5 [0, 35, 55, 80, 120, 500]

|ΔH(/, Clep) | 3ℓ 5 [0, 0.25, 0.6, 1.05, 1.55, 5]

|Δq(/, Clep) | 3ℓ 6 [0, 0.16, 0.44, 0.66, 0.82, 0.93, 1]

|Δq(ℓ+C , ℓ−C̄ ) | 4ℓ 7 [0, 0.2, 0.37, 0.53, 0.67, 0.79, 0.89, 1]

�ℓ
T

3ℓ 8 [50, 130, 165, 195, 230, 275, 330, 405, 800]

�ℓ
T

4ℓ 5 [50, 195, 250, 315, 400, 800]

#jets 3ℓ 4 [2.5, 3.5, 4.5, 5.5, 10.5]

#jets 4ℓ 3 [1.5,2.5,3.5,8.5]

?C
T

[GeV] 3ℓ + 4ℓ 10 [0, 48, 80, 112, 144, 176, 216, 256, 296, 352, 800]

?C C̄
T

[GeV] 3ℓ + 4ℓ 10 [0, 50, 80, 110, 140, 170, 210, 250, 290, 330, 1000]

|Δq(CC̄, /) |/c 3ℓ + 4ℓ 5 [0, 0.73, 0.86, 0.94, 0.98, 1]

<C C̄ [GeV] 3ℓ + 4ℓ 10 [0, 370, 420, 470, 530, 600, 680, 780, 890, 1010, 2000]

<C C̄/ [GeV] 3ℓ + 4ℓ 10 [400, 580, 650, 720, 800, 890, 990, 1100, 1220, 1350, 2000]

|HC C̄/ | 3ℓ + 4ℓ 10 [0, 0.075, 0.2, 0.35, 0.5, 0.65, 0.8, 0.95, 1.1, 1.25, 2.5]

cos \∗
/

3ℓ + 4ℓ 8 [-1, -0.75, -0.5, -0.25, 0, 0.25, 0.5, 0.75, 1]
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Figure 16: Cross section measurement of the |H/ | observable in the combination of the 3ℓ and 4ℓ channels, absolute

(top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 17: Cross section measurement of the cos \∗
/

observable in the combination of the 3ℓ and 4ℓ channels, absolute

(top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 18: Cross section measurement of the ?C
T

observable in the combination of the 3ℓ and 4ℓ channels, absolute

(top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 19: Cross section measurement of the ?C C̄
T

observable in the combination of the 3ℓ and 4ℓ channels, absolute

(top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).

60



20

40

60

80

100

120

140

 [
fb

]
π

, 
Z

)|
/

t
(t

Φ
∆

d
 |

σ
d

Data

MG5_aMC@NLO+Pythia 8

Sherpa 2.2.1 (incl.)

Sherpa 2.2.11 (multi-leg)

Stat. uncertainty

Total uncertainty

ATLAS Preliminary
-1 = 13 TeV, 140 fbs

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

π, Z)|/t(tΦ∆Particle-level |

0.7

1

1.3

D
a

ta
P

re
d

ic
ti
o

n

(a)

50

100

150

200

250

 [
fb

]
π

, 
Z

)|
/

t
(t

Φ
∆

d
 |

σ
d

Data

MG5_aMC@NLO+Pythia 8

Sherpa 2.2.1 (incl.)

Sherpa 2.2.11 (multi-leg)

Stat. uncertainty

Total uncertainty

ATLAS Preliminary
-1 = 13 TeV, 140 fbs

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

π, Z)|/t(tΦ∆Parton-level |

0.7

1

1.3

D
a

ta
P

re
d

ic
ti
o

n

(b)

2

4

6

8

10

12

14

 
π

, 
Z

)|
/

t
(t

Φ
∆

d
 |

σ
d

 
σ1

Data

MG5_aMC@NLO+Pythia 8

Sherpa 2.2.1 (incl.)

Sherpa 2.2.11 (multi-leg)

Stat. uncertainty

Total uncertainty

ATLAS Preliminary
-1 = 13 TeV, 140 fbs

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

π, Z)|/t(tΦ∆Particle-level |

0.7

1

1.3

D
a

ta
P

re
d

ic
ti
o

n

(c)

2

4

6

8

10

12

14

 
π

, 
Z

)|
/

t
(t

Φ
∆

d
 |

σ
d

 
σ1

Data

MG5_aMC@NLO+Pythia 8

Sherpa 2.2.1 (incl.)

Sherpa 2.2.11 (multi-leg)

Stat. uncertainty

Total uncertainty

ATLAS Preliminary
-1 = 13 TeV, 140 fbs

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

π, Z)|/t(tΦ∆Parton-level |

0.7

1

1.3

D
a

ta
P

re
d

ic
ti
o

n

(d)

Figure 20: Cross section measurement of the |Δq(CC̄, /) |/c observable in the combination of the 3ℓ and 4ℓ channels,

absolute (top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 21: Cross section measurement of the <C C̄/ observable in the combination of the 3ℓ and 4ℓ channels, absolute

(top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 22: Cross section measurement of the <C C̄ observable in the combination of the 3ℓ and 4ℓ channels, absolute

(top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 23: Cross section measurement of the |HC C̄/ | observable in the combination of the 3ℓ and 4ℓ channels, absolute

(top) and normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 24: Cross section measurement of the �
leptons

T
observable in the 3ℓ channel, absolute (top) and normalised

(bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 25: Cross section measurement of the |Δq(/, Clep) |/c observable in the 3ℓ channel, absolute (top) and

normalised (bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 26: Cross section measurement of the |ΔH(/, Clep) | observable in the 3ℓ channel, absolute (top) and normalised

(bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 27: Cross section measurement of the ?
ℓ,non−/
T

observable in the 3ℓ channel, absolute (top) and normalised

(bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 28: Cross section measurement of the #jets observable in the 3ℓ channel, unfolded to particle-level, absolute

(left) and normalised (right).
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Figure 29: Cross section measurement of the �ℓ
T

observable in the 4ℓ channel, absolute (top) and normalised (bottom),

unfolded to particle-level (left) and parton-level (right).
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Figure 30: Cross section measurement of the |Δq(ℓ+C , ℓ−C̄ ) | observable in the 4ℓ channel, absolute (top) and normalised

(bottom), unfolded to particle-level (left) and parton-level (right).
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Figure 31: Cross section measurement of the #jets observable in the 4ℓ channel, unfolded to particle-level, absolute

(left) and normalised (right).
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Table 26: Summary of the compatibility tests, i.e. ?-values, between the unfolded absolute differential spectra and

the various predictions.

aMC@NLO +Pythia 8 Sherpa 2.2.1 (incl.) Sherpa 2.2.11 (multi-leg)

Variable parton particle parton particle parton particle

3
ℓ

|Δq(/, C;) |/c 0.12 0.09 0.09 0.05 0.14 0.09

|ΔH(/, C;) | 0.08 0.05 0.09 0.05 0.08 0.04

�;
)

0.04 0.04 0.06 0.07 0.11 0.1

?
;,=>=−/
)

0.75 0.75 0.44 0.63 0.44 0.51

#jets - 0.55 - 0.9 - 0.82

4
ℓ

# 94CB - 0.36 - 0.43 - 0.55

|Δq;, ; |/c 0.68 0.67 0.52 0.65 0.52 0.77

�;
)

0.04 0.04 0.02 0.04 0.03 0.04

3
ℓ
+

4
ℓ

|H/ | 0.77 0.78 0.70 0.77 0.64 0.77

?/
)

0.09 0.08 0.13 0.13 0.22 0.23

cos \∗/ 0.20 0.17 0.21 0.19 0.24 0.22

|Δq(CC̄, /) |/c 0.84 0.82 0.08 0.53 0.07 0.56

<C C̄ 0.89 0.97 0.8 0.92 0.49 0.83

<C C̄/ 0.86 0.93 0.64 0.91 0.58 0.91

?
top

)
0.45 0.56 0.2 0.59 0.22 0.39

?C C̄
)

0.09 0.07 0.05 0.05 0.07 0.1

|HC C̄/ | 0.95 0.8 0.86 0.85 0.66 0.65
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Table 27: Summary of the compatibility tests, i.e. ?-values, between the unfolded normalised differential spectra and

the various predictions.

aMC@NLO +Pythia 8 Sherpa 2.2.1 (incl.) Sherpa 2.2.11 (multi-leg)

Variable parton particle parton particle parton particle

3
ℓ

|Δq(/, C;) |/c 0.07 0.05 0.04 0.02 0.07 0.06

|ΔH(/, C;) | 0.03 0.03 0.03 0.02 0.03 0.02

�;
)

0.02 0.02 0.02 0.04 0.05 0.07

?
;,=>=−/
)

0.63 0.63 0.29 0.5 0.29 0.41

#jets - 0.42 - 0.81 - 0.75

4
ℓ

# 94CB - 0.40 - 0.65 - 0.61

|Δq;, ; |/c 0.75 0.76 0.73 0.75 0.74 0.80

�;
)

0.03 0.02 0.03 0.02 0.03 0.02

3
ℓ
+

4
ℓ

|H/ | 0.71 0.72 0.71 0.71 0.70 0.69

?/
)

0.04 0.03 0.06 0.06 0.13 0.14

cos \∗/ 0.11 0.11 0.12 0.12 0.15 0.15

|Δq(CC̄, /) |/c 0.74 0.71 0.02 0.36 0.02 0.39

<C C̄ 0.79 0.88 0.87 0.73 0.27 0.43

<C C̄/ 0.84 0.93 0.8 0.91 0.81 0.89

?
top

)
0.03 0.23 0.01 0.29 0.01 0.1

?C C̄
)

0.02 0.01 0.01 0.01 0.02 0.03

|HC C̄/ | 0.87 0.52 0.85 0.64 0.59 0.28
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