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P. Kodyš , T. Koga , S. Kohani , K. Kojima , T. Konno , A. Korobov , S. Korpar , E. Kovalenko ,

R. Kowalewski , T. M. G. Kraetzschmar , P. Križan , P. Krokovny , Y. Kulii , T. Kuhr , M. Kumar ,

R. Kumar , K. Kumara , T. Kunigo , A. Kuzmin , Y.-J. Kwon , S. Lacaprara , Y.-T. Lai , T. Lam ,

L. Lanceri , J. S. Lange , M. Laurenza , R. Leboucher , F. R. Le Diberder , P. Leitl , D. Levit ,

P. M. Lewis , C. Li , L. K. Li , Y. Li , J. Libby , S. Lin , Q. Y. Liu , Z. Q. Liu , D. Liventsev , S. Longo ,
T. Lueck , C. Lyu , Y. Ma , M. Maggiora , S. P. Maharana , R. Maiti , S. Maity , G. Mancinelli ,

R. Manfredi , E. Manoni , M. Mantovano , D. Marcantonio , S. Marcello , C. Marinas , L. Martel ,
C. Martellini , A. Martini , T. Martinov , L. Massaccesi , M. Masuda , T. Matsuda , K. Matsuoka ,
D. Matvienko , S. K. Maurya , J. A. McKenna , R. Mehta , F. Meier , M. Merola , F. Metzner ,

M. Milesi , C. Miller , M. Mirra , K. Miyabayashi , R. Mizuk , G. B. Mohanty , N. Molina-Gonzalez ,

S. Mondal , S. Moneta , H.-G. Moser , M. Mrvar , R. Mussa , I. Nakamura , M. Nakao , Y. Nakazawa ,

A. Narimani Charan , M. Naruki , Z. Natkaniec , A. Natochii , L. Nayak , M. Nayak , G. Nazaryan ,
N. K. Nisar , S. Nishida , S. Ogawa , H. Ono , Y. Onuki , P. Oskin , F. Otani , P. Pakhlov , G. Pakhlova ,

A. Paladino , A. Panta , E. Paoloni , S. Pardi , K. Parham , H. Park , S.-H. Park , B. Paschen ,
A. Passeri , S. Patra , S. Paul , T. K. Pedlar , I. Peruzzi , R. Peschke , R. Pestotnik , F. Pham ,

M. Piccolo , L. E. Piilonen , P. L. M. Podesta-Lerma , T. Podobnik , S. Pokharel , C. Praz , S. Prell ,

E. Prencipe , M. T. Prim , H. Purwar , N. Rad , P. Rados , G. Raeuber , S. Raiz , M. Reif , S. Reiter ,

M. Remnev , I. Ripp-Baudot , G. Rizzo , S. H. Robertson , M. Roehrken , J. M. Roney , A. Rostomyan ,
N. Rout , G. Russo , D. Sahoo , S. Sandilya , A. Sangal , L. Santelj , Y. Sato , V. Savinov , B. Scavino ,

C. Schmitt , C. Schwanda , A. J. Schwartz , Y. Seino , A. Selce , K. Senyo , J. Serrano , M. E. Sevior ,
C. Sfienti , W. Shan , C. Sharma , X. D. Shi , T. Shillington , J.-G. Shiu , D. Shtol , A. Sibidanov ,

F. Simon , J. B. Singh , J. Skorupa , R. J. Sobie , M. Sobotzik , A. Soffer , A. Sokolov , E. Solovieva ,
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We report measurements of the branching fractions and direct CP asymmetries of the decays
B0

→ K+π−, B+
→ K+π0, B+

→ K0π+, and B0
→ K0π0, and use these for testing the standard

model through an isospin-based sum rule. In addition, we measure the branching fraction and direct
CP asymmetry of the decay B+

→ π+π0 and the branching fraction of the decay B0
→ π+π−. The

data are collected with the Belle II detector from e+e− collisions at the Υ (4S) resonance produced
by the SuperKEKB asymmetric-energy collider and contain 387 × 106 bottom-antibottom meson
pairs. Signal yields are determined in two-dimensional fits to background-discriminating variables,
and range from 500 to 3900 decays, depending on the channel. We obtain −0.03 ± 0.13 ± 0.04
for the sum rule, in agreement with the standard model expectation of zero and with a precision
comparable to the best existing determinations.

1. INTRODUCTION

In the standard model (SM), charmless hadronic B me-
son decays feature non-negligible contributions from loop
amplitudes. These amplitudes are sensitive to contri-
butions from non-SM physics. However, nonfactorizable
amplitudes make application of perturbation theory dif-
ficult, and thus theory predictions tend to have large un-
certainties. Dynamical symmetries such as isospin sym-
metry can be exploited to construct sum rules, i.e., lin-
ear combinations of branching fractions and CP asym-
metries, which reduce the impact of theoretical uncer-
tainties [1]. For the complete set of B → Kπ de-
cays, B0 → K+π−, B+ → K0π+, B+ → K+π0, and
B0 → K0π0 1, the sum rule parameter

IKπ = AK+π−

CP +AK0π+

CP

BK0π+

BK+π−

τB0

τB+

− 2AK+π0

CP

BK+π0

BK+π−

τB0

τB+

− 2AK0π0

CP

BK0π0

BK+π−

(1)

is predicted to be zero within 1% in the SM [2], offering
a reliable and sensitive null test. Here, AKπ

CP
and BKπ

(with K and π charged or neutral) are the direct CP

asymmetry and the CP -averaged branching fraction of a
B → Kπ decay, and τB0 and τB+ are the lifetimes of the
neutral and charged B mesons. The time-integrated CP

asymmetry is defined as

AX
CP =

Γ(B → X)− Γ(B → X)

Γ(B → X) + Γ(B → X)
, (2)

where Γ is the decay width to a specific final state X.
The asymmetry AX

CP
corresponds to the direct CP asym-

metry for charged B mesons, and also for neutral B

1 Charge conjugation is implied throughout this paper unless

stated otherwise.

mesons in the limit of no CP violation in flavor oscil-
lations, which is an excellent approximation for B0–B0

mixing. The current value of the sum rule parameter is
IKπ = −0.13± 0.11, based on averages of measurements
by the Belle, BABAR, and LHCb Collaborations [3]. The
sensitivity of the sum rule test is currently limited by the

uncertainty on AK0π0

CP
[4].

Isospin symmetry is also used in B → ππ decays to
determine the angle φ2 ≡ arg[−VtdV

∗
tb/(VudV

∗
ub)], where

Vij are the elements of the Cabibbo-Kobayashi-Maskawa
quark-mixing matrix [5, 6]. The precision on our knowl-
edge of φ2, also known as α, is a limiting factor for test-
ing the unitarity of the CKM matrix. The measurement
of the time-dependent asymmetry between rates of B0

and B0 decays into π+π− final states provides access to
the angle φ2 up to an unknown shift. The latter is con-
strained using isospin symmetry relations that require
precise measurements of the branching fractions and CP

asymmetries of the decays B0 → π+π−, B+ → π+π0,
and B0 → π0π0 [7, 8].

In this paper, we report measurements of the branching
fractions of B0 → K+π−, B+ → K+π0, B+ → K0π+,
B0 → K0π0, B0 → π+π−, and B+ → π+π0 decays,
and the direct CP asymmetries for all modes except
B0 → π+π−. We use data corresponding to an integrated
luminosity of (362 ± 2) fb−1 collected with the Belle II
detector in asymmetric-energy electron-positron (e+e−)
collisions at the Υ (4S) resonance provided by the Su-
perKEKB collider [9]. The data contains (387± 6)× 106

BB meson pairs. This is the first measurement of the
full set of isospin-related B → Kπ decays at Belle II
and provides a test of the IKπ sum rule with precision
competitive with the best previous determinations from
single experiments.

The analyses of all decay modes follow a similar strat-
egy. We develop multivariate algorithms to suppress the
major source of background, which is continuum e+e− →
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qq processes, where q indicates a u, d, s, or c quark. We
measure signal yields with likelihood fits to two signal-
discriminating variables. We determine the CP asym-
metries from charge-dependent signal-yield asymmetries
for the flavor-specific decay modes. In B0 → K0π0 de-
cays, algorithms infer the production flavor of the signal
B meson using information from the other charged par-
ticles in the event. We use simulated events to study the
sample composition, to determine signal efficiencies, and
to develop the fit model. We correct fit models and effi-
ciencies for differences between data and simulation using
several control channels, e.g., B+ → D0(→ K+π−)π+

decays. We develop and finalize all analysis choices and
procedures using simulated and control-sample data be-
fore examining the signal data sample. We obtain a mea-

surement of IKπ, where for BK0π0 and AK0π0

CP
we combine

the results obtained in this work with the Belle II results
on the time-dependent yield asymmetries [10] to enhance
sensitivity.

2. DETECTOR AND SAMPLES

The Belle II detector consists of subsystems arranged
cylindrically around the interaction region [11]. Belle II
uses cylindrical coordinates in which the z axis is ap-
proximately collinear with the electron beam. Charged-
particle trajectories (tracks) are reconstructed by a two-
layer silicon-pixel detector (PXD) surrounded by a four-
layer double-sided silicon-strip detector and a central
56-layer drift chamber. The latter two detectors also
measure the ionization energy loss. For data used in
this work, one sixth of the second PXD layer was in-
stalled. A quartz-based Cherenkov counter measures
both the direction and time-of-propagation of photons
and identifies charged hadrons in the central region, and
an aerogel-based ring-imaging Cherenkov counter iden-
tifies charged hadrons in the forward region. An elec-
tromagnetic calorimeter (ECL) made of CsI(Tl) crystals
measures photon and electron energies and directions.
The above subdetectors are immersed in a 1.5T axial
magnetic field provided by a superconducting solenoid.
A subdetector dedicated to identifying muons and K0

L

mesons is installed outside of the solenoid.

Large samples of simulated data are produced to model
the physics processes resulting from e+e− collisions and
to propagate the final state particles through a detailed
simulation of the detector. We use a series of soft-
ware packages to produce the simulated data: KKMC

to generate continuum background [12], PYTHIA8 to
simulate hadronization [13], EVTGEN to simulate de-
cays [14], PHOTOS to simulate final state radiation
[15], and GEANT4 to model the detector response [16].
Our simulation includes overlays of beam-induced back-
grounds [17] that correspond to the conditions of the data
we use. Collision and simulated data are processed with
the Belle II software [18, 19].

3. SAMPLE SELECTION

All events are required to pass loose online selection cri-
teria based on the total energy and charged-particle mul-
tiplicity in the event. In the offline analysis, tracks are
combined with particle-identification information (PID)
to select charged pion and kaon candidates. These are
combined in kinematic fits to reconstruct the desired sig-
nal decay chains. All tracks must have a polar angle
within the drift-chamber acceptance [17◦, 150◦] and be
associated with 20 or more measurement points (hits).
Tracks not used to form a K0

S
candidate are required

to have a distance of closest approach to the interaction
point of less than 2.0 cm along the z-axis and less than
0.5 cm in the transverse plane. For the B0 → h+π−

and B+ → h+π0 decays, where h indicates a kaon or a
pion, we separate the data into independent pion- and
kaon-enriched samples based on PID. We use the ratio
Lπ/(Lπ + LK), where the likelihood Li for a pion or
kaon hypothesis combines PID information from all sub-
detectors except the PXD. We discard events in which
both tracks are identified as kaons. The PID require-
ment correctly identifies 90% of pions and 84% of kaons.
In the B+ → h+π0 modes, 86% of both pions and kaons
are correctly identified. Due to different backgrounds
in the two samples, the PID requirement varies between
the B0 → h+π− and B+ → h+π0 modes, which results
in different identification efficiencies.

Neutral pion candidates are reconstructed from pairs
of photon candidates, which are detected in the ECL as
sets of adjacent crystals with energy deposits (clusters)
that are not associated to a track. Clusters are required
to involve more than one crystal, to have an energy de-
posit greater than 30MeV, and a time within 200 ns of
the estimated event time. We apply a requirement on the
output of a boosted decision-tree (BDT) as described in
Ref. [20] to suppress misreconstructed photons. For π0

candidates, the angle between the photons is required
to be smaller than 0.4 radian, and the diphoton mass
must satisfy 115 < m(γγ) < 150MeV/c2. This range cor-
responds to approximately 2.5σ around the known π0

mass [4], where σ is the m(γγ) resolution.

Neutral kaon candidates are reconstructed via their
K0

S
→ π+π− decays by combining pairs of oppositely

charged particles (assumed to be pions) with the dip-
ion mass 480 < m(ππ) < 510MeV/c2. This range cor-
responds to more than ±3σ, where σ is the resolution
around the known K0

S
mass [4]. We use two BDTs to

select K0
S
candidates. The first suppresses combinatorial

background and uses 15 input variables that include the
kinematic information of the K0

S
and associated π+π−

candidates. The most discriminating variables are the
flight length of the K0

S
normalized by its uncertainty, and

the angle between the direction of theK0
S
momentum and

the vector connecting the interaction point and the vertex
position. The second BDT reduces background from Λ
decays. It employs five input variables that capture kine-
matic information for the associated π candidates, PID
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information, and the invariant masses obtained when ei-
ther one of the tracks is assumed to be a proton. The lat-
ter is the most discriminating input of the second BDT.
The requirements on π0 and K0

S
candidates are chosen

to maximize the ratio S/
√
S + B, where S and B are the

signal and continuum background event yields obtained
in simulated samples.

Signal B decay candidates are selected using the beam-
constrained mass Mbc ≡

√

(E∗
beam/c

2)2 − (|p∗
B |/c)2, and

the energy difference ∆E ≡ E∗
B − E∗

beam. The beam
energy E∗

beam and B meson momentum p∗
B and energy

E∗
B are calculated in the center-of-mass frame, as are all

starred quantities henceforth. Correctly reconstructed
signal events peak at the B meson mass [4] in Mbc and
at zero in ∆E. Misreconstructed B decays in which in-
correct mass hypotheses are assumed for the final state
particles peak at the B meson mass inMbc but are shifted
in ∆E by typically 30 – 50MeV.

In order to improve the Mbc resolution for de-
cays containing a π0, in the calculation of Mbc

we replace the measured π0 momentum with

p∗′
π0 =

√

(E∗
beam − E∗

h)
2/c2 −m2

π0c2 × p
∗

π0

|p∗

π0
| , where

E∗
h is the energy of the charged kaon, charged pion,

or neutral kaon from the B candidate decay, p∗
π0 is

the measured π0 momentum, and mπ0 is the known
π0 mass [4]. Signal simulations show that the Mbc

resolution is improved by a factor of about 1.2. This
substitution also reduces correlations between Mbc and
∆E for two-body final states with a π0 [21].

Candidate B decays are retained if they satisfy 5.272 <
Mbc < 5.288GeV/c2 and −0.3 < ∆E < 0.3GeV. For the
B0 → h+π− decay modes, which exhibit a better momen-
tum resolution than the other modes, a more restrictive
requirement −0.1 < ∆E < 0.2GeV is applied to suppress
background from partially reconstructed multibody de-
cays populating the region ∆E < −0.1GeV.

After these selections, a large contribution from con-
tinuum background remains. To reject this background
we train BDT continuum suppression (CS) discrimina-
tors, separately for the B0 → h+π−, B0 → K0

S
π0, and

B+ → h+π0 modes. The variables used in the training
are related to the event shape (modified Fox-Wolfram
moments [22–24], CLEO cones [25], sphericity-related
quantities [26], and thrust-related quantities [27]), flavor-
tagger output [28] (except for B0 → K0

S
π0), results of

the B meson decay-vertex fit, and Mbc. Variables whose
correlation with ∆E exceeds 5% are excluded from the
inputs. We apply loose requirements on the BDT output
to remove 90%–99% of continuum background while re-
taining 78%–96% of signal decays. The BDT output is
then used as a fitting observable.

After all selection criteria are applied, the fraction of
events with multiple candidates is less than 1% for all
channels. We retain all candidates in the rest of the anal-
ysis.

4. DETERMINATION OF THE BRANCHING

FRACTIONS AND DIRECT CP ASYMMETRIES

To determine branching fractions and CP asymmetries
of the decays, we fit the unbinned two-dimensional distri-
bution of ∆E and C ′. The latter is the output of the CS
BDT transformed using the probability integral trans-
formation [29] such that the signal has a uniform distri-
bution from zero to one, while the continuum is found
empirically to be well-modeled by an exponential distri-
bution.

We perform four extended maximum-likelihood fits:
two simultaneous fits to the pion- and kaon-enriched sam-
ples, one for the B0 → h+π− decays and the other for
B+ → h+π0 decays; a fit to the sample of B+ → K0

S
π+

decays; and a fit to the sample of B0 → K0
S
π0 decays.

For the B0 → K+π− and B0 → π+π− decays, fitting
simultaneously to the pion- and kaon-enriched samples
properly accounts for candidates in the complementary
sample in which one final state particle is misidentified;
we refer to such candidates as feed-across. For the same
reason, we perform a simultaneous fit to the B+ → K+π0

and B+ → π+π0 subsamples. The feed-across fractions
are fixed from the template shapes.

To measure ACP , we divide each sample into two sub-
samples according to the signal candidate flavor, and fit
the subsamples simultaneously. To determine the fla-
vor, the charge of the reconstructed B candidate is used
for B+ decays, and that of the kaon for the self-tagging
B0 → K+π− decay. For the B0 → K0

S
π0 decay, the pro-

duction flavor of the signal B is determined by recon-
structing the accompanying (tag-side) B meson in each
event using a category-based algorithm [28]. The tagging
information is characterized by two parameters: the fla-
vor of the tag-side B and an event-by-event dilution fac-
tor r ≡ 1− 2ω, where ω is the probability that an event
is mistagged. The dilution factor ranges from zero, for
no flavor distinction between B0 and B0, to one for an
unambiguous flavor assignment. The asymmetry ACP

is diluted by a factor r due to incorrect tagging. We
divide the sample into seven intervals in r and fit the
seven subsamples simultaneously. Since the r distribu-
tion differs between signal and continuum, we gain ad-
ditional statistical sensitivity in the fit. In addition, we
enhance sensitivity to the signal asymmetry by using the
average dilution in each r interval instead of the average
dilution of the entire sample. The observed asymme-
try of B0 → K0π0 is reduced by an additional factor of
(1− 2χd), where χd = 0.1858± 0.0011 is the decay-time-
integrated B0–B0 mixing probability [4].

For each channel, we consider three sample compo-
nents: signal, continuum background, and background
from other B decays (referred to as BB background).
The continuum background is dominant in all samples.
The BB background features partially reconstructed de-
cays that contribute to the region below ∆E < −0.1GeV.
This background is reduced to a negligible level for
B0 → h+π− as a result of the narrower ∆E window used
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in the selection, but it must be considered for other decay
modes. For B0 → h+π− and B+ → h+π0 decays, there
is an additional peaking component from feed-across. For
B+ → K0

S
π+, the B+ → K0

S
K+ decay is included as an

additional component in the fit that originates from kaon-
to-pion misidentification and peaks close to the signal.
The joint probability density function (PDF) of ∆E

and C ′ is assumed to factorize into the product of two
independent one-dimensional PDFs. This assumption is
supported by simulation studies for each fit. For the
B0 → K0

S
π0 decay, we check that the signal and back-

ground shapes are the same for each r interval. Fit shapes
are determined empirically from large simulation sam-
ples as follows. We model the signal shapes in ∆E with
Crystal Ball [30] and Gaussian functions, and use linear
functions for C ′. We use similar models for the feed-
across and peaking background components. We model
the continuum with first- or second-order polynomials in
∆E and exponential functions in C ′. For the BB back-
ground, we use either non-analytic PDFs defined using
kernel estimation [31] or Gaussian functions for ∆E, and
linear functions for C ′.
For all modes, shape parameters for signal and peak-

ing backgrounds are fixed from fits to simulated sam-
ples. For the ∆E signal and peaking-background shape,
two parameters are used to correct for data-simulation
differences: a shift and a smearing factor for the Gaus-
sian part of the shapes. These parameters are deter-
mined from control samples with large statistics, namely
B+ → D0(→ K+π−)π+ for B0 → h+π−, B0 → D0(→
K+π−)π0 for B+ → h+π0 and B0 → K0

S
π0, and B+ →

D0(→ K0
S
π+π−)π+ as well as B0 → D−(→ K0

S
π−)π+

for B+ → K0
S
π+ decays. For all modes, the continuum-

background shape parameters are unconstrained.
In the fits, the signal yield to a final state X is ex-

pressed as a function of the signal branching fraction BX

and the CP asymmetry AX
CP

as

Nq
X = 2N f+−/00 ǫX BX

∆q − Dq AX
CP

2
, (3)

where q = +1 for a B meson and −1 for a B meson; N is
the number of produced BB pairs, 387× 106; f+−/00 is
the fraction of either B+B− or B0B0 production at the
Υ (4S), which is 0.484±0.012 for B0B0 and 0.516±0.012
for B+B− [32]; and ǫX is the charge-averaged signal effi-
ciency determined from simulated signal samples. In the
fits for B0 → h+π− and B+ → h+π0 decays, the feed-
across yield and efficiency, as determined from simula-
tion, are included in Nq

X and ǫX and contribute to the de-
termination of the signal branching fractions and asym-
metries. The signal and feed-across efficiencies, listed in
Table I, are corrected for data-simulation differences in
the CS efficiency, K0

S
reconstruction efficiency, and PID

efficiency. For decays with a K0
S
, a factor of 0.5 for the

K0 → K0
S probability is included in ǫX , as well as the

branching fraction of K0
S
→ π+π− [4]; for decays with a

π0, the branching fraction of π0 → γγ is included. The
factors ∆q and Dq take the values one and q, respectively,

for all cases except for the B0 → K0
S
π0 decay, where they

encode flavor-tagging asymmetries and dilution factors as
follows:

∆q = 1− q[∆ωr +∆ǫtag,r(1− 2ωr)],

Dq = (1− 2χd)[q(1− 2ωr) + ∆ǫtag,r(1− q∆ωr)],
(4)

where ωr is the average fraction of wrong-tag candidates
in one of the seven intervals of dilution r, ∆ωr is the
difference in the wrong-tag fraction between positive and
negative tags, and ∆ǫtag,r is the asymmetry of the tag-
ging efficiency. The fraction of signal events in each r
interval, along with ωr, ∆ωr, and ∆ǫtag,r, are fixed to

values determined from B → D(∗)h+ decays, following
Ref. [33].
In all fits except for the B0 → K0

S
π0 fit, separate back-

ground yields for each B flavor are determined by the
fit to account for possible background asymmetries. For
the fit to the B0 → K0

S
π0 sample, the backgrounds are

assumed to be flavor-symmetric. Potential bias from
this assumption is accounted for in the systematic uncer-
tainty. For the BB background, we use the same param-
eters associated with flavor-tagging as used for signal; for
continuum, the fraction of candidates in each r interval
is fixed from simulation.
Corrections applied to the reconstruction efficiencies

and direct CP asymmetries are discussed in the following
Section.

5. CORRECTIONS

We correct the reconstruction efficiencies for data-
simulation differences in the π0 reconstruction, the K0

S

reconstruction, the efficiency of the CS requirement, and
the PID selection efficiency. The π0 reconstruction effi-
ciency is obtained by measuring the ratio of the yields
of D0 → K−π+π0 and D0 → K−π+ in data, using the
known values of their branching fractions as input [4].
The corrections are derived as a function of the momen-
tum and polar angle of the π0 candidates to account for
the different kinematic distributions of control and sig-
nal decays. The K0

S
reconstruction efficiency is evaluated

using D∗+ → D0(→ K0
S
π+π−)π+ and D∗+ → D0(→

K0
S
π0)π+ decays, and the CS efficiency is determined us-

ing B+ → D0(→ K+π−)π+, B+ → D0(→ K+π−π0)π+,
and B+ → D0(→ K0

S
π0)π+ decays. Corrections for effi-

ciencies and misidentification rates of the PID selections
are obtained as functions of particle momentum and po-
lar angle from abundant control samples of K0

S
→ π+π−

and D∗+ → D0(→ K−π+)π+ decays. We measure the
efficiencies in these channels for both data and simulated
events, and subsequently scale the reconstruction efficien-
cies of our signal channels by the observed ratio of effi-
ciencies.
The raw asymmetries are corrected for differences in

reconstruction efficiencies for particles and antiparticles
that arise from the difference in their interaction prob-
abilities [34]. We estimate the instrumental asymmetry
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TABLE I. Signal yields, feed-across yields, signal reconstruction efficiencies, feed-across reconstruction efficiencies, branching
fractions, and direct CP asymmetries. The signal and feed-across reconstruction efficiencies are corrected for differences
between data and simulation in the CS efficiency, K0

S reconstruction efficiency, and PID efficiency. They are also multiplied
by the subdecay branching fractions, which are 0.5 times the K0

S → π+π− branching fraction for decays with a K0, and
the π0

→ γγ branching fraction for those with a π0. The first (or sole) contribution to uncertainties denotes the statistical
component, the second denotes the systematic component. The statistical correlations of the branching fraction and ACP

between the B0
→ K0π0 measurements reported in this analysis and in Ref. [10] are 76% and 21%, respectively.

Decay
Signal Feed-across Signal Feed-across

B [10−6] ACP
yield yield ǫ [%] ǫ [%]

B0
→ K+π− 3868 ± 71 880 ± 16 49.91 11.37 20.67 ± 0.37 ± 0.62 −0.072 ± 0.019 ± 0.007

B0
→ π+π− 1187 ± 43 327 ± 8 54.31 14.94 5.83 ± 0.22 ± 0.17 –

B+
→ K+π0 2052 ± 57 359 ± 10 36.91 6.46 13.93 ± 0.38 ± 0.71 0.013 ± 0.027 ± 0.005

B+
→ π+π0 785 ± 44 136 ± 8 37.60 6.50 5.10 ± 0.29 ± 0.27 −0.081 ± 0.054 ± 0.008

B+
→ K0π+ 1547 ± 45 – 15.89 – 24.37 ± 0.71 ± 0.86 0.046 ± 0.029 ± 0.007

B0
→ K0π0

502 ± 32 – 12.38 – 10.40 ± 0.66 ± 0.60 −0.06 ± 0.15 ± 0.04
(this analysis)

B0
→ K0π0

415 ± 26 – 9.87 – 11.15 ± 0.68 ± 0.62 0.04 ± 0.15 ± 0.05
(time-dependent analysis [10])

B0
→ K0π0

– – – – 10.73 ± 0.63 ± 0.62 −0.01 ± 0.12 ± 0.04
(combination with Ref. [10])

for charged pions by measuring the charge asymmetry in
a large sample of D+ → K0

S
π+ decays assuming negligi-

ble contributions from K0
S
asymmetries and subtracting

the known value of ACP (D
+ → K0

S
π+) [4]. To obtain

the instrumental asymmetry for charged kaons, we first
determine the charge asymmetry in D0 → K−π+ decays;
as this amplitude is Cabibbo-favored, direct CP violation
in this channel is expected to be negligible. The instru-
mental asymmetry measured is due to both the charged
kaon and the pion; we determine that due to the kaon by
correcting the asymmetry by the pion asymmetry mea-
sured in D+ → K0

S
π+ decays. The D decays are selected

to originate from e+e− → cc by requiring the momentum
of the D mesons in the center-of-mass frame to be greater
than 2.5GeV/c. Instrumental asymmetries depend on
the kinematic distributions of final state particles; thus,
charged particles in the control channels are required to
have similar kinematic distributions as charged particles
in the signal channels. The instrumental asymmetry for
the different signal decays ranges from 0.006 – 0.014.

6. RESULTS

The fit results are listed in Table I, and the fit projec-
tions onto ∆E are shown in Figs. 1 to 3. The C ′ projec-
tions are shown in the Appendix. All results agree with
world averages. We obtain a precision comparable to the
best existing determinations reported in previous studies
from e+e− B-factory experiments, Belle [21, 35, 36] and
BABAR [37–40]. When normalizing our statistical un-
certainties to the same number of produced B mesons,
our precision surpasses that of Belle by up to 38%. This
is due to data-driven CS and a better π0 selection. The
measurement of the branching fraction of B0 → π+π− is

the most precise determination by a single experiment to
date.

The branching fraction and direct CP asymmetry of
B0 → K0π0 decays have also been measured in an anal-
ysis of the decay time evolution [10], which is based on
the same data sample as this work but features a differ-
ent event selection. The systematic uncertainty on the
branching fraction given in Ref. [10] was not reported
previously; here we evaluate that uncertainty to be 5.6%
(relative) and update the measurement to be BK0π0 =
(11.15 ± 0.68 ± 0.62) × 10−6. We combine this updated
branching fraction and the ACP measured in Ref. [10]
with the results presented here, taking into account both
statistical and systematic correlations. The systematic
uncertainties are almost fully correlated between the two
analyses. Statistically, the fraction of common can-
didates between the two analyses is 53% in a signal-
enhanced region defined by −0.13 < ∆E < 0.10GeV and
C ′ > 0.9. We assess the statistical correlation between
the measurements by subdividing the data into three
samples that contain (a) overlapping events, (b) events
only found in this analysis, and (c) events only found
in the analysis of the decay time evolution. We gen-
erate an ensemble of 1000 replicas of these samples by
randomly selecting the events with replacement, allow-
ing repetition of events. We analyze the union of the (a)
and (b) samples using the fitter presented in this paper,
and the union of the (a) and (c) samples using the fitter
of Ref. [10]. By comparing the results of all members
of the ensemble, we estimate the statistical correlation
between the branching-fraction measurements from the
two analyses to be 76%, and that of the direct CP asym-
metry to be 21%. The correlation is lower for the direct
CP asymmetry as the time-dependent analysis gains ad-
ditional sensitivity from the fit to the decay time. The
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FIG. 1. Distribution of ∆E for the (top) kaon- and (bot-
tom) pion-enriched samples of B0

→ h+π− candidates with
fit results overlaid. Points with error bars are data, the to-
tal fit is shown as a solid black curve, the signal as a black
dashed curve, the feed-across as a purple shaded area, and
background as a yellow shaded area. Differences between ob-
served data and total fit results normalized by fit uncertainties
(pulls) are also shown.

measurements reported here and those of Ref. [10] are
consistent; hence we combine them, using a linear unbi-
ased estimator [41]. The results are reported in the last
row of Table I. The result for the direct CP asymmetry
supersedes the measurement reported in Ref. [10] and is
the most precise determination by a single experiment to
date.

7. SYSTEMATIC UNCERTAINTIES

The main sources of systematic uncertainty are listed
in Table II for the branching fractions and Table III for
the direct CP asymmetries.
We assign an uncertainty on the branching fractions

of 0.24% for each track in the final state, to take into
account tracking efficiency uncertainties, which are ob-
tained from e+e− → τ+τ− events, where one τ decays
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FIG. 2. Distribution of ∆E for the (top) kaon- and (bot-
tom) pion-enriched samples of B0

→ h+π0 candidates with
fit results overlaid. Points with error bars are data, the to-
tal fit is shown as a solid black curve, the signal as a black
dashed curve, the feed-across as a purple shaded area, the
BB background as a green shaded area, and the continuum
background as a yellow shaded area. Fit pulls are also shown.

leptonically as τ+ → ℓ+νℓντ with ℓ = e, µ and the other
hadronically as τ− → π−π±π∓(Nπ0)ντ , whereN ≥ 0. A
1.5% systematic uncertainty is assigned to each branch-
ing fraction due to the uncertainty on the number N of
BB pairs. In addition, the uncertainty on f+−/00, 2.4%
for B+B− and 2.5% for B0B0 [32], is included as a sys-
tematic uncertainty.

For all corrections to the reconstruction efficiency de-
scribed in Sec. 5, except for the PID correction, we assign
the uncertainty of the correction as a systematic uncer-
tainty on the branching fraction. The largest systematic
uncertainty comes from the π0 correction, which is dom-
inated by the uncertainty of the branching fraction ratio
between D0 → K−π+π0 and D0 → K−π+ (3.6%) [4].
To estimate uncertainties associated with the PID correc-
tions, we propagate the uncertainties using experiments
simulated by drawing events from the PDF, with nominal
and alternative corrections obtained by varying the PID
corrections within their uncertainties. We calculate the
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FIG. 3. Distribution of ∆E for the (top) B+
→ K0
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→ K0

Sπ
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black curve, the signal as a black dashed curve, the peaking
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shaded area. Fit pulls are also shown.

difference between the fit results using nominal and al-
ternative corrections, and assign the standard deviation
of the difference distribution as a systematic uncertainty.

Systematic uncertainties associated with the PDF cor-
rection factors, e.g., the shift and scaling parameters, are
assessed by repeating the fit on simulated event sam-
ples with nominal and alternative correction parameters
drawn from the relevant Gaussian distributions, taking
correlations into account. We calculate the difference
between the fit results using nominal and alternative cor-
rection parameters, and assign the standard deviation of
the difference distribution as a systematic uncertainty.
A similar procedure is applied for the signal, feed-across
and K0

S
K+ peaking-background shapes. To assess a sys-

tematic uncertainty for the BB shapes, we develop an
alternative fit model with different ∆E PDFs and vary-
ing C ′ parameters for the BB background. We generate
experiments simulated by drawing events from the PDF
based on this alternative model and fit them with the

nominal and alternative fit model. We assign the aver-
age deviations of the fitted values of B and ACP between
the alternative and nominal model as systematic uncer-
tainties.
We use all candidates in events with multiple candi-

dates. To assess a systematic uncertainty associated with
a possible difference between data and simulation in can-
didate multiplicity, we repeat the fit to the data by ran-
domly selecting a single candidate in each event. The
difference in results from the default fit result is taken as
a systematic uncertainty.
For B0 → K0

S
π0, the BB and continuum backgrounds

are assumed to be flavor-symmetric. To evaluate un-
certainties from background asymmetries, we generate
experiments using events drawn from background PDFs
with an assumed asymmetry. For the continuum back-
ground we set the asymmetry equal to that observed for
candidates with 0.1 < ∆E < 0.3GeV and assign the
mean shift between the results obtained in these exper-
iments and the nominal fit as a systematic uncertainty.
For the BB background asymmetry we generate exper-
iments with the asymmetry set to ±1. The mean shift
between the results obtained in these experiments and
the nominal result is scaled by 1/

√
3 to obtain a 68%

confidence level uncertainty.
In the fit to the B0 → K0

S
π0 sample, the flavor-tagging

parameters are Gaussian-constrained with widths corre-
sponding to their uncertainties in the default fit; thus,
any systematic uncertainty related to those parameters
is absorbed in the statistical uncertainty. The value of
the decay-time-integrated B0B0 mixing probability χd is
fixed in the fit. We propagate its uncertainty using sim-
plified simulated experiments and find that it is negligi-
ble. We estimate the systematic uncertainty of the con-
tinuum flavor parameters by generating simulated sam-
ples with the continuum flavor parameters equal to those
observed for candidates with 0.1 < ∆E < 0.3GeV, where
only continuum background is expected. We calculate
the difference between the fit results using nominal and
alternative continuum flavor parameters, and assign the
standard deviations of the difference distributions as sys-
tematic uncertainties. We assign the uncertainty of the
instrumental asymmetry described in Sec. 5 as a system-
atic uncertainty on ACP .
We study potential bias in our fit result by generating

simulated event samples with various input values of B
and ACP and fitting these samples in the same manner
as we fit the data. We observe a small biases for the CP

asymmetries of B+ → K0
S
π+ and B+ → π+π0, which are

assigned as systematic uncertainties.

8. TEST OF THE SUM RULE AND

CONCLUSION

We test the sum rule of Eq. 1 using our measurements
of the branching fractions and CP asymmetries and the
measured ratio τB0/τB+ = 0.9273 ± 0.0033 [4]. The ra-
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TABLE II. Summary of the relative systematic uncertainties (%) on the branching fractions.

Source B0
→ K+π− B0

→ π+π− B+
→ K+π0 B+

→ π+π0 B+
→ K0

Sπ
+ B0

→ K0
Sπ

0

Tracking 0.5 0.5 0.2 0.2 0.7 0.5

NBB 1.5 1.5 1.5 1.5 1.5 1.5

f+−/00 2.5 2.5 2.4 2.4 2.4 2.5

π0 efficiency – – 3.8 3.8 – 3.8

K0
S efficiency – – – – 2.0 2.0

CS efficiency 0.2 0.2 0.7 0.7 0.5 1.7

PID correction 0.1 0.1 0.1 0.2 – –

∆E shift and scale 0.1 0.2 1.2 2.0 0.3 1.7

Kπ signal model 0.1 0.2 0.1 <0.1 <0.1 0.1

ππ signal model <0.1 0.1 <0.1 <0.1 – –

Kπ feed-across model <0.1 0.1 <0.1 0.1 – –

ππ feed-across model 0.1 0.2 <0.1 0.1 – –

K0
SK

+ model – – – – 0.1 –

BB model – – 0.3 0.5 <0.1 0.3

qq flavor model – – – – – 0.9

Multiple candidates <0.1 <0.1 1.0 0.3 0.1 0.3

Total 3.0 3.0 5.1 5.2 3.6 5.8

TABLE III. Summary of the absolute systematic uncertainties on the CP asymmetries.

Source B+
→ K+π− B+

→ K+π0 B+
→ π+π0 B+

→ K0
Sπ

+ B0
→ K0

Sπ
0

∆E shift and scale <0.001 0.001 0.002 0.001 0.003

K0
SK

+ model – – – 0.001 –

BB background asymmetry – – – – 0.026

qq background asymmetry – – – – 0.024

qq flavor model – – – – 0.011

Fitting bias – – 0.007 0.006 –

Instrumental asymmetry 0.007 0.005 0.004 0.004 –

Total 0.007 0.005 0.008 0.007 0.037

tios of branching fractions are summarized in Table IV.
Common systematic uncertainties, such as those related
to the tracking efficiency and the number of produced B
mesons, divide out. The systematic uncertainty from f00

also cancels in the ratio for B0 decays. We consider the
anticorrelation of f00 and f+− uncertainties for the ratio
between B+ and B0 decays. We obtain a value for the
sum rule parameter of

IKπ = −0.03± 0.13± 0.04, (5)

accounting for correlations between uncertainties. This
value is consistent with theoretical expectations.
To conclude, we report measurements of the branching

fractions for B0 → K+π−, B0 → π+π−, B+ → π+π0,
B+ → K+π0, B+ → K0π+, and B0 → K0π0 and the
CP asymmetries for all modes apart from B0 → π+π−.
The results agree with current world averages [4] and
have precision comparable to the current best results de-
spite using a smaller sample for most channels. The mea-
surements of the branching fraction of the B0 → π+π−

decay, and of the direct CP asymmetry (combined with
Ref. [10]) of the B0 → K0π0 decay are the most precise
determinations to date by a single experiment.

TABLE IV. Ratios of branching fractions used as input for
the calculation of IKπ.

Modes Ratio

BK0π+/BK+π− 1.180 ± 0.040 ± 0.064

BK+π0/BK+π− 0.674 ± 0.022 ± 0.044

BK0π0/BK+π− 0.519 ± 0.032 ± 0.026

Using only Belle II measurements of branching frac-
tions and asymmetries, we obtain a value of the sum rule
in agreement with the SM expectation. Our precision is
limited by sample size and is similar to the precision re-
sulting from the average of measurements by the Belle,
BABAR, and LHCb Collaborations [3].
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FIG. 4. Distributions of the transformed CS output C′. From top to bottom: B+
→ K+π−, B+

→ π+π−, B+
→ K+π0,

B+
→ π+π0, B+

→ K0
Sπ

+, and B0
→ K0

Sπ
0. The result of a fit to the sample is shown as a solid black curve. The

fit components are shown as black dashed curve (signal), purple shaded area (feed-across for B+
→ K+π−, B+

→ π+π−,
B+

→ K+π0 and B+
→ π+π0, and peaking background for B+

→ K0
Sπ

+), green shaded area (BB background), and yellow
shaded area (continuum background). Differences between observed data and total fit results normalized by fit uncertainties
(pulls) are also shown.


