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A new diamond anvil cell experimental approach has been implemented at the European X-ray Free Electron Laser,

combining pulsed laser heating with MHz X-ray diffraction. Here we use this setup to determine liquidus temperatures

under extreme conditions, based on the determination of time resolved crystallization. The focus is on a Fe-Si-O ternary

system, relevant for planetary cores. This time-resolved diagnostic is complemented by a finite element model, repro-

ducing temporal temperature profiles measured experimentally using streaked optical pyrometry. This model calculates

the temperature and strain fields by including (i) pressure and temperature dependencies of material properties, and (ii)

the heat-induced thermal stress, including feedback effect on material parameter variations. Making our model more

realistic, these improvements are critical as they give 7000 K temperature differences compared to previous models.

Laser intensities are determined by seeking minimal deviation between measured and modeled temperatures. Combin-

ing models and streak optical pyrometry data extends temperature determination below detection limit. The presented

approach can be used to infer the liquidus temperature by the appearance of SiO2 diffraction spots. In addition, tempera-

tures obtained by the model agree with crystallization temperatures reported for Fe-Si alloys. Our model reproduces the

planetary relevant experimental conditions, providing temperature, pressure and volume conditions. Those predictions

are then used to determine liquidus temperatures at experimental timescales where chemical migration is limited. This

synergy of novel time-resolved experiments and finite-element modeling pushes further the interpretation capabilities

in diamond anvil cell experiments.

I. INTRODUCTION

Determination of incongruent (i.e. partial) melting in ge-

omaterials is crucial to understand planetary evolution, from

the early differentiation during the magma ocean stage to crys-
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TABLE II. List of material properties used for our simulation. All parameters mentioned by "var." are varying with the model temperature and

pressure outputs. References for those variations are given in the footnotes of this table. When the same value is used for different phases,

those are mentioned in parenthesis. If only one value is given this means that the same was used for all phases. X-ray absorption coefficients28

µ are given for 25 keV and laser absorption coefficients are given for a 1 µm wavelength.

Fe (hcp/fcc/liq) KCl (sol/liq) Diamond Re

µLaser (m
−1)a

∞ 7×10−4b 0.3c 0

µX-ray(m
−1) (18 keV) 26316d 2513d 158d 0

CP (J.(kg.K)−1) var.e(hcp,fcc)/90042 690.72f 630g 140g

kth(W.(m.K)−1) var.27 6.53f/0.34443 1500g 48g

ρ(kg.m−3) var.36/var.37/var.38 var.25/var.44 3520g 21020g

αL (K−1) 12×10−6 36.5×10−6 0.8×10−6 6×10−6

G (GPa) 78h(hcp/fcc)/0 6.24f/0 529.6i 182h

K (GPa) 160j 17.2k 446l 312h

a See supplementary material
b Hass et al. 197640

c Values for IIa diamonds41

d https://henke.lbl.gov/optical_constants/atten2.html
e Relationship detailed in Appendix C
f https://www.crystran.co.uk (see supplementary material for full references)
g Meza-Galvez 202028

h AZO materials (see supplementary material for reference)
i Klein et al. 199345

j Rajabpour et al. 201546

k Kinoshita et al. 200547

l At ambient conditions48

acquired at laser output before being split in two parts) as

shown in the inset of Figure 6. The inset of figure 6 plots the

mean error between SOP temperature data and FEM model

temperature at different laser intensities on one heating spot

of the FeSiO alloy. The model with lowest mean error is se-

lected and used to plot the corresponding COMSOL temper-

ature curves as a function of time (Fig. 6). Good agreement

between the SOP temperature data and model temperatures

are found after minimization.

The first appearance of SiO2 diffraction lines is dominated

by few crystallites which oscillate in and out of the bragg

diffraction condition. As a result, the observed diffraction in-

tensity varies with time. Additionally, SiO2 diffraction inten-

sity is weaker than the Fe-Si alloys which crystallize at lower

temperatures. Finally, the downstream mirror is slightly shad-

owing the low diffraction angles on the X-ray detector. For

all those reasons, it is complex to identify the first crystal-

lization of SiO2. However, we have been able to determine

the first appearance at 2.2 µs (Fig. 6) on the run presented in

Figure 3, which corresponds to a lower temperature limit of

4400 K. Comparing this temperature with the crystallization

of pure SiO2 (5200 K52) we can extract the liquidus tempera-

ture of the FeSiO ternary system. These results are presented

in Figure 7. This liquidus temperature may not be signifi-

cantly affected by recrystallization kinetics of SiO2, as shock

experiments recently demonstrated the ns timescale for SiO2

crystallization from melt53,54.

The main goal of the experiment was to limit chemical mi-

gration during laser heating. As a proof of concept, we an-

alyzed the chemical composition of several heating spots af-

ter heating. Fig. 8 presents a typical heating spot obtained

after a single heating event. The cross section of figure 8

compares the mean relative chemical compositions in weight

percent between the pristine sample and heated areas (list of

measurements and specific point location provided respec-

tively in Table III and figure 13). This is the main differ-

ence with previous measurements performed at longer heating

durations (over 1 second)9, where liquid compositions were

found to have an O content around 0.1 wt% for similar pres-

sure. We can discuss the presence of temperature gradients in

our probed sample using our model (Fig. 9). Indeed figure

9 highlights differences between UBS, middle of the sample

(MS), minimum and maximum temperatures inside the 5 µm

radius cylindrical zone sampled by the X-rays as a function

of time. During the first 250 ns, there are temperature gra-

dients greater than 10000 K in the probed volume. A first

temperature homogenization occurs after 1 µs with around

900 K between minimum and maximum temperature within

the X-ray sampled zone (inset Fig. 9). Later, around 7 µs, this

temperature gradient is reduced to 70 K, confirming the local

temperature homogeneity inside the X-ray sampled zone at

that time. Temperature maps and extended time range of tem-

perature difference between minimal and maximal tempera-

ture reached within X-ray sampled zone as well as associated

pressure maps are available in Appendix C 7. Migration time

scales observed in continuous laser heating therefore must oc-

cur on longer time scales than a few µs, as we do not observe

any qualitative difference in composition between the molten

area and the starting material.

The absence of relative concentration difference demon-

strates that the use of a short-time scale heating pulse re-

duces chemical migration compared to longer timescale heat-
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the fine mesh that would be required otherwise (see details in

Appendix C 3). In such opaque materials, the radiation inten-

sity is zero below the material’s surface, and the volume heat

source due to radiation absorption is discarded (Q = 0). In the

opposite case, the volume absorption in the semi-transparent

material layer (k) has to be considered. Considering the radi-

ation intensity I due to the single beam along the unit vector

Î , the Beer-Lambert law reads

∇I =−µk I Î, (C4)

which integrates into (along Î , i.e. along the z axis here)

I = Iin
k e−µkHk (C5)

for a constant (Napierian) attenuation coefficient µk, which

depends naturally on the radiation beam frequency content.

Here, Hk = ±(z− zk) is the penetration depth in the material

(k), the sign depending on the radiation direction and zk being

the z-position of the surface layer that the radiation is incident

on. In this material (k), the volume heat source Qk is then

simply given by Qk = µkI.

In principle, µk also depends on temperature and pressure,

and thus on space, which requires the integration of the partial

differential equation (C4). These dependencies being however

not well known in our case, constant values have been used for

µk in our model (Table II). The numerical cost associated with

the integration of equation (C4) has then been avoided by us-

ing directly the analytical solution (C5) in the model. Table IV

provides the various analytical expressions used in the model

to reproduce the incoming laser and X-ray intensities and their

interaction with the material through absorption (required to

calculate Qk).

Since the total intensity Itot
k incident on the material layer

(k) boundary can be partially reflected, the actual incoming

intensity Iin
k in equation (C5) is Iin

k = (1−Rk)I
tot
k , with the

material reflection coefficient Rk. Since Rk is insufficiently

known and depends on many parameters like the radiation fre-

quency, the surface roughness or the temperature, all the re-

flection coefficients are set to Rk = 0 in our model.

Before entering any material or any reflection, the total in-

tensity Itot
0 of the radiation incident on the diamond is modeled

with a Gaussian spatial distribution such that

Itot
0 = Im It(t) exp

(

−
r2

2σ2
r

)

, (C6)

where σr = SDiam/[2
√

2ln2] is a Gaussian radius parameter

related to the radiation FWHM spot diameter SDiam, and with

r the cylindrical radius coordinate (distance from the model

symmetry axis). Since the absolute value of the maximum

intensity Im is generally not known for the experiments (both

for the laser and the X-ray beam), it is here a model adjustable

parameter that is fixed to obtain good agreement between the

experimental and the numerical results. By contrast, the tem-

poral evolution It(t) imposed in the model is obtained from

measurements or modelling of the pulses (see also Appendix

A). Integrating equation (C6) in space and time provides the

pulse energy Ep as28

Ep = 2πσ2
r ImE (C7)

where E =
∫

t It(t)dt.

3. Boundary conditions and initial state

To integrate equations (1)-(2), boundary conditions are

needed at the external diamond and gasket boundaries.

Heat loss through convection and radiation should usually

be considered but as the DAC is placed in vacuum, only radi-

ation plays a role. Yet regarding the possible need of includ-

ing both ways of heat transfer for future models, more details

upon heat transfer are given in supplementary material. For

the temperature T , two conditions have been used here. Ei-

ther a constant external temperature Text has been imposed at

the external boundaries, or heat loss through radiation is con-

sidered following in our case a qs = σs(T
4 − T 4

ext) law with

the Stefan-Boltzmann constant σs = 5.67 · 10−8 W.m−2.K−4.

Here Text = 300 K is used, and both conditions lead actually to

the same results. Indeed, external boundaries are very far from

the maximum thermal heating, and the effect of the boundary

condition choice can thus be expected to be negligible.

Boundary conditions are also required for the elastic part,

and the zero displacement constraint u= 0 has been imposed

at all external boundaries. Note that the thermal pressure Pth

would naturally be zero if all external boundaries can move

freely, and displacement constraints are thus required, at least

at certain boundaries, to generate a thermal pressure (prelim-

inary tests have been performed by setting u = 0 for the dia-

monds or the gasket only).

In opaque materials, like the metallic sample considered in

our experiments, the attenuation coefficient µ is very large

and the radiation induced thermal heating occurs then on the

very small typical length scale µ−1. This would require a very

fine mesh to reproduce the intensity variations given by the

Beer-Lambert (volume) absorption equation (C5). To avoid

the associated numerical cost, one can rather replace this vol-

ume absorption by a boundary heat source, assuming that all

the (non-reflected) radiation energy flux Iin
k is converted into

surface heat at the material surface. Such a surface approx-

imation is fully relevant when µ−1 is small compared to the

material thickness (e.g. µ−1 ≪ δ3 here). At these bound-

aries, the normal heat flux is thus imposed to be Iin
k . This ap-

proach has been benchmarked by checking that the results ob-

tained this way are the same than those obtained with a Beer-

Lambert volume absorption model (integrated on a fine mesh).

In the simulations shown in this work, such a boundary heat

source has only been used at the sample surface, the least be-

ing highly absorbing (i.e. opaque) at laser wavelength. Note

that this boundary heat source approach reduces the numerical

cost while keeping realistic physical behaviour. Rather thin

meshes are yet required and a numerical convergence study

has to be carefully performed to ensure the numerical accu-

racy of the results.

Finally, the transient response of our numerical DAC, ob-

tained by time-stepping equations (1)-(2), heavily depends on

the chosen initial state. Here, the model integration starts with

a constant temperature T (t = 0) = Text = 300 K and with the

zero initial displacement u(t = 0) = 0 initial state (no initial
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Medium X-ray volume heat source laser volume heat source

1 Itot
X0

µX1
exp(µX1

(z− (δ1 +δ2 +0.5δ3))) Itot
L0

α1 exp(µL1
(z− (δ1 +δ2 +0.5δ3)))

2 Itot
X1

µX2
exp(µX2

(z− (δ2 +0.5δ3)))exp(−µX1
δ1) Itot

L1
µL2

exp(µL2
(z− (δ2 +0.5δ3)))exp(−µL1

δ1)

3 Itot
X2

µX3
e−µX2

(z+δ2+0.5δ3) exp(−µX1
δ1)exp(−µX2

δ2) ∅

4 Itot
X3

µX2
exp(−µX2

(z+δ2 +0.5δ3))ϖ Itot
L1

µL2
exp(µL2

(z− (δ2 +0.5δ3)))exp(−µL1
δ1)

5 Itot
X4

µX1
exp(−µX1

(z+(δ1 +δ2 +0.5δ3)))exp(−µX4
δ4)ϖ Itot

L0
µL1

exp(µL1
(z− (δ1 +δ2 +0.5δ3)))

TABLE IV. Beer-Lambert solutions for Qk = µkI, as used in COMSOL, noting ϖ = exp(−µX1
δ1)exp(−µX2

δ2)exp(−µX3
δ3). Absorption

coefficients were adapted depending on the heating source wavelength (X-ray or laser). Formula for the sample only applies in the case of

X-rays, wavelength at which Fe is semi-transparent on the contrary to fiber laser wavelength where all energy Itot
L2

is considered to be deposited

at the surface on both sides of the sample. Numbered labels in Table IV are listed as (1) upstream diamond of thickness δ1, (2) upstream PTM

of thickness δ2, (3) sample of thickness δ3, (4) downstream PTM of thickness δ2, (5) downstream diamond of thickness δ1. For the laser, Itot
0

and Itot
5 have the same value due to two sided heating. Same for Itot

4 and Itot
2 . µXi

and µLi
stand respectively for the X-ray and laser absorption

coefficients in the ith medium. The same for the intensities Itot
Xi

and Itot
Li

.

condition is required for the time derivative of u, i.e. for the

initial velocity, since our approach is quasi-static).

4. Heat capacity of the hcp-iron

Lots of parameters rely on these EoS due to their depen-

dency to volume, temperature and/or pressure (sample thick-

ness, thermal conductivity, heat capacity).

In addition to material property variations with temperature

and pressure along a given phase, phase variations occur upon

laser, X-ray heating and compression. Those phase changes

affect the material properties and were implemented by refer-

ring to the phase diagrams available in the literature. Melt-

ing curves and phase change zones were taken into account in

the model by using them as conditions for parameter changes.

This model uses existing melting curves for iron alloys57,58,59

and KCl60 (provided in supplementary material).

The specific phase change between hcp and fcc high pres-

sure phase of iron was included in the model using a second

order polynomial3. Phase changes are mostly related to ma-

terial property modifications. Therefore we used the phase

change temperature as a condition for switching EoS36,37. As

phase changes generally go along with a release or absorption

of latent heat we included as well the Apparent Heat Capac-

ity Method (AHCM). Heat capacity variations as a function

of temperature and pressure can be inferred from the formula

given by Komabayashi et al. 201461

G = G0 +
∫ P

105Pa
VT dP (C8)

where G is the Gibbs free energy, G0 the Gibbs free energy at

P = 105 Pa and given T expressed by

G0 = a0 +a1T +a2T lnT +a3T 2 +a4T−1 +a5T 0.5 (C9)

with a0 = 12460.621,a1 = 386.99162,a2 = −52.2754,a3 =
0.000177578,a4 = −395355.43,a5 = −2476.28 and VT the

molar volume of the corresponding phase at given T where

the EoS obtained multivariate polynomial is used.

In order to obtain CP, we use62 :

S =−
(

dG

dT

)

P

,

(

dS

dT

)

P

=
CP

T
(C10)

that can be combined, leading to

CP =−
(

d2G

d2T

)

P

T (C11)

5. Phase change effects

Available as a built-in feature in COMSOL, the Appar-

ent Heat Capacity Method (AHCM) allows to model phase

change effects by integrating a single heat transfer equation

with effective material properties (the phase change latent heat

being included by considering an apparent heat capacity). In

this approach, the phase change is assumed to occur over a

temperature range ∆T , governed by a smooth phase transition

function. The sharpness of the transition is thus controlled by

∆T , which should be wide enough to be accurately captured

by the numerical scheme (without any numerical convergence

issue). In our case, numerical tests show that ∆T = 50 K pro-

vides a sharp enough phase change at a reasonable numerical

cost. Naturally, this apparent heat transfer equation also use

an effective thermal conductivity and density (more details on

this built-in AHCM can be found in the COMSOL documenta-

tion).

Following this smooth phase change approach, the shear

modulus transition from solid to liquid has also been modeled

with an shear modulus G given by

G = Gl +
Gs −Gl

2

[

1−
2

π
arctan

(

T −Tm

W

)]

(C12)

with the liquid shear modulus Gl = 0, the solid shear modulus

Gs, the melting temperature Tm of the given phase and where

the sharpness of the transition is controlled by the typical tem-

perature range W (fixed to W = 50 K in our case).

6. Space and time numerical discretization

We used a mesh combined of fine boundary layer type

rectangular elements at the sample boundaries, and triangu-

lar mesh in the remaining domain. Both element types were
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set to be increasingly fine towards the sample boundaries. Di-

amonds and gasket are on the contrary only meshed by coarse

elements regarding the low endured gradients. Using first or-

der Lagrange elements for temperature and elastic displace-

ment, the total number of degrees of freedom is of the 104

order for our numerical model.

Equations are time stepped with the built-in time-stepping

scheme based on backward differentiation formula63, and, at

each time step the system is solved with the sparse direct lin-

ear solver PARDISO64. Note that our model involves a large

disparity of time scales (down to the fs during a pulse, ns be-

tween pulses, µs for the whole simulation duration), which

can lead to numerical issues. To ensure that our model takes

correctly into account each X-ray pulse over the whole simu-

lation time, the model relies on the ’events’ module of COM-

SOL, which allow specifying the occurrence of a repeated

event (forcing a small enough time step at each event).

7. Temperature gradients in sample revealed by modelling.

Differences between minimum and maximum temperatures

reached within the X-ray sampled zone can easily be fol-

lowed with our model as demonstrated in Figure 14. Top

three figures show model temperature maps at t=0.4 µs, 1 µs,

7.04 µs (respectively from left to right) where the heat distri-

bution evolution transmitted by the laser pulse is highlighted.

Temperature gradients around the first 0.25 µs are as high as

14000 K before a relative temperature homogenization below

1000 K after half µs. Finally as described before, a high tem-

perature homogeneity (below 100 K) is reached little after

7 µs. Bottom graphs of figure 14 are split in two parts for

visual convenience, supplementary proof of huge temperature

gradients endured by the sample. This underlines that despite

important gradients of thousand of kelvin, their short dura-

tion lead to almost no chemical migration, calling attention to

the fact that chemical migration related phenomena occur at

longer time scales than 0.5 µs.
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