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The ATLAS experiment relies on real-time hadronic jet reconstruction and 1-tagging to record
fully hadronic events containing 1-jets. These algorithms require track reconstruction, which
is computationally expensive and could overwhelm the high-level-trigger farm, even at the
reduced event rate that passes the ATLAS first stage hardware-based trigger. In LHC Run 3,
ATLAS has mitigated these computational demands by introducing a fast neural-network–
based 1-tagger, which acts as a low-precision filter using input from hadronic jets and tracks.
It runs after a hardware trigger and before the remaining high-level-trigger reconstruction.
This design relies on the negligible cost of neural-network inference as compared to track
reconstruction, and the cost reduction from limiting tracking to specific regions of the detector.
In the case of Standard Model �� → 11̄11̄, a key signature relying on 1-jet triggers, the
filter lowers the input rate to the remaining high-level trigger by a factor of five at the small
cost of reducing the overall signal efficiency by roughly 2%.
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1 Introduction

The ATLAS experiment at the LHC relies on selective triggers to capture events containing 1-hadron-
initiated jets (1-jets), which are associated with a variety of physics processes. Within the Standard Model
these processes range from frequently occurring top quark production (predominantly decaying into a
1-quark and a , boson) to rare processes like associated production of a Higgs boson with top quark pairs
(where all particles decay hadronically), or Higgs pair production (where at least one of the Higgs bosons
decays into a 11̄ pair [1, 2]). Beyond the Standard Model many theories feature decays of hypothetical new
particles into final states containing 1-quarks [3, 4].

Extensive studies were conducted by the LHC experiments on the properties of the Higgs boson, discovered
in 2012 [5, 6], revealing no evidence of physics beyond the Standard Model so far. Of particular interest
is the trilinear Higgs boson self-coupling, _��� , which connects the Higgs boson mass to the vacuum
expectation value and plays a role in the production of Higgs boson pairs, offering valuable tests for the
electroweak symmetry breaking mechanism. Deviations from the Standard Model prediction of the Higgs
boson self-coupling are pertinent in theories extending the Standard Model and as such measuring this
coupling is a key goal of the LHC physics programme. Nevertheless, detecting Higgs boson pairs at the
LHC presents challenges due to their low production cross-section: strong evidence is only expected to
emerge during the HL-LHC data taking [7, 8]. To effectively investigate this process it becomes crucial to
optimise the trigger efficiency for Higgs boson pair production. Among the various decay channels of
��, the one with the highest branching ratio involves both bosons decaying into two 1-quarks each. This
specific channel poses significant triggering difficulties as there are few discernible features in the event
beyond the presence of the 1-quarks.
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Jets originating from 1-quarks produce 1-hadrons, which have a non-negligible lifetime, on the order of
10−12 s [9]. These 1-hadrons can travel a measurable distance, on the order of 2 mm, before decaying,
leaving the striking signature of a secondary decay vertex separate from the primary interaction vertex
of the proton–proton (??) collision. In addition to the decay length, 1-jets can be distinguished from
jets originating from gluons or light quarks (i.e., jets that do not contain a heavy-flavour 1- or 2-hadron,
called light-jets), by the larger charged-particle multiplicity, the high fraction of jet energy carried by tracks
displaced from the primary interaction vertex, and the invariant mass of these displaced tracks.

Algorithms for identifying, or tagging, 1-jets take as input the properties of individual jets, together with
well-reconstructed tracks within these jets. Optimisation of these algorithms aims at minimising the
background rate, or equivalently, maximizing the rejection of light-jets and 2-jets (i.e. jets originating from
2-hadrons) for a fixed target 1-tagging efficiency. The algorithms are separately optimised for use at the
trigger level and in offline reconstruction, due to the tight CPU and memory constraints associated with the
online processing and the need for maximum precision offline. Remaining within these limitations while
balancing background rejection and signal efficiency is the main challenge of the 1-jet trigger.

The 1-jet trigger selections were among the most CPU-intensive selections at the trigger level during Run 2
data taking [10] and as such any reduction in the time to process a single 1-jet event can free considerable
resources. These free CPU cycles can then be rededicated to improve trigger level reconstruction and
expand the physics reach of the experiment.

A novel approach to 1-tagging at trigger level was introduced for Run 3 data taking to minimise excess
computation with minimal cost in signal acceptance. This was done by implementing a rapid 1-tagging
preselection, which is executed after identifying jets using calorimetry but before the computationally
expensive full-event track reconstruction. The preselection reduces tracking to specific detector areas
around high-energetic jets, effectively serving as an early background rejection tool. This rejection method
decreases the processing load from multi-1 signatures, resulting in a reduction of CPU usage and keeping
overall resource use within the capacity of the computing farm’s budget.

The new approach is presented in this paper, which is structured as follows. A brief description of the
ATLAS detector and trigger system is given in Section 2. The algorithms used as input to 1-jet trigger
selections are described in Section 3. The new fast 1-tagging is described in Section 4 and its performance
in Section 5. The paper concludes with a summary in Section 6. Details on the ATLAS Run 3 trigger,
including tracking CPU consumption and timing measurements, as well as an assessment of the overall
performance of the 1-tagging at the trigger level, are provided in Ref. [11].

2 The ATLAS detector and trigger system in LHC Run 3

The ATLAS detector [12, 13] covers nearly the entire solid angle around the collision point.1 It consists of
an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and hadronic
calorimeters, and a muon spectrometer incorporating three large superconducting toroidal magnets. The

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of

Δ' ≡
√

(Δ[)2 + (Δq)2.
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tracking detector and the calorimeters are relevant components to this paper and they are summarised
below.

The inner detector system is immersed in a 2 T axial magnetic field and provides charged-particle tracking
in the range |[ | < 2.5. The high-granularity silicon pixel detector covers the vertex region and typically
provides four measurements per track, the first hit being normally in the insertable B-layer installed
before Run 2 [14, 15]. It is followed by the semiconductor tracker (SCT), which usually provides eight
measurements per track. These silicon detectors are complemented by the transition radiation tracker
(TRT), which enables radially extended track reconstruction up to |[ | = 2.0. The TRT also provides
electron identification information based on the fraction of hits above a higher energy-deposit threshold
corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |[ | < 4.9. Within the region |[ | < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
calorimeters, with an additional thin LAr presampler covering |[ | < 1.8 to correct for energy loss in material
upstream of the calorimeters. Hadronic calorimetry is provided by the steel/scintillator-tile calorimeter,
segmented into three barrel structures within |[ | < 1.7, and two copper/LAr hadronic endcap calorimeters.
The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules
optimised for electromagnetic and hadronic measurements, respectively.

The ATLAS trigger and data acquisition system is responsible for the online processing and event selection
for permanent storage and offline analysis. It employs a two-level trigger system [16] to select data at an
average rate of about 3 kHz. Its first level (Level-1 or L1) is hardware based. It uses custom-made electronics
to select events after processing signals coming from the calorimeters and muon chambers. The Level-1
system runs at a fixed latency of 2.5 `s and accepts events at a maximum rate of 100 kHz. The second
level of the trigger system, the high-level trigger (HLT), uses a dedicated computing farm of approximately
60,000 physical processing cores or 2.0M HS06 [17] to run algorithms similar to those used in the offline
reconstruction. The HLT software was redesigned for Run 3 to support multi-threaded execution, allowing
for more efficient use of computing resources. The algorithms execution order is optimised to run fast
algorithms first, providing early background rejection, and more precise and CPU-intensive algorithms
later to make the final event selection. Both the L1 and HLT triggers, in addition to performing selection,
can identify Regions-of-Interest (RoIs) in [, q, and I, which limit the regions of the detector on which
subsequent algorithms are executed. The processing uses data from all detectors either in RoIs only or in
more extended [-q and I range (up to the full detector), depending on the algorithms. The HLT makes a
decision within a few hundred milliseconds on average. The selected events are sent to permanent storage
with a throughput of up to 8 GB/s.

An extensive software suite [18] is used in data simulation, in the reconstruction and analysis of real and
simulated data, in detector operations, and in the trigger and data acquisition system of the experiment.

3 Algorithms for b-jet trigger

The algorithms running at the HLT are split into two general types: reconstruction algorithms, which
create objects such as tracks, clusters and jets; and hypothesis algorithms, which apply selections on the
reconstructed objects, or combinations of those. Three categories of algorithms are relevant to the work
presented in this document: inner detector tracking, jet finding and 1-jet finding. The related reconstruction
algorithms are described in what follows.
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3.1 Inner detector tracking

A previous paper describes the design and performance of the HLT inner detector tracking on ATLAS
during the LHC Run 2 [19]. The algorithms are improved for Run 3 but the Run 2 description is sufficient
for the purposes of this paper. The tracking algorithms operate in two steps: a fast tracking stage typically
followed by a precision tracking stage.

Before any tracking algorithm is run, the data in the silicon modules of the inner detector are reconstructed
into clusters. This can be run on the full detector or within RoIs; the later approach saves both processing
time and data transfer bandwidth. The TRT data within RoIs is only processed for the precision tracking
stage. In events characterised by large jet multiplicities or large number of simultaneous ?? interactions
per bunch crossing (pile-up), multiple individual RoI constituents can be merged into a super-RoI, such that
the tracking algorithm does not run multiple times in RoIs with large overlapping regions, which would
lead to wasted CPU resources and biases due to track double-counting.

The fast track finder (FTF) provides track candidates to use early in the trigger or when the resource-intensive
precision tracking is not affordable. In the FTF pattern recognition initial track candidates are formed using
a simple track finding algorithm that extends the track candidates into further layers to find additional hits.
The FTF design focuses on efficiency over purity. As described further in Section 3.2, full-event fast track
finding is a prerequisite for the standard Run 3 trigger jet reconstruction. In addition these tracks are used
to construct a primary vertex, defined as the vertex with the highest scalar sum of the squared transverse
momenta (?2

T) of all associated tracks.

In the case of 1-jet triggers, FTF tracking runs again, with a lower minimum ?T requirement and looser
requirements on track quality, in RoIs in restricted [, q and I regions around 1-jet candidates. These
FTF tracks are used to seed the precision tracking, which is used for the final 1-jet selection in the trigger.
Precision tracking takes the FTF tracks as input and applies a version of the offline tracking algorithms
configured to run fast in the trigger. This includes algorithms that improve the purity of the FTF tracks by
removing track duplicates. The track candidates are extended into the TRT to improve the momentum
resolution. Overall, the trigger tracking efficiency is driven by the FTF one, since these tracks are used as
seeds to the precision step. The precision tracking performs higher quality fits that improve the purity and
the quality, approaching that of the offline reconstructed tracks.

3.2 Jet finding

Jet finding at trigger level is described in the ATLAS Run 2 trigger commissioning paper [16], and is
summarised only briefly here. At Level-1, jets are defined as 4× 4 or 8× 8 trigger tower windows for which
the summed electromagnetic and hadronic transverse energy exceeds predefined thresholds and which
surround a 2 × 2 trigger tower core that is a local maximum. Besides the transverse energy thresholds,
Level-1 selections depend on the multiplicity or the topology [20] of jets in the event. Typically, jet
algorithms are executed at the HLT on events accepted by Level-1 jet trigger selections.

A major improvement in the Run 3 jet trigger is the introduction of particle flow, adopting the offline
reconstruction algorithms described in Ref. [21]. In this paradigm, jets (referred to as PFlow jets) are
clustered from charged and neutral particle flow constituents. Candidates for 1-tagging are clustered with
the anti-:C algorithm [22] with a radius parameter ' = 0.4. Charged constituents are built from selected
tracks and matched to topological clusters [23] of calorimeter energy deposits. To reduce the effects of
pile-up, only charged constituents matched to the primary vertex are considered. Neutral constituents are
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built from calorimeter energy clusters where the energy associated to the charged constituents is subtracted
to avoid double-counting.

While PFlow jets improve energy resolution and reduce the effects of pile-up, the added dependence on
tracking adds significant CPU costs. Jets reconstructed from calorimeter energy clusters alone (referred to
as EMTopo jets) are used in the fast 1-tagging described in Section 4, to avoid the CPU burden incurred
by tracking. Both PFlow and EMTopo jets are calibrated to improve the fidelity of the momentum of
the measured jet with respect to the underlying particle shower, detailed in the ATLAS Run 2 offline jet
calibration paper [24]. In the case of EMTopo jets, trigger reconstruction uses a variant of the Run 2 offline
calibration that uses calorimeter information only.

3.3 b-jet finding

The HLT 1-jet finding in ATLAS uses a combination of multivariate algorithms that typically take as
input features the reconstructed jets, reconstructed tracks, and the position of the primary vertex. In
Run 3, ATLAS unified HLT algorithms with their offline counterparts. Previous ATLAS papers describe
the Run 2 1-jet trigger [25], and the updated algorithms that form the basis of Run 3 offline and trigger
1-tagging [26].

In Run 2, fast tracks reconstructed with the FTF algorithm within super-RoIs were used for primary vertex
finding; precision tracks were reconstructed within EMTopo jets that passed a minimum transverse energy
(�T) threshold. The final stage of the 1-jet trigger assessed the probability that these jets originated from a
1-hadron decay. This probability was evaluated in two steps. The first step used low-level algorithms that
matched tracks to jets, reconstructed secondary vertices, and identified tracks with large impact parameters
relative to the primary vertex. The second step, which ran on the output of these low-level algorithms,
employed machine learning algorithms that provided excellent discrimination between 1-jets and light-jets
or 2-jets.

Since in Run 2 the 1-jet finding involved running precision tracking in all jet RoIs above a minimum �T

threshold, the 1-jet trigger selections were the most CPU-intensive selections at the ATLAS HLT. To
reduce resource demands, tighter jet �T and [ selections can be applied before tracking is executed, but
this reduces the physics acceptance of the resulting triggers.

A new approach was introduced for Run 3 that significantly reduces the CPU needs for 1-jet trigger finding
while maintaining excellent efficiency for key physics processes, such as Standard Model �� → 11̄11̄

decays. This approach exploits the efficacy of machine learning in identifying 1-jets of sufficient quality
for preselection at the HLT, while using lower quality input objects relative to the state-of-the-art 1-tagging
algorithms developed within ATLAS. The deployment of the fast 1-tagging is schematically demonstrated
in Figure 1, where it is also compared with the Run 2 online 1-jet reconstruction.

In this paper, we use the term fast 1-tagging to describe the newly introduced fast 1-tagging preselection,
which uses the fastDIPS tagger, presented in the following section. To simplify matters, we also use
the term fastDIPS to refer to the entire fast 1-tagging preselection. Additionally, we refer to high-level

1-tagging as the final selection used at the HLT, which relies on a tagger in the DL1 series [26], which is
optimised for the trigger.
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Each jet that passes the above selection seeds an RoI for track reconstruction. These RoIs cover the entire
I-range of the interaction region, and project outward in a slice from the beamline, with a q and [ half-width
of 0.3. To avoid duplicated track reconstruction from overlapping RoIs, all the RoIs within a single event
are merged into one super-RoI, and track finding is run once in the union of the regions.

4.2 The b-tagging algorithm, fastDIPS

Tracks within the super-RoI are associated to the nearest jet if they fall within a cone around the jet2, which
shrinks with growing jet ?T. The jets are then classified as either 1- or 2-hadron initiated, or as light, by a
retrained DIPS–based neural network. In simulated events, ATLAS uses a standard jet flavour definition to
match generator-level hadrons with reconstructed jets. A 1-hadron within Δ' = 0.3 of the centre of the
nearest jet labels the jet as a 1-jet. Otherwise the same procedure is repeated for 2-hadrons, then g-leptons.
Any remaining jets are labelled as light. Both 1- and 2-hadrons must have ?T > 5 GeV to be considered for
labelling.

Tracks are represented by the variables summarised in Table 1. Each associated track is fed through a
feed-forward neural network, which maps the initial track representation to a 128-dimensional latent space.
The full jet representation in this space is computed by summing the latent vectors representing tracks
over all tracks in the jet. The sum of these latent vectors is then mapped to a three-element jet flavour
posterior (?1, ?2, ?D) via another feed-forward network, where the three elements correspond to jets that
are 1-hadron initiated, 2-hadron initiated, or any other flavour. These posteriors are collapsed to a single
discriminating variable �1 with the formula:

�1 ≡ log
?1

?2 52 + (1 − 52)?D
, (1)

where 52 is an adjustable constant used to tune the charm rejection for the tagger. In the results that follow
52 = 0.018, the value used for the offline DIPS implementation. A jet is considered 1-tagged when the
�1 discriminant is above a specific threshold. A trigger chain can require any number of jets to pass a
1-tagging requirement: events that fail this requirement are rejected.

The network was trained on ten million jets from simulated CC̄ interactions that include all jet flavours, with
hyperparameters similar to those selected for the original DIPS tagger [28]. To prevent the discriminant
from preferentially selecting jets based on kinematics, the jets were resampled to have the same two-
dimensional ?T and [ distributions for each flavour. The discriminant was trained in the Keras interface to
Tensorflow [29] and ported to the ATLAS trigger software with lwtnn [30, 31].

5 Performance assessment

The fast 1-tagging approach was evaluated in Monte Carlo (MC) simulations before being deployed to the
trigger menu for online use. The performance was also evaluated using the first Run 3 collision data. This
section provides a summary of the performance assessment for both simulations and data, including the
impact on the CPU consumption of the HLT farm. Additionally, this section discusses the effect of this
new algorithm on the acceptance of the �� → 11̄11̄ signal.

2 The standard ATLAS flavour-tagging association cone, defined by Δ' < 0.239 + exp(−1.22 − 0.0164/GeV · ?T), is used here.

8



Variable Description

Track Kinematics
30 Distance of closest approach to the beamline
3life

0 Lifetime signed 30

Ibeam
0

Displacement between beamspot centre and closest approach to beamline,
projected along beamline

logfIbeam
0

Log of uncertainty in Ibeam
0

log
(

?track
T /?jet

T

)

Log of fraction of jet ?T carried in track

@/? Particle charge divided by momentum
Δ[(track, jet)

Angular separation between track and jetΔq(track, jet)
Δ'(track, jet)

Track Quality
=hits pixel Number of pixel hits
=hits SCT Number of SCT hits
=hits inner Number of innermost pixel layer hits

=hits next inner Number of next-to-innermost pixel layer hits
=DOF Number of degrees of freedom in track fit
j2 ∑

hits on track(A/fA )2 [A ≡ hit residual, fA ≡ residual uncertainty]
Table 1: Inputs for fast 1-tagging neural network. The conventional 30 takes the sign of ( ®?0 × ®30) · Î, where ®30 is the
track displacement at the closest approach to the beamline and ®?0 is the momentum at that point. A lifetime-signed
variant, 3life

0 , is given a positive sign if |q0 − qjet | < c/2 and a negative sign otherwise, where q0 and qjet are the q

components of the track displacement and the jet momentum, respectively.

Metrics used for performance assessment. Receiver Operating Characteristic (ROC) curves are used to
show the dependency of the 1-jet efficiency to the light-jet rejection, which is the inverse of the light-jet
efficiency. Both quantities are evaluated with simulated CC̄ events. For the ROC curves and elsewhere, the
efficiency is defined using true 1-jets, defined by the labelling described in Section 4.2. The 1-jet efficiency
is the ratio of the number of true 1-jets 1-tagged with algorithm - , over the number of true 1-jets with no
1-tagging applied:

1-jet efficiency of algorithm - =
# true 1-jets tagged with algorithm -

# true 1-jets
. (2)

This also allows comparisons between different preselection methods. We calculate the light-jet efficiency
by applying the same formula to light-jets. The inverse of this efficiency is defined as the light-jet rejection,
and is plotted on the H-axis in the ROC curves presented in this paper.

To evaluate the correlations between fastDIPS and the high-level 1-tagging algorithm used at the HLT, we
define conditional efficiencies. The conditional 1-jet efficiency of the fast 1-tagging algorithm fastDIPS

compared with the high-level 1-tagging is defined as follows:

Conditional 1-jet efficiency =
# true 1-jets tagged with both fast and high-level 1-tagging

# true 1-jets tagged with high-level 1-tagging
. (3)

Finally, we evaluate the performance of the fast 1-jet preselection in both data and MC simulations as a
function of the leading trigger-level reconstructed PFlow jet ?T, where the high-level 1-tagging is applied,
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to estimate the impact of this additional preselection to the final object of interest. Two efficiencies are
defined, as follows:

Jet-level 1-tagging efficiency =
# jets with both a fast and a high-level 1-tag

# jets with a high-level 1-tag
, (4)

Event-level 1-tagging efficiency =
# events with both ≥ 1 fast and ≥ 1 high-level 1-tag

# events with ≥ 1 high-level 1-tag
. (5)

For the jet-level efficiency, we apply a simple geometric matching between PFlow jet and the EMTopo

jet, requiring Δ' < 0.3 and a relative ?T difference less than 10%. This matching is required to compare
the high-level 1-tagging, which is applied on PFlow jets, to fastDIPS, which uses EMTopo jets. The
event-level efficiency is determined by counting the events that contain at least one high-level 1-tag
(denominator), and then counting the subset of events with at least one fast 1-tag (numerator). In the
event-level efficiency no geometric matching applied between the two tagged jets.

The studies presented in this paper use trigger-level reconstructed PFlow jets and high-level 1-tagging
as reference quantities instead of offline quantities. This choice was made to evaluate the impact of
fast 1-tagging with respect to an online high-level 1-tagging algorithm, which is similar to the offline
1-tagging.

5.1 Algorithm optimization and performance assessment in MC simulations

MC simulations were used to train the fast 1-tagging algorithm and assess its performance before data taking.
Simulated CC̄ events produced in ?? collisions were used to provide a sample of 1-, 2- and light-flavour jets.
The production of CC̄ events was modelled using the Powheg Box v2 [32–35] generator. The events were
interfaced to Pythia 8.230 [36] to model the parton shower, hadronisation, and underlying event, with
parameter values set according to the A14 tune [37] and using the NNPDF2.3lo set of PDFs [38]. The
decays of bottom and charm hadrons were performed by EvtGen 1.6.0 [39]. Similar 1-tagging algorithms
have shown limited simulation dependence, on the order of 10% for efficiency and background rejection,
for common ATLAS event simulation chains [40].

The effect of multiple ?? interactions in the same event was modelled by overlaying the hard-scatter
interactions with events from the Pythia 8.160 generator, using the NNPDF2.3lo PDF set and the A3
parameter tune [41]. Particle interactions with the detector are simulated with ATLAS software [42] based
on Geant4 [43]. Events generated with

√
B = 13 TeV were used for training the fast 1-tagging algorithm,

while events generated with
√
B = 13.6 TeV were used for performance evaluation.

Since the background trigger rate is driven by light flavour jets, the results presented in this paper focus on
light jet rejection and omit 2-jet rejection, which is lower but otherwise similar as documented in other
ATLAS results described above. Besides ROC curves and efficiency calculations, the CPU consumption
was also evaluated and taken into account for deciding the optimal operational points of the algorithm.
These three aspects are discussed in this section.

The fast 1-tagging algorithm performance is evaluated for various requirements on the minimum track
?T, and for several RoI sizes around the jet axis, given in [ and q half-widths (half of the full width, also
discussed in Ref. [25]). The results are shown in Figure 2. A minimum ?T requirement of 1.0 GeV performs
slightly worse than 0.5 GeV, while a minimum requirement of 1.5 GeV results in a large degradation of
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trigger selections during 2022 data taking. The event-level efficiency for each case is reported in Figure
4(a): the fastDIPS selection has an efficiency ranging from 93% to 99%. The jet-level efficiencies are
studied for the same working points, 85% for the fast 1-tagging algorithm and both 80% and 60% for the
high-level 1-tagging algorithm. The results are shown in Figure 4(b).
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Figure 4: Event-level and jet-level efficiencies in simulated CC̄ events and data recorded by a trigger selecting CC̄-like
events, at

√
B = 13.6 TeV. Figure (a) shows the event-level efficiency for at least one fast 1-tag, in bins of the

leading jet ?T, in events that already have at least one EMTopo jet and one high-level 1-tag. Figure (b) shows the
corresponding jet-level efficiency for the fast 1-tagging algorithm with respect to the high-level 1-tagging one. The
two plots have the same binning, bin edges are displayed with the vertical dashed lines. For the jet-level efficiency,
EMTopo and PFlow jets are geometrically matched with a Δ' < 0.3, and ?T relative difference less than 10%. In
both figures, the displayed uncertainties are statistical only. In the ratio panels, the errors are propagated as the
quadratic sum of the statistical uncertainties.

We studied the stability of fastDIPS under different pile-up conditions by binning data with respect to the
actual number of ?? interactions per bunch crossing, denoted by 〈`〉. The trend of the average number of
1-tagged jets per event, for progressively more stringent fastDIPS selections, is shown in three different
bins of 〈`〉 in Figure 5. For high pile-up events, the 1-tagged jet multiplicity increases with looser network
selections, due to the increased number of mis-tagged jets. For tighter discriminant selections, such as
those used for defining the 1-jet working points, the pile-up dependence is reduced.

5.3 Impact on NN → bb̄bb̄ signal acceptance

The detection of multi-1-hadron signatures, specifically �� → 11̄11̄, challenges the capacity of the
ATLAS trigger and data acquisition system by requiring multiple 1-tagged jets at low ?T, in a region of
phase space that is overwhelmed by light jets from QCD interactions. HL-LHC trigger studies [46] have
shown that raising ?T requirements will reduce trigger rates to an acceptable level, but at a significant
cost in �� → 11̄11̄ acceptance. In Run 3, to maximise Standard Model �� → 11̄11̄ signal acceptance,
ATLAS relies on a relatively high rate (8 kHz) L1 seed. The fast 1-tagging algorithm reduces this rate
further, to a level that is affordable in the current HLT CPU farm.
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Trigger selection
Preselection rejection

factor on top of L1
�� → 11̄11̄ relative

trigger acceptance

L1 + HLT preselection (85% WP) +
HLT selection (�� → 11̄11̄)

∼ 5 0.98

L1 + HLT preselection (80% WP) +
HLT selection (�� → 11̄11̄)

∼ 10 0.96

Table 2: Fast 1-tagging trigger selection performance and impact on the �� → 11̄11̄ acceptance. Here preselection

requires four EMTopo jets with ?T > 20 GeV, two of which must be 1-tagged with fastDIPS. The acceptance for
the �� → 11̄11̄ signature of the trigger selection that is summarised in the first column of the table is evaluated
relative to a trigger selection that does not include the HLT preselection.

6 Conclusion

The ATLAS high-level trigger has improved significantly in Run 3, in part owing to the use of tracking
and other offline-like algorithms in hadronic signatures. These improvements come with a high CPU cost,
and taken alone would have increased the CPU demands beyond what would be feasible in the ATLAS
trigger computing farm. Flavour tagging, used in multi-1 selections and essential for signatures such as
�� → 11̄11̄, was among the dominant contributors to these demands. This aspect was mitigated through
the introduction of a fast 1-tagging preselection, which runs after calorimeter-based jet finding and before
the much more expensive full-event track reconstruction. By restricting tracking to limited regions of
interest surrounding energetic jets, this preselection serves as a crude and fast veto. This veto reduces CPU
load from multi-1 signatures and brings the total resource use safely within the computing farm’s budget.
Thanks to this development, ATLAS is able to save �� → 11̄11̄ events at a higher rate than ever before.

The method outlined in this paper has tremendous potential for application at the HL-LHC, where
projections have shown that raised jet ?T thresholds substantially lower the experiment’s sensitivity to
�� → 11̄11̄. With more challenging pile-up conditions, tracking will become even more difficult to
execute. New approaches such as the one presented here, which ensure high physics acceptance rates
while optimising resource use, are imperative for attaining the ambitious physics goals of the ATLAS
experiment.
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