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Free-electron lasers provide bright, ultrashort, and monochromatic X-ray pulses, enabling novel spectroscopic mea-
surements not only with femtosecond temporal resolution: The high fluence of their X-ray pulses can also easily enter
the regime of non-linear X-ray-matter interaction. Entering this regime necessitates a rigorous analysis and reliable
prediction of the relevant non-linear processes for future experiment designs. Here we show non-linear changes in the
L3-edge absorption of metallic nickel thin films, measured with fluences up to 60 J/cm2. We present a simple but pre-
dictive rate model that quantitatively describes spectral changes based on the evolution of electronic populations within
the pulse duration. Despite its simplicity, the model reaches good agreement with experimental results over more than
three orders of magnitude in fluence, while providing a straightforward understanding of the interplay of physical pro-
cesses driving the non-linear changes. Our findings provide important insights for the design and evaluation of future
high-fluence free-electron laser experiments, and contribute to the understanding of non-linear electron dynamics in
X-ray absorption processes in solids at the femtosecond timescale.

a)Corresponding author email: martin.beye@desy.de

I. INTRODUCTION

The modern understanding of complex materials relies on
suitable approximations to the unabridged quantum mechani-
cal description of the full, correlated many-body problem. To
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orders of the line grating. The sample has a square support of
25 mm size, containing Si3N4 membrane windows (orange in
Fig. 1) of 0.5 mm size and 200 nm thickness with a distance of
2 mm between adjacent windows. Every second pair of rows
(blue in Fig. 1) was additionally coated with a 20 nm sample
layer of polycrystalline metallic Ni by sputter deposition, on
top of a 2 nm bonding layer of Ta; a 2 nm Pt capping layer was
applied to prevent oxidation during sample-handling.

The sample frame was positioned such that one zone plate
focus impinged on a nickel-coated membrane, while the other
hit a bare silicon-nitride membrane. Thus, the difference in
transmission of both beams can be attributed solely to absorp-
tion in the nickel film.

The detector was a fast readout-speed charge-coupled de-
vice (FastCCD) with high dynamic range, enabling 10 Hz
read-out and increasing the fluence range available to the
experiment33–35. Due to an unstable detector temperature,
significant retroactive calibration of the detector was neces-
sary (see appendix B 2). To prevent detector saturation dur-
ing measurements with the unattenuated beam, an additional
aluminum filter of about 13 µm thickness was used between
sample and detector.

During these high-intensity measurements, sample and ref-
erence films were locally damaged by intense individual FEL
shots. Thus, the FEL was operated in single-shot mode at
10 Hz repetition rate, and the sample was scanned through the
beam continuously at 0.5 mm · s−1, resulting in 10 shots per
membrane window.

The shot craters in the reference membranes were later ana-
lyzed with scanning electron microscopy (SEM) to determine
the effective focal size at specific photon energies. The result-
ing spot sizes were used to calibrate ray-tracing calculations
which delivered the photon-energy-dependent spot size, rang-
ing from 0.4 µm2 to about 3 µm2 (see appendix B 4 for details
on the spot size determination).

III. MODELING

Various approaches have been proposed to describe the in-
terplay between photon absorption and the electronic struc-
ture evolution during the absorption of an FEL pulse. Ab-
initio methods such as Monte-Carlo calculations, which ex-
plicitly calculate a large number of individual particles’ in-
teraction pathways36, and time-dependent density functional
theory, which sets out to solve the full quantum-mechanical
many-body problem in terms of the electron density37, gener-
ally scale poorly with particle number. In contrast, rate models
provide a simpler yet useful tool by describing the interplay
between photon absorption and electronic system using non-
quantized volume-average quantities and rates directly on a
macroscopic scale5,38–41.

Away from material resonances, rate models have been suc-
cessfully used to describe fluence-dependent X-ray absorption
in three-level systems, representing the ground, core-excited,
and intermediate valence-excited states5,38. When probing
the valence bands around material resonances, however, the
evolution of the electronic system requires explicit modeling

of the energy-resolved valence state populations42. Track-
ing the full non-thermal population history proved crucial for
accurately describing the non-linear absorption changes near
and around the Fermi level. We assume that on the mod-
eled femtosecond timescale, the DOS does not change sig-
nificantly, which is motivated by the slower lattice reaction.
This approach though cannot capture subtle changes in elec-
tron correlations43.

We describe the propagation of X-ray photons through
the sample as well as the dynamics of electron populations
within the sample using a set of ordinary differential equa-
tions. These are assembled from terms that each describe the
rate of a specific physical process. The rate of each process
is based on a tabulated or measured ground-state parameter,
such as the Auger-lifetime or the absorption cross-section,
scaled with the appropriate fractional occupations at the sim-
ulated time44. The relevant process rates are compiled into
differentials of electronic populations and photon density in
space and time and implemented in a finite-element simula-
tion to derive the electron population history and ultimately
the X-ray transmission of a three-dimensional sample. Only
the time constants for the valence band thermalization and the
scattering cascades of free electrons are treated as free param-
eters and adapted to fit the experimental data.

The model considers an idealized three-dimensional sample
traversed by an X-ray pulse with Gaussian shape in space and
time. We make key approximations to reduce computational
effort, such as neglecting any movement of electrons within
the sample (consider the inelastic mean free path of about
1.3 nm45) and describing photon propagation exclusively in
the forward direction. The temporal evolution is solved us-
ing the fourth-order Runge-Kutta method with adaptive time-
stepping. The propagation of photons in space is calculated as
if it happened instantaneously in between the time-steps using
the explicit fourth-order Runge-Kutta method.

In order to account for the two-dimensional Gaussian
transversal intensity profile of the FEL spot, we first calcu-
late the transmission of the sample for transversally uniform
illumination for different fluences. Since we omit transversal
coupling, the response to the Gaussian beam profile can then
be reconstructed by appropriate radial integration over many
values obtained for constant illumination. With these simpli-
fications, the overall computational complexity is drastically
reduced, as we simplify a problem with partial differentials
in four dimensions into two separable one-dimensional initial
value problems, one for photon propagation in space and one
for the evolution of electronic populations in time.

The model describes the interaction between three types of
population densities of electrons as well as incident photons
via six distinct physical processes, listed in tables I and II,
respectively. Fig. 2 schematically illustrates their relation-
ships. The electron populations RC and RV describe the total
number of electrons bound in the core and valence system,
respectively, for an average single atom in the sample. Their
values are limited by the number of available states, MC and
MV . In the presented nickel L3-edge spectra, the ground-state
populations are RC = 4, representing the 2p3/2 -electrons and
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quantify and compare to the simulated results in Fig. 4: a)
a redshift of the absorption edge of up to 0.9±0.1 eV in the
rising flank; b) an increase of the pre-edge absorbance, as the
rising edge of the absorption peak shifts and broadens; c) a
reduced peak absorbance; and d) and e), a reduced post-edge
absorbance. The integration regions from which the effects b),
d) and e) are derived, are highlighted in Fig. 3 as (I), (II) and
(III), respectively. The shift of the absorption edge is quan-
tified by the photon energy at which the absorbance reaches
half of the peak value; its uncertainty is propagated from the
statistical uncertainty of the absorption peak measurement.

As apparent from Fig. 4, the rise in absorption at the pre-
edge (region I), the drop in post-edge absorption (region III),
as well as the shift of the rising edge show good agreement
within the measurement uncertainties between simulation and
experimental data. The deviations observed in the absorption
level of the resonance peak and just beyond will be discussed
later.

We emphasize that this level of agreement with the experi-
mental data is achieved across more than three orders of mag-
nitude in fluence, based on a rather simplified description of
well-known physical processes in combination with experi-
mental or tabulated ground-state properties such as density,
electronic configuration, and ground-state spectrum. Only the
valence thermalization time τth and electron scattering time
τscatt were varied to achieve the best match to the experi-
mental results. We optain a value of τth = 6 fs, which com-
pares well to recent estimates for excitations on this energy
scale40,41,51,52. The scattering time constant τscatt = 1.5 fs pro-
duces the best agreement with experimental data. This value
appears reasonable as it summarizes a cascade of many indi-
vidual electron scattering events, which we would expect to
occur roughly every 100 as45.

V. DISCUSSION

Before further interpreting the non-linear effects shown in
Fig. 4, let us first consider the example of a local valence
band population history as shown in Fig. 5. The example is
drawn from the uppermost 4 Å thick voxel of the simulated
sample, excited with a Gaussian pulse profile centered around
t = 0 with 30 fs FWHM duration and 30 J/cm2 fluence. As
such, the example is selected from the upper range of extreme
excitations in this simulation to showcase the effects clearly.
While panel a) of Fig. 4 shows the calculated DOS as used
by the simulation and published in46,47, the colormap in b)
shows the occupation of these states over time. It is apparent
that the occupation function mostly resembles a Fermi-Dirac
distribution evolving from cold to hot. However, the states at
E j =Ei (highlighted by the blue ellipse), show greater popula-
tion as they are directly populated by the resonant absorption
process. We also show the effective electron temperature T

and chemical potential µ , which are calculated from the in-
ternal energy and population of the valence system at every
time-step. Panel c) shows the number of electrons per atom in
the valence band below and above the Fermi level (blue solid
and dashed curves, respectively) as well as the average num-
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FIG. 4. Comparison of spectral effects between simulation (blue
lines) and experiment (orange lines with error bars). The shift of the
absorption edge in panel a) represents the photon energy at which the
half-maximum of the absorption peak is reached. The absorbance
changes in panels b), d) and e) are integrated from the gray shaded
regions in Fig. 3, while panel c) shows the global maximum of the
spectrum.

ber of core holes and the number of free electrons over time.
One general observation is that for the given 30 fs pulse dura-
tion, the number of simultaneously existent core holes remains
very small, even for high fluences. This has two reasons: On
the one hand, the natural lifetime of the core-holes of 1.4 fs is
small compared to the pulse duration49. On the other hand,
the monochromatic excitation near the material resonance im-
plies that the photons couple the core-level to a narrow selec-
tion of localized valence states53. In this case, the number of
resonant valence states is small in comparison to the number
of core electrons. Since the core-level and resonant valence
states operate like a two-level system in which absorption and
stimulated emission compete, the resonant absorption process
saturates due to occupied valence states long before the core
level is significantly depleted. This bleaching of valence holes
is amplified over the pulse duration by an increasingly heated
Fermi-Dirac distribution, which also increases the occupation
of states above the Fermi level. Since both core-holes and free
electrons decay so quickly, a majority of the absorbed energy
is quickly translated into a broadening of the valence electron
distribution. By the end of the pulse in this example, more
than half of the 3d valence electrons are excited to valence
states above the Fermi level, while the highest instantaneous
number of core holes was only about one per 100 atoms, as
shown in Fig. 5 c).

With these general observations about the evolution of the
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FIG. 5. Evolution of electronic populations (simulation) in a
single voxel at the sample surface for a pulse of 858.3 eV, with a
pulse energy of 30 J/cm2. Panel a) shows the total DOS used as an
input for the simulation. Panel b) shows the energy-resolved occupa-
tion (between 0 and 1) of the valence band over time, relative to the
Fermi energy. The population (in electrons/atom/eV) is the product
of the DOS and the occupation. The thermalized valence occupation
lags a few femtoseconds behind the current chemical potential µ; the
temperature T of the valence system rises rapidly, ultimately reach-
ing up to 25 eV. The bleaching of valence states (highlighted with a
blue dotted ellipse) is visible as a high non-thermal population at the
resonant photon energy around 7 eV above the Fermi level. Panel c)
shows the number of core holes and free electrons over time, as well
as the number of electrons in the valence system below and above
the Fermi energy.

electronic system within the pulse duration in mind, we can
now proceed to interpret the mechanisms responsible for the
non-linear features in the spectra. Above the absorption edge,
the decrease of absorption with increased fluence [see Fig. 4
d)] can be understood as a depletion of valence states avail-
able to the resonant core-to-valence transition. Similarly, be-
low the absorption edge, the increase of absorption [see Fig.
4 b)] can be attributed to valence holes below the Fermi-level
becoming available due to the thermalization process, as soon
as the tail of the Fermi-Dirac distribution reaches the probed
energy. The shift of the absorption edge [see Fig. 4 a)] can
be explained by a non-linear combination of the two effects
above. Consider that below the absorption edge at the begin-
ning of the pulse, the sample only interacts with the X-rays
via the comparatively weak process of non-resonant absorp-

tion. However, once the sample is sufficiently heated that
valence holes become available, additional resonant absorp-
tion begins to occur and accelerates further electronic heating
- and in turn additional pre-edge absorption. Since the onset
of this exponential process occurs earlier near the absorption
edge, it contributes significantly to the observed spectral red-
shift. Another cause of the observed edge shift is the shift of
the chemical potential µ , which strongly depends on the exact
shape of the DOS and is shown in Fig. 5 b) as a green line. Ini-
tially, µ increases with absorbed fluence, as thermally excited
electrons from the 3d states must spread out in energy to the
lower DOS above the Fermi level. With rising electronic tem-
perature, the high DOS of the 3d states becomes less relevant
and the chemical potential drops again as expected in regular
metals. A similar evolution of the chemical potential and elec-
tronic temperature was predicted for optically excited nickel
by previous experiments and calculations14,54–56. It is remark-
able that the experimentally observed redshift of 0.9±0.1 eV
can be reproduced by the rate model based on this very sim-
ple mechanism. However, this mechanism applies specifically
to non-linear absorption using monochromatic X-rays. Qual-
itatively similar red-shifts have been observed in nickel after
excitation with optical lasers even at up to three orders of mag-
nitude lower excitation fluence43,57,58. These red-shifts have
recently been linked to modifications of the band structure
due to the interplay of electronic correlations and optically
induced demagnetization43. While such subtle, spin depen-
dent effects may also occur in our high-fluence study, they are
evidently overshadowed by the electron population dynam-
ics. This aspect of an initially non-thermal electron distribu-
tion evolving towards a Fermi-Dirac distribution was also ob-
served as a critical aspect of the optically excited spectra43,59.
The timescale of electron thermalization was estimated to just
over 100 fs, which is about 20 times slower than our estimate
of 6 fs. This apparent discrepancy results from a scaling of the
thermalization time with excitation density. Such a scaling is
supported both by theory51 and recent pump-probe studies at
the nickel M2,3 edge52 where the electron thermalization time
decreased from 34 fs to 13 fs with rising optical pump fluence
from 8 mJ/cm2 to 62 mJ/cm2. This implies that the value of
6 fs found in our study represents an average time constant for
the excitation densities in our experiments.

A significant deviation between model and experiment can
be observed at the resonance peak itself, where the simulated
electron dynamics lead us to expect a much stronger saturation
effect than observed experimentally [Fig. 4 c)]. This under-
estimation may be related to a fluence-dependent decrease of
the excited state lifetime due to stimulated emission as well as
increased carrier mobility around the Fermi edge, both lead-
ing to an energetic broadening of the resonant core-valence
transition. Such a broadening would increase the number of
resonant valence states and thus delay saturation especially at
the edge, but is not considered in our model. While it may be
expected that a purely population-based model cannot fully
represent resonance effects at the resonance peak itself, the
lack of any significant saturation around 852 eV [Fig. 4 d)] is
more surprising. Both disagreements point to additional phys-
ical effects and call for more sophisticated models.
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We speculatively propose three mechanisms which could
contribute to these discrepancies: First, the transition matrix
elements could get modified at higher excitation densities, es-
pecially around the resonance, while we model the absorption
only based on the ground-state spectrum. Second, an energy
dependence of the electron-electron scattering cross-section
could allow for particularly fast scattering of electrons with
certain energies, counteracting the saturation. Third, a collec-
tive, correlated response of the electronic system could mod-
ify the DOS or the transitions even on the fast timescale of the
FEL pulse duration43.

A more detailed discussion of the model can be found in the
appendices: In A 4 we show how a variation or elimination of
specific processes leads to different predictions for the spectra,
and in A 5 we discuss the limitations of the rate model and its
suitability for future extension.

VI. CONCLUSION

To summarize, we have analyzed fluence-dependent near-
edge X-ray absorption spectra of the nickel 2p3/2 core level
up to X-ray fluences of 60 J/cm2. We have developed a rate-
equation model based on differential equations that describes
the excitation and decay processes connecting populations of
core and valence electronic states. Process rates are quanti-
fied by scaling known ground-state properties with evolving
electron populations.

The model enables an understanding of the electronic pop-
ulation history under strong X-ray fluences and characteriza-
tion of the resulting non-linear absorption near a core reso-
nance. It successfully predicts the observed increase of ab-
sorption before and its decrease beyond the resonance, as
well as the fluence-dependent redshift of the absorption peak
over three orders of magnitude. However, the bleaching of
the absorption peak is overestimated by the population-based
model and will require more sophisticated models to accu-
rately quantify. Here, the population dynamics rate model also
provides a valuable point of reference for more advanced the-
oretical frameworks.

Providing the fundamental fingerprints of how strong X-ray
fluences alter the electronic system and thus the absorption
spectra, our straightforward picture of intense core-resonant
X-ray pulse interaction can inform the design and interpreta-
tion of future FEL experiments. On the one hand, our model
can guide the decision up to which point to maximize fluence
for good statistics while keeping the absorption process linear,
and to recognize the principal spectral fingerprints emerging
at the onset of non-linear absorption due to electron dynamics
within the pulse. On the other hand, an understanding of the
population dynamics within high-fluence pulses, and in par-
ticular an awareness of the dominant influence of electronic
scattering processes, is crucial for emerging techniques that
aim to utilize X-ray wave-mixing processes, such as stimu-
lated core hole emission, in solids40,60–69.
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Appendix A: The Rate Model

This appendix provides an in-depth discussion of the rate
model, including the formalism for each of the modeled pro-
cesses (A 1), differentials (A 2) and the choice of input pa-
rameters (A 3), as well as a study of the models’ predictions
under different conditions (A 4). Finally, we present an ex-
tended discussion of the applicability and limitations of our
rate model (A 5) beyond the presented dataset.
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1. Processes

For a better overview, we introduce the processes as indi-
vidual terms and assemble them into differential equations in
the next section. In principle, each process is described using
an absorption length or lifetime which is known from ground-
state measurements and then scaled linearly with the changing
electron populations with respect to the ground state. The nor-
malization is such that the ground-state rate is reproduced for
an undisturbed electron system and the rate vanishes when the
corresponding transition cannot happen due to a lack of elec-
trons or holes. We use the indices i and j to refer to specific
energies, where the index i is used for photon energies of X-
rays and the index j for the energy of electronic states in the
valence band.

a. Resonant interaction

The resonant interaction describes both resonant absorption
(core-valence transitions) and stimulated emission (valence-
core transitions) as a single process. It is calculated for each
energy E j in the valence system that is resonant with a given
photon energy Ei:

Pres
j =

(

RC

MC

−
ρ j

m j

)

N
phot
i

λ res
i

δi j (A1)

λ res
i : Resonant absorption length
RC: Number of core electrons
MC: Number of core states
ρ j: Valence electrons at E j

m j: Valence states at E j

N
phot
i : Number of photons per nm2 at Ei

δi j: Kronecker-delta

The first terms (in brackets) represent the difference in the
occupation of core states RC/MC and resonant valence states
ρ j/m j. The dominance of absorption over stimulated emis-
sion or vice-versa is determined solely by this difference, as
they represent an optically driven two-level system in the in-
coherent limit. If the core level population is smaller than the
valence population, the resonant interaction process becomes
negative, representing the dominance of stimulated emission.
The second term on the right is the number of irradiated pho-
tons divided by the penetration length. The Kronecker delta
ensures that only photons and electrons in corresponding en-
ergy bins interact.

b. Non-resonant absorption

The non-resonant absorption summarizes photon absorp-
tion from other electronic states than the resonant core-level,
especially from the valence electrons. Photon densities Ni at

all incident energies reduce each population ρ j:

Pnon−res
i, j =

ρ j

R0
V

N
phot
i

λ non−res
(A2)

λ non−res: Non-resonant absorption length
R0

V : Total number of valence electrons
in the ground state

The interaction is normalized by the total valence band pop-
ulation in the ground state R0

V , so that the sum of the first term
over all j becomes unity if all ρ j = ρ0

j (since R0
V ≡ ∑ j ρ0

j ).
The second term represents the non-resonant absorption in the
ground state as can be experimentally determined sufficiently
before the resonance in the spectrum.
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FIG. 6. Instantaneous transmission (including resonant and non-
resonant absorption) over time for a pulse at 857.5 eV with a pulse
energy of 30 J/cm2 (blue line, left axis), as well as the temporal pro-
file of the incident photon density (orange dots, right axis).

This treatment does not explicitly differentiate the non-
resonant absorption from core energy levels other than the
one treated by RC. In the given example with photons reso-
nant to the nickel 2p-absorption, the 3s and 3p core electrons
only contribute to a minority of the non-resonant absorption
events. In this model, we choose for simplicity to scale this
contribution together with the non-resonant scattering from
the valence electrons.

An exemplary incidence profile and the resulting transmis-
sion over time are shown in Fig. 6.

c. Auger decay

The model explicitly treats Auger decay processes that in-
volve one core-hole and two electrons from the valence band.
The rate at which an electron in density ρ j would decay via
an Auger process is calculated as:

P
Auger
j = (MC −RC)

ρ j

R0
V

RV

R0
V

1
τC

(A3)

τC: Core-hole lifetime
RV : Total number of valence electrons
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The first factor (in brackets) is the number of unoccupied core
states, i.e. core-holes. The second factor describes the relative
population of electrons at the energy E j and the third term is
the relative population of the entire valence band to which the
electron could transfer its energy. The latter two are normal-
ized by the respective ground-state population. The last term
is the decay rate in the ground state, where τC represents the
ground-state lifetime of a single core-hole. Altogether, this
describes Auger decays as interactions between two valence
electrons, one emitted and one filling the 2p3/2 core-hole. In
reality, some fraction of Auger decay events will emit elec-
trons from the 3s or 3p core levels instead, followed by fur-
ther Auger processes which emit electrons with the remaining
energy of the original core-hole. These are not treated sep-
arately in our description, since the indirect decay is, on the
one hand, a minority contribution and on the other hand, ulti-
mately results in the same energy transfer to the valence band,
albeit with a slightly longer time delay due to the intermediate
steps.

d. Free-electron scattering

Inspired by earlier approaches to a simplified solution of the
Boltzmann equation71, we approximate the scattering rates of
electrons in terms of characteristic time constants τscatt and τth

for the free electrons and valence electrons, respectively.
The lifetime of free electrons τscatt represents the inverse

rate at which free electrons R f ree scatter and decay to the va-
lence system. While this parameter is ultimately empirical, it
represents a cascade of individual scattering events between
electrons. In such a cascade, each free electron eventually
transfers all its kinetic energy to the valence system:

Pscatt = R f ree

1
τscatt

(A4)

τscatt : Free electron scattering time constant
R f ree: Number of free electrons

e. Intra-valence redistribution due to scattering

The total rate of electrons redistributed in this time step
through scattering Pred is described by two terms. The first
term quantifies the total number of electrons that are redis-
tributed in the electron cascades caused by scattering elec-
trons in this time-step. The second term distributes this num-
ber equally among occupied states ρ j and unoccupied states
h j:

Pred
j =

Sscatt −S joining

Uh −Ue

(

−ρ j

RV

+
h j

HV

)

(A5)

h j: Number of valence holes, h j = m j −ρ j

HV : Total number of valence holes, HV = ∑ j h j

The numerator of the first term represents the total energy
that is released by the cascade and is given by the difference
between the rates at which energy is released from the free
electron energy pool

Sscatt = Pscatt E f ree

R f ree

(A6)

and the rate at which energy is gained in the valence system
due to the formerly free electrons occupying random unoccu-
pied valence states:

S joining = ∑
j

h j

HV

PscattE j (A7)

This energy is used to lift a number of electrons from occupied
states to higher, unoccupied states. Thus, the denominator
represents the energy that the valence system can additionally
accommodate, which is the energy that could be contained by
filling all valence holes

Uh =
∑ j h jE j

HV

(A8)

minus the energy already contained in the occupied states

Ue =
∑ j ρ jE j

RV

. (A9)

f. Electron thermalization

Similarly, τth characterizes the time with which the valence
system approaches an internal thermal equilibrium:

Ptherm
j = [r j(T,µ)−ρ j]

1
τth

(A10)

τth: Valence thermalization time constant
T : Equivalent electronic temperature
µ: Chemical potential

To this end, the chemical potential and equivalent electronic
temperature are calculated in each time-step based on the cur-
rent internal energy U and number of valence electrons RV .
The Fermi distribution for the calculated chemical potential
and temperature then yields a momentary target electron dis-
tribution r j(T,µ), which is approached with the electron ther-
malization constant τth:

r j(T,µ) = m j

1

e(E j−µ)/kBT +1
(A11)

U = ∑
j

ρ jE j/∑
j

ρ j (A12)

RV = ∑
j

ρ j (A13)
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less tightly bound states by enlarging the interaction band-
width by 0.1 eV per eV above the Fermi level. Furthermore,
the resonant and non-resonant absorption lengths are derived
from the ground-state spectrum. We treat the non-resonant
absorption length as constant, i.e. independent of photon en-
ergy, and derive it from the pre-edge absorption level. The
transition matrix element of a core-valence transition exhibits
a resonant enhancement close to the absorption edge, which
translates into an energy dependence of the resonant absorp-
tion length. Above the Fermi level, where the DOS is unoc-
cupied in the ground state, the resonant absorption length is
encoded in the ground-state absorption spectrum. As the tran-
sition matrix element from the core level to states below the
Fermi level is experimentally not straightforward to access,
we use the approximation that the energy-dependence of the

transition matrix element is symmetric around the Fermi level.
To derive the resonant absorption length, the non-resonant
absorption level is subtracted from the spectrum and line
broadening is accounted for by deconvolution with a pseudo-
Voigt-profile of 50% Gaussian and Lorentzian share and a
width of 640 meV FWHM, representing 420 meV broadening
from the experimental resolution and 480 meV from the core-
hole lifetime49. The deconvolved resonant absorption spec-
trum above the Fermi level is then mirrored around the Fermi
level and the discontinuity within 320 meV around it is recon-
structed with cubic interpolation. This results in the mirrored
resonant absorption spectrum shown in Fig. 9, which is used
as the resonant absorption length parameter λ res

i . Note that the
results of simulated spectra were finally re-convolved with the
same pseudo-Voigt-profile to simulate the same experiment.

Symbol Code Description Unit Value

Nz Nsteps_z Steps in sample depth - 50
NE j

N_j Steps in energies considered in valence system - 90
NEi

N_points_E Number of photon energies / points in the spectrum - 69

-
N_local_fluences

_to_calculate
Number of fixed fluences that are directly simulated - 30

- N_pulse_energies Number of final pulse energies with a Gaussian spot profile - 20
- Nsteps_r Number of steps in the radial integration of the Gaussian spot - 100
dtmin timestep_min Minimum allowed time-step fs 0.15
- Energy_axis_max Maximum energy in the valence system eV 800
- Energy_axis_fine_until Finer sampling for energies lower than this eV 30
- Energy_axis_min Valence band origin eV -10
- DOS_band_origin Energy minimum from where to use the loaded DOS eV -10
- DOS_band_dd_end Energy maximum from where to use the loaded DOS eV 30
σt j tdur_sig Rms pulse duration of photons fs 13
Ei E_i Photon energy of incident photons eV 848-856
I0 I_0 Total number of photons in the simulated pulse photons nm−2 0−1.4e4
T0 temperature Initial sample temperature K 300
σBW interaction_bandwidth Bandwidth of resonant interaction at E j eV 0.638
τscatt tau_scattering Scattering time of free electrons fs 1.5
τth tau_th Thermalization time of non-thermal valence states fs 6
- DOS_shapefile Filename of the total DOS from DFT-calculation - from46

Z Z Total sample thickness nm 20
ρ atomic_density Atomic density atoms nm−3 91.4
R0

V valence_GS_occupation Valence electrons per atom in the ground state states atom−1 10
MC core_states Core electrons/states per atom in the L3 core level states atom−1 4
E f E_f Fermi level; used as zero for energy axes of E j and Ei eV 850.5
τC tau_core_hole core-hole lifetime, from49 fs 1.4
λ non−res lambd_nonres Absorption length due to non-resonant absorption nm 248
λ res

E j lambd_res_Ej Absorption length due to resonant absorption nm 20-83
TABLE III: Parameters for the presented simulation results. The first block lists
parameters that define the resolution of the simulation, the second block shows
experimental conditions, the third phenomenological fitting parameters and the
last block contains physical ground-state properties of the sample.

4. Rate Model Parameter Study

In Fig. 10 we show the measured non-linear X-ray absorp-
tion spectra labeled (I) together with sets of simulated spectra
computed for different sets of parameters.

The first set of simulated spectra represents the best match
with the experimental conditions with the parameters shown
in Tab. III and is labeled (II), while the consecutive sets, la-
beled (III) to (VI), demonstrate how the results change when

individual parameters are modified. We present this set of
simulations to show how our model may be used to under-
stand the relation between the non-linear changes and various
parameters. To fit the experimental results, however, only the
parameters τth and τscatt are treated as unknowns, while all
other parameters are known experimental or ground-state pa-
rameters.

In the best matching simulation (II), the experimental ob-
servations of a red-shifted rising edge, increased pre-edge ab-
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warm dense matter is ionization potential depression. Here,
the absorption edge is lowered for those atoms which have al-
ready been ionized, and manifests typically in discrete peaks
emerging before the edge, see e.g.73. This signature is not
visible in the spectra, likely because the non-resonant absorp-
tion at the photon energies where this could have been ob-
served was not strong enough to ionize a significant number
of atoms. It was therefore also omitted in the simulations. It
may however be relevant when simulating spectra measured
with higher fluence, a broader bandwidth or two pulses with
separate photon energies (e.g., below and above the edge). In-
cluding it in the simulation could be possible by adding addi-
tional resonant absorption channels with a shifted core level,
scaling their rate proportional to the fraction of ionized atoms.

In the model as described here, the DOS is not only as-
sumed constant but also does not differentiate between spin-
up and spin-down states, although we are treating a magnetic
material. Splitting up the DOS in spin-up and spin-down
states would allow for the inclusion of angular momentum
conservation and transfer in the various scattering rates.

While phonon-mediated energy transfer is usually negligi-
ble in the first 100 fs after excitations, spacial coupling due
to ballistic electrons can become relevant if the electron mean
free path becomes similar to the sample thickness or the ab-
sorption length74,75. In this case, the model assumption of
strictly local electronic excitations would have to be care-
fully re-evaluated. While an additional process for ballistic
electrons leaving the sample or interacting across the inter-
face with a substrate could be introduced, directly calculating
spatial coupling of electronic excitations within the sample in
three dimensions would dramatically increase the computa-
tional complexity.

Fluorescent decay should be accounted for when moving to
harder X-rays48. While introducing the decay channel itself
would be simple, accurately accounting for reabsorption may
be less straightforward, since the model only propagates light
in one direction.

Furthermore, the thermalization time τth is used in this
work as a global fitting parameter, although electron ther-
malization times have been suggested to depend on electronic
temperature51,52. Since the electronic temperature and target
distribution are calculated every time-step, an arbitrary depen-
dence could be easily introduced, albeit with the necessity
of additional fitting parameters or predetermined knowledge
about the scaling of electronic temperature.

The DOS is dominated by the crystal lattice, which is typ-
ically stable on the sub-100 fs timescale. However, recent
(time-dependent) density functional theory (TD)DFT calcu-
lations show that electronic processes causing sub 100 fs de-
magnetization via spin-orbit coupling can also lead to mod-
ifications of the DOS due to the presence of local electronic
correlations modeled by introducing an onsite Hubbard cor-
relation U to the mean-field Hamiltonian43. Since the rate
model approach is generally not suited to calculate the DOS,
incorporating modifications to the DOS would require a close
interplay of the rate model with (TD)DFT calculations, lead-
ing to an ultimately much more complex approach reminis-
cent of models developed for the study of radiation-induced

damage mechanisms23,24.

Furthermore, we derive the interaction bandwidth (the va-
lence energy range to which core states can be resonantly cou-
pled by incident photons) as a convolution of instrumental res-
olution and the lifetime of the core excitation, i.e., the Auger
lifetime. The final state lifetime broadening of excitations into
continuum states is described as a continuous broadening of
0.1 eV per eV above the Fermi level76. It is however reason-
able to expect that the final state lifetime is further shortened
at higher fluences, due to increased rates of both electronic
scattering and stimulated emission; the latter would be partic-
ularly relevant at the resonance peak. Such further broadening
would cause more valence states to be available for resonant
interaction and reduce the observed saturation effect while in-
creasing the number of core-holes that may be created by high
fluences77. Accounting for a fluence-dependent broadening of
the interaction bandwidth in a refined rate model might help
to remedy the overestimation of the saturation effect at the
absorption peak in the presented calculations.

Another candidate for further refinement is an energy de-
pendence of the electronic scattering rates. The presented
model uses fixed rates for thermalization and scattering cas-
cades, which both act on all valence states indiscriminately.
This description would be especially inadequate when applied
without modifications to a bandgap material. An advanced
model could describe both the thermalization rate of the va-
lence band and the energy of excitations from scattering cas-
cades in an energy-resolved manner78.

While such refinements may seem attractive, a core strength
of the rate model approach is its relative simplicity and com-
putational tractability, as well as the use of known ground-
state parameters, which supports a straightforward physical
interpretation. It is ultimately a mostly classical, phenomeno-
logical model which offers a complementary approach to ab-
initio calculations. Every added complexity should therefore
be weighed against its relevance, as a simpler model facilitates
a meaningful interpretation and avoids introducing ambiguity
in the results due to correlations between redundant input pa-
rameters.

Since the model operates on widely applicable principles,
we expect that it may be applied to a wide range of materials
with some predictive power, while the limitations described
above apply. The results will especially deviate from observa-
tions wherever multi-particle effects, such as electron correla-
tions or quasiparticles become relevant.

Appendix B: Extended Information on the Experiment

This appendix provides details on the experiment, namely
about the procedure of the data acquisition (B 1), the calibra-
tion of the main detector (B 2), the classification of individual
FEL shots (B 3) and finally on the determination of the effec-
tive FEL spot size (B 4).
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1. Data Acquisition

The experimental X-ray absorption spectra presented here
were collected in the scope of a community proposal as the
first user-beamtime at the SCS instrument. The intensities
of the two beams generated by the beam-splitting zone plate
were recorded using a FastCCD detector34 with 1920×960
pixels of 30×30 µm2. The intensities of both beams were
integrated over a region of interest (ROI) corresponding to
350×350 pixels each to retrieve the signal and reference in-
tensities for each FEL shot. The high beam divergence due to
the zone plate focusing distributed the signal on a 4 mm wide
square on the detector 1 m downstream of the sample, thus
greatly decreasing the fluence incident per detector area in or-
der to avoid detector saturation. The gas-attenuator was filled
with varying low pressure of nitrogen gas to regulate the trans-
mission through the beamline to the required fluence. We refer
to low-intensity spectra if the fluence was consistently below
the sample damage threshold and the full measurement could
be recorded on a single spot, without scanning the sample.

For measuring high-intensity spectra, the fluence often ex-
ceeded the material damage threshold, creating shot craters
and sometimes causing larger fractures in the support mem-
brane. For measurements at these fluences, the sample holder
was scanned at a speed of 0.5 mms−1. Therefore, only about
50 % of all FEL shots were transmitted through the windows;
in the other cases, one or both beams were blocked or clipped
by the frame. The membranes were arranged on the frame
in a periodic pattern of two rows of sample and two rows of
reference membranes with a distance of 1 mm between rows.
This ensured that the two FEL foci always impinged on one
sample and one reference membrane; a third row was unused
in between. Therefore, every time the currently scanned rows
were incremented, the upper beam would switch from prob-
ing reference membranes to probing sample membranes or
vice versa, while the opposite holds for the lower beam. To
prevent detector saturation, an additional aluminum filter of
about 13 µm thickness was installed in front of the detector
during these measurements.

2. Detector Calibration

The temperature of the FastCCD rose consistently during
operation and required cool-down periods in between mea-
surements, leading to the temperature varying between -27 ◦C
and -5 ◦C not only over time during the measurement, but also
spatially over the detector area. The detector dark signal, as
well as the gain coefficients for the three gain settings be-
tween which the detector pixels switch automatically, depend
on the detector temperature. This made it necessary to re-
construct a temperature-dependent gain calibration. The three
temperature-dependent background levels were drawn from
dark images collected at various temperatures for each gain
setting; the gain coefficients for each setting were drawn from
a statistical analysis of the observed gain switching thresh-
olds, such that the calibrated histogram of pixel intensities be-
comes continuous over all three gain levels. While the calibra-

tion accounts for the temperature measured using a tempera-
ture sensor on the detector, spatial variations over the detector
area remain. The primary effect of this temperature variation
was a varying background signal, following a spatial expo-
nential distribution between the detector center and rim, with
a higher baseline near the detector center. To account for this,
an estimated background signal was derived from the mea-
surements themselves: For a running average of 100 images,
the illuminated area was cut out and interpolated using fits to
the background level in the non-illuminated area. This addi-
tional background variation was then integrated into the gain
calibration described above. Furthermore, a mask of hot and
dark pixels with irregular behavior was generated from sep-
arate measurements and the respective pixels were excluded
from the analysis. Despite these corrections, the detector in-
homogeneities constitute a significant part of measurement
uncertainty in the presented spectra. In particular, the uneven
warming of the two detector halves on which the upper and
lower beam impinged has the potential of introducing system-
atic uncertainties. Thus, the shot-sorting algorithm described
below was applied separately for all rows where the sample
was in the upper beam and the reference in the lower and then
to all rows where the orientation was reversed. Fortunately,
differences between the temperature of both detector hemi-
spheres affect the two equally sized groups of data (sample up
and sample down) with equal and opposite magnitude. There-
fore, possible systematic deviations are eliminated in the av-
erage over both groups and instead contribute to the statistical
uncertainty which is represented in the error shown in Fig. 3
of the manuscript.

3. Event Classification

Furthermore, whenever the sample or reference membrane
was torn due to a particularly intense shot, subsequent shots
sometimes impinged on the torn rim of the sample, possibly
at an angle to the membrane surface, or did not hit any sample
material at all. Shots affected in this way were not always triv-
ial to identify from any single measurement parameter, which
lead to the following procedure to identify and exclude faulty
FEL shots: First, the detector image in the ROI around one
beam was compared to an extended ROI around the other
beam using a normalized two-dimensional cross-correlation
algorithm. For this, the images were first smoothed by convo-
lution with a Gaussian kernel to remove the influence of the
rough surface structure of the aluminum filter before applying
the cross-correlation function, both algorithms implemented
in the scikit-image79 package. This procedure yields a cor-
relation coefficient and a displacement vector. The correla-
tion coefficient was used as an indicator that both beams were
transmitted through a window without significant differences
in the wavefront.

Since data acquisition of the motor encoder for the position
transverse to the scanning direction was not working, the real
path of the beam over the sample frame was reconstructed by
combining knowledge of the beam position along the scan-
ning direction and the manual notes in the laboratory book
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