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diphoton decay channel using 139 fb=! of pp collision data at /s = 13 TeV collected by the
ATLAS experiment at the LHC. The analysis is based on the definition of 101 distinct signal
regions using machine-learning techniques. The inclusive Higgs boson signal strength in the
diphoton channel is measured to be 1.O4J_r8:(1)8. Cross-sections for gluon-gluon fusion, vector-
boson fusion, associated production with a W or Z boson, and top associated production
processes are reported. An upper limit of 10 times the Standard Model prediction is set for
the associated production process of a Higgs boson with a single top quark, which has a
unique sensitivity to the sign of the top quark Yukawa coupling. Higgs boson production is
further characterized through measurements of Simplified Template Cross-Sections (STXS).
In total, cross-sections of 28 STXS regions are measured. The measured STXS cross-
sections are compatible with their Standard Model predictions, with a p-value of 93%.
The measurements are also used to set constraints on Higgs boson coupling strengths,
as well as on new interactions beyond the Standard Model in an effective field theory
approach. No significant deviations from the Standard Model predictions are observed in
these measurements, which provide significant sensitivity improvements compared to the
previous ATLAS results.
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1 Introduction

The experimental characterization of the Higgs boson discovered by the ATLAS and CMS
experiments [1, 2] is not only crucial for our understanding of the mechanism of electroweak
symmetry breaking [3—5] but also for providing insight into physics beyond the Standard
Model (SM). Despite a small Higgs boson to diphoton (H — ~7) branching ratio of
(0.227 £ 0.007)% [6] in the SM, measurements in the diphoton final state have yielded some
of the most precise determinations of Higgs boson properties [7-11], thanks to the excellent
performance of photon reconstruction and identification with the ATLAS detector.

The signature of the Higgs boson in the diphoton final state is a narrow peak in the
diphoton invariant mass (m.,) distribution with a width consistent with detector resolution,
rising above a smoothly falling background. The diphoton mass resolution for such a
resonance is typically between 1 GeV and 2 GeV, depending on the event kinematics. The
mass and event yield of the Higgs boson signal can be extracted through fits of the m.,
distribution. Properties of the Higgs boson have been studied extensively in the diphoton
final state by the ATLAS and CMS experiments [10-19]. This paper reports measurements
of Higgs boson production cross-sections in the diphoton decay channel, using a data set of
proton-proton collisions at /s = 13 TeV collected by the ATLAS experiment from 2015
to 2018, a period known as Run 2 of the Large Hadron Collider (LHC). Its integrated
luminosity is 139 fb~! [20, 21], a roughly fourfold increase compared to the previous ATLAS
publication of such measurements in the diphoton channel [10]. Apart from the increased
data set size, the most significant improvement in the sensitivity is due to redesigned and
refined event selection and categorization techniques compared to ref. [10]. Uncertainties on
the modeling of continuum background have been reduced through the use of a smoothing
procedure based on a Gaussian kernel [22]. The performance of the reconstruction and
selection of the physics objects used in these measurements has also been generally improved.



The analysis is optimized to measure production cross-sections in the Simplified Tem-
plate Cross-Section (STXS) framework [6, 23-25], in which the Higgs boson production
phase space is partitioned by production process as well as by kinematic and event properties.
Thanks to the increased integrated luminosity and an improved analysis method, a total of
28 STXS regions are measured in this analysis, compared to 10 in ref. [10]. By combining
several STXS regions, the analysis provides strong sensitivity to the cross-sections of the
main Higgs boson production modes, gluon-gluon fusion (ggF'), vector-boson fusion (VBF),
and associated production with a vector boson (VH where V. =W or Z), or a top quark
pair (¢¢H). The analysis is furthermore specifically optimized for the detection of single-top
associated production of the Higgs boson (¢tH ), which has a unique sensitivity to the sign
of the top-quark Yukawa coupling. While the analysis does not reach sensitivity to the
small tH event yield predicted by the SM, it can set constraints on enhanced tH rates due
to potential effects from physics beyond the Standard Model (BSM) [26]. A measurement
of the inclusive Higgs boson production yield within |yz| < 2.5 in the diphoton channel is
also reported. Uncertainties and correlations of the production mode cross-section measure-
ments are reduced, and in particular, the uncertainties in the measurements of V H and
top-associated production modes are reduced by more than a factor of four.

Two sets of interpretations of these measurements are also performed to provide
constraints on potential effects arising from BSM physics: one in terms of Higgs boson
coupling strengths within the s-framework [6], and the other in terms of Wilson coefficients
describing potential BSM interactions in the context of a Standard Model effective field
theory (SMEFT) model [27-29].

This paper is organized as follows. Section 2 describes the ATLAS detector, section 3
details the data and Monte Carlo simulation samples used in this analysis, section 4 explains
the object reconstruction and event selection. The design of the measurement is discussed
in section 5, and the modelling of the diphoton mass distribution is discussed in section 6.
Systematic uncertainties are described in section 7, and section 8 presents the measurement
results. Sections 9 and 10 respectively report the results of interpretations in the context of
the k-framework and the SMEFT model. Conclusions are presented in section 11.

2 ATLAS detector

The ATLAS detector [30] at the LHC covers nearly the entire solid angle around the collision
point.! It consists of an inner tracking detector surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating
three large superconducting toroidal magnets.

The inner-detector system (ID) is immersed in a 2T axial magnetic field and provides
charged-particle tracking in the range |n| < 2.5. The high-granularity silicon pixel detector

LATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in
the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, ¢) are used in the transverse
plane, ¢ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar
angle 0 as 1 = — Intan(0/2). Angular distance is measured in units of AR = +/(An)2 + (Ag)2.



covers the vertex region and typically provides four measurements per track, the first hit
normally being in the insertable B-layer installed before Run 2 [31, 32]. It is followed by
the silicon microstrip tracker, which usually provides eight measurements per track. These
silicon detectors are complemented by the transition radiation tracker (TRT), which enables
radially extended track reconstruction up to |n| = 2.0. The TRT also provides electron
identification information based on the fraction of hits (typically 30 in total) above a higher
energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range |n| < 4.9. Within the region
In| < 3.2, electromagnetic calorimetry is provided by barrel and endcap high-granularity
lead/liquid-argon (LAr) calorimeters, with an additional thin LAr presampler covering
In| < 1.8 to correct for energy loss in material upstream of the calorimeters. Hadronic
calorimetry is provided by the steel /scintillator-tile calorimeter, segmented into three barrel
structures within |n| < 1.7, and two copper/LAr hadronic endcap calorimeters. The
solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter
modules optimized for electromagnetic and hadronic measurements respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking
chambers measuring the deflection of muons in a magnetic field generated by superconducting
air-core toroids. The field integral of the toroids ranges between 2.0 and 6.0 T - m across
most of the detector. A set of precision chambers covers the region |n| < 2.7 with three
layers of monitored drift tubes, complemented by cathode-strip chambers in the forward
region, where the background is highest. The muon trigger system covers the range |n| < 2.4
with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap regions.

Interesting events are selected to be recorded by the first-level trigger system imple-
mented in custom hardware, followed by selections made by algorithms implemented in
software in the high-level trigger [33]. The first-level trigger accepts events from the 40 MHz
bunch crossings at a rate below 100 kHz, which the high-level trigger reduces to about
1kHz in order to record events to disk. An extensive software suite [34] is used in the
reconstruction and analysis of real and simulated data, in detector operations, and in the
trigger and data acquisition systems of the experiment.

3 Data and simulation samples

3.1 Data

This study uses a data set of /s = 13 TeV proton-proton collisions recorded by the
ATLAS detector during a period ranging from 2015 to 2018, corresponding to Run 2 of
the LHC. After data quality requirements [35] are applied to ensure that all detector
components are in good working condition, the data set amounts to an integrated luminosity
of 139.0 +2.4fb~! [20, 21]. The mean number of interactions per bunch crossing, averaged
over all colliding bunch pairs, was () = 33.7 for this data set.

Events are selected if they pass either a diphoton or single-photon trigger. The
diphoton trigger has transverse energy thresholds of 35 GeV and 25 GeV for the leading
and subleading photon candidates, respectively [36], with photon identification selections
based on calorimeter shower shape variables. In 2015-2016, a loose photon identification



requirement was used in the trigger, while in 2017-2018, a tighter requirement was used to
cope with higher instantaneous luminosity. The single-photon trigger requires the transverse
energy of the leading photon be greater than 120 GeV in data collected between 2015 and
2017, with the threshold rising to 140 GeV for data collected in 2018. The photon candidate
used in the trigger decision is required to pass the loose photon identification requirement
mentioned above. On average, the trigger efficiency is greater than 98% for events that
pass the diphoton event selection described in section 4, with no substantial variations over
the data-taking period. The addition of the single-photon trigger improves the selection
efficiency by 1% overall, and by up to 2% for high-pr Higgs boson candidates.

3.2 Simulation samples

Major Higgs boson production processes, including geF, VBF, VH, ttH, and associated pro-
duction with a pair of bottom quarks (bbH) were generated using POWHEG BoX v2 [37-40].
The ggF simulation achieves next-to-next-to-leading-order (NNLO) accuracy for inclusive
ggF observables by reweighting the Higgs boson rapidity spectrum in H3-MINLO [41-43]
to that of HNNLO [44]. The Higgs boson transverse momentum spectrum obtained with
this sample is found to be compatible with the fixed-order HNNLO calculation and the
HRES 2.3 calculation [45, 46] performing resummation at next-to-next-to-leading-logarithm
accuracy matched to a NNLO fixed-order calculation (NNLL+NNLO). The VBF process
was simulated at next-to-leading-order (NLO) accuracy in QCD. The simulation of the
WH and qq/qg — ZH processes is accurate to NLO in QCD with up to one extra jet in
the event, while the simulation for the gg — Z H process was performed at leading order in
QCD. The ttH and bbH processes were simulated at NLO in the strong coupling constant
ag in the five-flavour scheme. The PDF4LHC15 sets [47] of parton distribution functions
(PDFs) were used for all the processes listed above. The NNLO set was used for ggF, and
the NLO set for other processes.

The tHqb (tHW) samples were produced with MADGRAPHS _AMC@NLO 2.6 [48] in
the four-flavour (five-flavour) scheme with the NNPDF3.0NNLO PDF. The same flavour
scheme was used in the matrix element calculation and the PDF. The top quark and W
boson decays were handled by MADSPIN [49] to account for spin correlations in the decay
products. The overlap of the tHW process with ttH at NLO was removed by using a
diagram removal technique [50, 51] The pp — tHb process has a small cross-section and
was not considered in the modelling of tH production.

All generated events for the processes listed above were interfaced to PYTHIA 8.2 [52, 53]
to model parton showering, hadronization and the underlying event using the AZNLO set
of parameter values tuned to data [54]. The decays of bottom and charm hadrons were
simulated using the EVTGEN 1.6.0 program [55]. Systematic uncertainties related to the
signal modeling are estimated using a set of samples where HERWIGT [56, 57| is used for
parton showering.

Major Higgs boson production processes were also simulated using alternative generator
programs, in order to check the signal model and associated uncertainties (see section 7.2).
The ggF process was also generated with MADGRAPH5__AMC@NLO, using an NLO-
accurate matrix element for up to two additional partons and applying the FXFX merging



scheme to obtain an inclusive sample [48, 58]. The generation used an effective vertex with
a point-like coupling between the Higgs boson and gluons in the infinite top-mass limit. The
events were showered using PYTHIA 8.2 with the A14 set of tuned parameters [59]. The VBF
alternative sample was generated with MADGRAPH5__ AMCQ@NLO at NLO accuracy in the
matrix element. It was then showered with HERWIG 7.1.6. The V H alternative sample was
simulated with MADGRAPH5__ AMC@NLO, and the simulation is accurate to NLO in QCD
for zero or one additional parton merged with the FxFx merging scheme. The gg - ZH
process was also simulated at LO with MADGRAPH5 AMCQ@NLO and showered with
PyTHIA 8.2. The ttH alternative sample was simulated with MADGRAPH5__AMCQ@QNLO
at NLO and the parton showering was performed with PYTHIA 8.2.

All Higgs boson signal events were generated with a Higgs boson mass (my) of 125 GeV
and an intrinsic width (I'yy) of 4.07MeV [60]. The cross-sections of Higgs production
processes are reported for a centre-of-mass energy of /s = 13 TeV and a Higgs boson with
mass my = 125.09 GeV [61]. These cross-sections [6, 51, 62-94], shown in table 1, are
used together with the Higgs boson branching ratio to diphotons [6, 95-100] to scale the
simulated signal samples to their SM predictions.

Prompt diphoton production (y7) was simulated with the SHERPA 2.2.4 [101] generator.
In this set-up, NLO-accurate matrix elements for up to one parton, and LO-accurate
matrix elements for up to three partons were calculated with the Comix [102] and OPEN-
Loops [103-105] libraries. They were matched with the SHERPA parton shower [106]
using the MEPS@QNLO prescription [107-110] with a dynamic merging cut [111] of 10 GeV.
Photons were required to be isolated according to a smooth-cone isolation criterion [112].
Samples were generated using the NNPDF3.0NNLO PDF set [113], along with the dedicated
set of tuned parton-shower parameters developed by the SHERPA authors.

The production of Vv events was simulated with the SHERPA 2.2.4 [101] generator.
QCD LO-accurate matrix elements for up to one additional parton emission were matched
and merged with the SHERPA parton shower based on the Catani-Seymour dipole factoriza-
tion [102, 106] using the MEPS@QLO prescription [107-110]. Samples were generated using
the same PDF set and parton-shower parameters as the vy sample. The production of tty~y
events was modelled using the MADGRAPHS_ AMCQ@NLO 2.3.3 generator at LO with the
NNPDF2.3L0 [114] PDF. The parton-showering and underlying-event simulation were
performed using PYTHIA 8.2.

The effect of multiple interactions in the same and neighbouring bunch crossings (pile-
up) was modelled by overlaying the original hard-scattering event with simulated inelastic
proton-proton (pp) events generated with PyTHIA 8.1 using the NNPDF2.3L.0 PDF set
and the A3 tune [115]. The generated signal and background events were passed through a
simulation of the ATLAS detector [116] using the GEANT4 toolkit [117]. The only exception
is the prompt diphoton sample: due to the large size of the sample, the generated events
were instead processed using a fast simulation of the ATLAS detector [118] where the full
simulation of the calorimeter is replaced with a parameterization of the calorimeter response.

A summary of the simulated signal and background samples is shown in table 1.



o [pb]

Process Generator Showering PDF set V5= 13 TeV Order of o calculation
gl NNLOPS PyTHIA82  PDF4LHC15 48.5 N3LO(QCD)+NLO(EW)
VBF PownEG Box Pyrnia8.2  PDF4LHC15 3.78 approximate-NNLO(QCD)+NLO(EW)
WH PoOwHEG Box PyTHIA8.2  PDF4LHC15 1.37 NNLO(QCD)+NLO(EW)
qq/q9 — ZH POWHEG Box PytHia82  PDF4LHC15 0.76 NNLO(QCD)+NLO(EW)
99—~ ZH PowHEG Box PyTHIA 8.2 PDF4LHC15 0.12 NLO(QCD)

ttH PowHEG Box PyTHIA 8.2 PDF4LHC15 0.51 NLO(QCD)+NLO(EW)
bbH PowHEG Box PyTHiA8.2  PDF4LHC15 0.49 NNLO(QCD)

tHqb MADGRAPHS5 AMCQ@QNLO PyTHIA8.2 NNPDF3.0NNLO 0.074 NLO(QCD)

tHW MADGRAPH5__AMCQ@QNLO PyrHIiA8.2 NNPDF3.0NNLO 0.015 NLO(QCD)

¥y SHERPA SHERPA NNPDF3.0NNLO

Vyy SHERPA SHERPA NNPDF3.0NNLO

ttyy MADGRAPHS5__AMCQ@QNLO  PyTHIA8 NNPDF2.3L0

Table 1. Event generators and PDF sets used to model signal and background processes. The
cross-sections of Higgs boson production processes [6, 62, 63, 69, 76-78, 81, 83, 87-94, 119, 120] are
reported for a centre-of-mass energy of /s = 13 TeV and a Higgs boson mass of myg = 125.09 GeV.
The order of the calculated cross-section is reported in each case. The cross-sections for the
background processes are omitted, since the background normalization is determined in fits to
the data.

4 Event reconstruction and selection

Events in this analysis are selected using the following procedure. Reconstructed photon
candidates are first required to satisfy a set of preselection-level identification criteria. The
two highest-pr preselected photons are then used to define the diphoton system, and an
algorithm is used to identify the event primary vertex. Finally, the photons are required to
satisfy isolation criteria and additional identification criteria. Jets (including b-tagged jets),
muons, electrons, and missing transverse energy (EM) are used in the analysis in order to
categorize diphoton events and measure Higgs boson properties.

4.1 Photon reconstruction and identification

Photons are reconstructed from energy deposits in the calorimeter that are formed using a
dynamical, topological cell-clustering algorithm [121]. The photon candidate is classified as
converted if it is matched to either two tracks forming a conversion vertex, or one track
with the signature of an electron track without hits in the innermost pixel layer; otherwise,
it is classified as unconverted. The fraction of converted photons varies from about 25% in
the central region to about 50% in the forward region. The photon candidate’s energy is
calibrated using a procedure described in ref. [121].

Reconstructed photon candidates must satisfy |n| < 2.37 in order to fall inside the
region of the electromagnetic (EM) calorimeter with a finely segmented first layer, and
outside the range 1.37 < |n| < 1.52 corresponding to the transition region between the barrel
and endcap EM calorimeters. Photon candidates are distinguished from jet backgrounds
using identification criteria based on calorimeter shower shape variables [121]. A loose
working point is used for preselection, and the final selection of photon candidates is made
using a tight selection. The efficiency of the tight identification for reconstructed photon



candidates ranges from about 84% (85%) at pp = 25 GeV to 94% (98%) for unconverted
(converted) photons with pp > 100 GeV.

The final selection of photons includes both calorimeter- and track-based isolation
requirements to further suppress jets misidentified as photons. The calorimeter isolation
variable is defined as the total energy of calorimeter clusters in a cone of size AR = 0.2
around the photon candidate, excluding the energy in a fixed-size window containing the
photon shower; a correction is applied for leakage of photon energy from this window
into the surrounding cone [121]. Contributions from pile-up and the underlying event are
subtracted [121-125]. The calorimeter-based isolation must be less than 6.5% of the photon
transverse energy for each photon candidate. The track-based isolation variable is defined
as the scalar sum of the transverse momenta of tracks within a AR = 0.2 cone around the
photon candidate. The tracks considered in the isolation variable are restricted to those
with pr > 1 GeV that are matched to the selected diphoton primary vertex described below
and not associated with the photon conversion vertex, if present. Each photon must have a
track isolation less than 5% of the photon transverse energy.

4.2 Event selection and selection of the diphoton primary vertex

Events are selected by first requiring at least two photons satisfying the loose identification
preselection criteria. The two highest-pr preselected photons are designated as the can-
didates for the diphoton system. The diphoton primary vertex of the event is determined
using a neural-network algorithm [7]. Information about the reconstructed vertices in the
event and the trajectories of the two photons, measured using the depth segmentation of
the calorimeter and completed by photon conversion information if present, is used as input
to the network. [7]. The algorithm is trained on simulation and leads to an 8% improvement
in the mass resolution for inclusive Higgs boson production, relative to the default primary
vertex selection [126], and results in better analysis sensitivity. The improvement is the
largest for the gg — H production process, which has the lowest vertex selection efficiency
among the main production modes. The algorithm performance was validated using studies
of Z—ee events in data and simulation, in which the electrons were treated as photon
candidates and their track information ignored. This performance is weakly dependent on
the event pile-up, and its residual dependence is well described by simulation.

The two preselected photon candidates are required to satisfy the tight identification
criteria and the isolation selection described above. Finally, the highest-pt and second-
highest-pr photon candidates are required to satisfy pr/m~, > 0.35 and 0.25, respectively.
As discussed in sections 5 and 6, events that fail the tight identification or the isolation
selection are used as a control sample for background estimation and modelling purposes.

The trigger, photon and event selections described above are used to define the events
that are selected for further analysis for Higgs boson properties. In total, about 1.2 million
events are selected in this data set with a diphoton invariant mass between 105 and 160 GeV.
The total selection efficiency for a SM Higgs boson signal with |yg| < 2.5 obtained from
simulation is 39%.



4.3 Reconstruction and selection of hadronic jets, b-jets, leptons, top quarks
and missing transverse momentum

Jets are reconstructed using a particle-flow algorithm [127] from noise-suppressed positive-
energy topological clusters [128] in the calorimeter using the anti-k; algorithm [129, 130]
with a radius parameter R = 0.4. Energy deposited in the calorimeter by charged particles
is subtracted and replaced by the momenta of tracks that are matched to those topological
clusters. The jet four-momentum is corrected for the non-compensating calorimeter response,
signal losses due to noise threshold effects, energy lost in non-instrumented regions, and
contributions from pile-up [131]. Jets are required to have pr > 25 GeV and an absolute
value of rapidity y less than 4.4. A jet-vertex-tagger (JVT) multivariate discriminant [132]
is applied to jets with pp < 60 GeV and |n| < 2.4, to suppress jets from pile-up; in the |7
range beyond 2.5, a forward version of the JVT [133] is applied to jets with pp < 120 GeV.
Jets with |n| < 2.5 containing b-hadrons are identified using the DL1r b-tagging algorithm
and its 60%, 70%, 77% and 85% efficiency working points, which are combined into a
pseudo-continuous b-tagging score [134].

Electrons are reconstructed by matching tracks in the ID to topological clusters
formed using the same dynamical, topological cell-clustering algorithm as in the photon
reconstruction [121]. Electron candidates are required to have pr > 10 GeV and || < 2.47,
excluding the EM calorimeter transition region of 1.37 < |n| < 1.52, and must satisfy
the medium identification selection based on a likelihood discriminant using calorimeter
shower shapes and track parameters [121]. Isolation criteria are applied to electrons, using
calorimeter- and track-based information. The reconstructed track matched to the electron
candidate must be consistent with the diphoton vertex, which is ensured by requiring its
longitudinal impact parameter z( relative to the vertex to satisfy |zpsinf| < 0.5 mm. In
addition, the electron track’s transverse impact parameter with respect to the beam axis
divided by its uncertainty, |do|/o4,, must be less than 5.

Muons are reconstructed by matching tracks from the MS and ID subsystems. In the
pseudorapidity range of 2.5 < |n| < 2.7, muons without an ID track but whose MS track is
compatible with originating from the interaction point are also considered. Muon candidates
are required to have pp > 10 GeV and |n| < 2.7, and must satisfy the medium identification
requirements [135]. Muons are required to satisfy calorimeter- and track-based isolation
requirements that are 95%-97% efficient for muons with 10 < pr < 60 GeV and 99%
efficient for pr > 60 GeV. Muon tracks must satisfy |zpsiné| < 0.5 mm and |dp|/oq, < 3.

Top quark candidates are reconstructed and identified using a boosted decision tree
(BDT) discriminant, using the same procedure as in ref. [14] applied to the particle-flow jets
described above. The BDT targets both leptonic top quark signatures, in which the top
quark decays to a W boson that decays promptly to an electron or a muon, and hadronic
signatures in which the W boson decays to hadrons or to a 7-lepton.

An overlap removal procedure is performed in order to avoid double-counting objects.
First, electrons overlapping with any photons (AR < 0.4) that pass the isolation and
identification requirements are removed. Jets overlapping with the selected photons (AR <
0.4) and electrons (AR < 0.2) are removed. In the calculation of the AR between a jet and



another object, the jet rapidity is used. Electrons overlapping with the remaining jets (AR <
0.4) are removed to match the requirements imposed when measuring isolated electron
efficiencies. Finally, muons overlapping with photons or jets (AR < 0.4) are removed.

The missing transverse momentum is defined as the negative vector sum of the transverse
momenta of the selected photon, electron, muon and jet objects, plus the transverse momenta
of remaining low-p particles, estimated using tracks matched to the diphoton primary
vertex but not assigned to any of the selected objects [136]. Its magnitude is denoted
by Emiss,

Finally, an event veto is applied to suppress the overlap between the selection described
here and that of the search for Higgs boson pair production in the bby~y final state [137], to
facilitate the statistical combination of the two results at a later stage. Most of the vetoed
events would enter the ttH and tH classes defined in section 5. This veto has a negligible
impact on the analysis results.

5 Design of the measurement

5.1 Overview

The analysis is designed to measure the production cross-sections in the STXS framework [24].
The regions considered in this paper are based on the Stage 1.2 STXS binning. They are
defined in the Higgs boson rapidity range of |yg| < 2.5, separately for mutually exclusive
Higgs boson production processes: the gg — H process, which includes both ggF production
and gg — ZH production followed by a hadronic decay of the Z boson; the electroweak
qq — Hqq' process, encompassing both VBF production and q¢’ — V H production followed
by a hadronic decay of the vector boson; the V(— leptons)H process, corresponding to
pp — V H production followed by a leptonic decay of the vector boson (in the case of ZH,
including both decays to charged leptons and to neutrinos); and top-associated t¢H and
tH production. The Higgs boson decay information is not used in the definition of STXS
regions. For each process, non-overlapping fiducial regions are defined. These are based on
the kinematics of the Higgs boson and of the associated jets and W and Z bosons, as well
as the numbers of jets, leptons and top quarks. Jets are reconstructed at the particle level
from all stable particles with a lifetime greater than 10 ps, excluding the decay products of
the Higgs boson and leptons from W and Z boson decays, using the anti-k; algorithm with
a jet radius parameter R = 0.4, and must have a transverse momentum larger than 30 GeV.

Compared to the Stage 1.2 STXS definition, two sets of modified STXS regions are
defined at the particle level: a set of analysis regions which is used in the design of the
analysis strategy, and is defined below; and a set of measurement regions, in which some
analysis regions are merged, which are used to present the measurement results and are
defined at the beginning of section 8.4. The 45 STXS analysis regions are listed in figure 1.
They follow the Stage 1.2 definitions with the following modifications:

e The bbH production mode is experimentally difficult to separate from gg — H, and
these two production modes have similar selection efficiencies. The two modes are



therefore measured as a single process, with each STXS region of the combined process
corresponding to the sum of gg — H and bbH contributions.

e For g9 — H and qq' — Hqq' processes, STXS regions requiring two or more jets are
not split by the transverse momentum of the system consisting of the Higgs boson and
two highest-pr jets, pg 2 , since the measurement does not provide sufficient sensitivity
to this split. In addition, the STXS region defined by mj; > 700 GeV, where m;;
is the invariant mass of the two highest-pr jets, is split into two bins corresponding
to m;; above or below 1 TeV. An additional splitting at m;; = 700 GeV is also
introduced in the pff > 200 GeV region of the ¢¢' — Hqq' process.

e The g9 — ZH and qq — Z H production modes with a leptonic Z boson decay similarly
cannot be distinguished by the analysis selections, and are therefore considered as a
single pp — Z H process. In addition, each region of this process is split into separate
regions for charged (pp — H/¢) and neutral (pp — Hvv) dileptons.

e Production of tH is split into separate pp — tHW and pp — tHgb contributions,
since the two processes have different acceptances for the analysis selections. The
s-channel pp — tHb process is neglected due to its small cross-section.

o The V(— leptons)H regions are not separated according to the number of jets in
the event.

5.2 Categorization

The events passing the selection described in section 4 are classified into mutually exclusive
event categories, each targeted towards a particular STXS analysis region.? This follows
a technique similar to the one used in ref. [10], but the definition of the categories has
been improved significantly. The categorization in ref. [10] was implemented sequentially
over production modes, in order of increasing cross-section. In the present analysis, the
categories are instead defined using a unified technique covering all processes simultaneously,
and are designed to maximize a global criterion of sensitivity in the measurement of the
cross-sections in all STXS regions.

The technique proceeds in several steps. First, simulated Higgs boson production event
samples are used to train a multiclass BDT to separate signal events coming from different
STXS analysis regions. This multiclass BDT classifier outputs one discriminant value for
each of the 45 STXS analysis region. The output discriminant values are then used to
assign signal events to 45 STXS classes. Each of these detector-level classes targets events
from a particular STXS analysis region defined at the particle level. Finally, each class is
further divided into multiple categories using a binary multivariate classifier. This classifier
is trained to separate signal from continuum background and Higgs boson events from other
STXS regions in each class.

2In this paper, categories refers to event groupings defined from reconstructed quantities, while regions
refers to the particle-level selections defined in the STXS framework. Classes refers to groups of categories
targeting the same STXS region.
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Figure 1. Summary of the STXS regions considered in the analysis design. The left part of the plot
shows the selections applied to particle-level quantities in simulated signal events, with the selections
applied sequentially along the branches of the graph. The final selection for each region is indicated
by a box, and the name of each region, used in the rest of this paper, is shown on the right.
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The inputs to all the classifiers are variables describing the kinematic and identification
properties of the reconstructed particles presented in section 4:

e the kinematics of the diphoton system;
e the numbers of reconstructed jets, b-jets, electrons, muons and top quarks;

e the kinematics of the system composed of the two photons and one or more jets, if
jets are present, and of the system composed of the two highest-pr jets in the event,
if at least two jets are present;

e the kinematics of the reconstructed leptons and top quarks;

e the reconstruction score of the top quarks, computed from the kinematics of the top
quark decay products as described in ref. [14];

e other event quantities such as the missing transverse momentum.

Among the top-associated production processes, the tHgb mode can be separated from
both ttH and tHW due to differences in kinematics and event topology, in particular the
presence of a forward jet and the absence of a second well reconstructed top quark candidate
in the event.

In order to avoid distorting the smoothly falling shapes of the background m.., distri-
butions, any variable found to have a linear correlation coefficient of 5% or more with m.,
in the signal or background training samples is removed from the list of inputs to the binary
classifiers. The training variables used in the analysis are summarized in tables 2 and 3.

The multiclass BDT used in the initial step of the classification is trained on a data set
obtained by merging the ggF, VBF, VH, ttH and tH signal samples described in section 3.2.
A weight is applied to the events in each STXS analysis region so that the regions have
equal event yields in the training sample. This configuration improves the performance
of the discrimination. For each event, the output of the BDT consists of a set of class
discriminants y;, where the index ¢ runs over the 45 STXS regions defined in table 1. This
output is then normalized into the parameters 2; = exp(y;)/ >_; exp(y;), a procedure also
known as a softmax layer. The training is performed by minimizing the cross-entropy of
the z; with respect to the true STXS analysis region assignments® using the Light GBM
package [138].

A second training phase is then performed to optimize the classification procedure in
terms of the analysis sensitivity itself. The sensitivity is estimated as the inverse determinant
|C|~! of the covariance matrix of the measurement of the signal event yields in each analysis
region. This D-optimality (determinant) criterion leads in particular to a reduction of the
expected statistical uncertainty of the measurement, and is suggested by the fact that |C|~*
is a known measure of the information provided by the measurement [139]. The classification

n 45

3The cross-entropy loss function is computed as — Z Wk Z 0;,% In(z;), where k runs over the n events in
k=1  i=1

the training sample, wy, are event weights applied to balance the class yields as described in the text, ¢ runs

over the classes, and J,; has a value of 1 if class 4 is the correct assignment for event k, and 0 otherwise.
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Tyis Thes PT s Yo
pTTJ-j, mjj, and Ay, A¢p, An between j; and jo,
PTamivs Mayins PTomiits Manis
Ay, A¢ between the vy and jj systems,
minimum AR between jets and photons,
invariant mass of the system comprising all jets in the event,
dilepton pr, di-e or di-p invariant mass (leptons are required to be oppositely charged),
EMss ppoand transverse mass of the lepton + EXSS system,
pT, N, ¢ of top-quark candidates, my, ¢,
Number of jetst, of central jets (|| < 2.5)1, of b-jetst and of leptons,
pr of the highest-pr jet, scalar sum of the pr of all jets,
scalar sum of the transverse energies of all particles (> Er), E%‘iss significance,
Emiss _ BIiss(primary vertex with the highest 3 p%’track)’ > 30 GeV
Top reconstruction BDT of the top-quark candidates,
AR(W,b) of ta,
Njrs Myvjp
Average number of interactions per bunch crossing.

Table 2. Training variables used as input to the multiclass BDT. The dagger symbol  denotes
variables that have two versions with different jet pr requirements. One version of such a variable is
defined using jets with pr > 25 GeV, and the other version is defined using jets with pr > 30 GeV.
Both versions are used in the training of the multiclass BDT. The two highest-pr photons are
denoted as v; and 7, the two highest-pr jets as j; and jo, the two highest-pr top quarks as t; and
to and the most forward jet as jp. AR(W,b) is the AR between the W and b components of a
top-quark candidate.

procedure is performed so that events are assigned to the STXS class i corresponding to
the maximum value of w;z;, where the w; are a set of per-class weights. These weights are
initially set to 1, and then iteratively updated so as to maximize |C|~!: for each value of
the w;, a simulated data set is generated for each analysis region by mixing events from
each signal sample in proportion to their SM production cross-sections, together with a
sample of simulated continuum background events normalized to data in the control region
95 < my, < 105GeV. A simplified statistical model approximating the full model described
in section 6 is then used to estimate |C|™!, and the procedure is iterated until a maximum
is found for |C| L.

Figure 2 shows distributions of the weighted multiclass discriminant output w;z; for
four representative STXS classes, illustrating the discrimination provided by the multiclass
BDT. While events with high BDT output values for a given analysis region tend to be
selected in the corresponding class, this does not manifest itself as a sharp cut, due to the
interplay between the selections for the different classes. Compared to the simple selection
based only on the z;, the selection based on the w;z; provides both higher purity and higher
selection efficiency for classes associated with rare processes such as tH, ttH, VH and
VBF, as well as production at high values of p% or mj;. This leads to measurements with
generally smaller uncertainties and lower correlations.
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STXS classes Variables

Individual All multiclass BDT variables,
STXS classes from pJ! projected to the thrust axis of the v system (p])),
g9 — H An’y’ya nZepp — va;ﬁjjy
/ ! —|A A
g4’ — Haqq = tan (7140l \/1_tanh2 (22=),
qq — Hbv " 7 - 22
cos 6* — (E’Y1+pz )'(E’YQ_pz )—(E"/l —Pz )'(E72+pz )
pp — Hﬁli 1Y Mgy ty/m2 ()2
pp — Hvv Number of electrons and muons.
pr, 1, ¢ of y1 and 72,
all ttH and tHW pr, 1, ¢ and b-tagging scores of the six highest-pr jets,
STXS classes ErTniSS, E%ﬂss significance, E%ﬂss azimuthal angle,
combined Top reconstruction BDT scores of the top-quark candidates,

pr, 1, ¢ of the two highest-pr leptons.

Pr /Mgy Ty
pr, invariant mass, BDT score and AR(W,b) of ¢,
pr, N of t??
y
thb ) prt, n ot Jr,
Angular variables: Anyyg,, Abyye,, Ay s Abiyjn, Aboyyjp
Invariant mass variables: M., Mty Migjps Myt
Number of jets with pp > 25 GeV, Number of b-jets with pr > 25 GeV*;

Number of leptons*, B significance*

Table 3. Training variables used for the binary classifiers. The sets of classes to which the classifiers
are applied are specified in the first column, and the corresponding variables in each case are listed
in the second column. The asterisk symbol * denotes tH training variables that are only used for the
classifiers suppressing the continuum background. Other tH training variables are used in all three
tH classifiers. The yv and jj notations refer to the systems composed of the two highest-pr photons
and jets, respectively. The two highest-pt photons are denoted as 1 and 73, the two highest-pt top
quarks as t; and to, and the most forward jet as jr. The differences in n and ¢ between v; and 75
are denoted respectively as A¢,, and An,,. AR(W,b) is the AR between the W and b components
of a top-quark candidate.

This multiclass training allows the selection of target process events that otherwise
would fail a requirement based on detector-level quantities corresponding to the STXS region
definition. For example, in the STXS region gg — H, 1-jet, p% < 60 GeV, detector-level
events that originate from the target process but have no reconstructed jets would fail
requirements defined by the number of jets and p¥ ; however, those events could be selected
by the multiclass discriminant. For this STXS region, 20% of events from the target process
have no reconstructed jets. The recovery of these events leads to a reduction of about 6%
in the measurement uncertainty. It is also robust against pile-up in the determination of jet
multiplicity in gg — H.

After the classes are defined, binary classifiers are then trained and used to further
divide each class into multiple categories, to improve the measurement sensitivity. For each
of the classes targeting gg — H, q¢' — Hqq' and V(— leptons)H processes, a binary BDT
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Figure 2. Distributions of the weighted multiclass discriminant output w;z;, where z; is the raw
discriminant output and w; the per-class weight defined in the text, for four representative STXS
classes. In each plot, the distribution is shown separately for events corresponding to the target
STXS analysis region (solid) and events in other STXS analysis regions (long-dashed). The target
STXS analysis region is further broken down into the subset of events assigned to the correct
class at detector level (orange-solid), and the subset of events that are assigned to other classes
(green-dashed). The orange-solid component is stacked on top of the dashed component. An event
is assigned to the class with the largest w;z; value.

classifier is trained to distinguish between simulated signal events of the corresponding
STXS analysis region and both simulated continuum background events and Higgs boson
events from other STXS analysis regions.

For the ttH and tHW classes, a binary BDT classifier is trained to separate ttH signal
and the continuum background using all events assigned to various ttH classes targeting
different p{! regions. Similarly, a binary BDT classifier is trained to separate tHW signal
and the continuum background using events assigned to the tHW class.

To enhance the sensitivity to the sign of the top-Yukawa coupling modifier x; (defined
in more detail in section 9), a specialization is introduced for the tHgb class. First, the
class is divided into two sub-classes based on a neural-network (NN) binary classifier that
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Figure 3. Binary BDT discriminant distributions in four representative STXS classes. The binary
BDT discriminant distribution is shown for simulated signal events in the target STXS analysis
region (solid) and in other STXS analysis regions (dashed), and by the events in the diphoton mass
sidebands (105 < m., < 120 GeV or 130 < my, < 160 GeV) representing background (dots). The
vertical lines delimit the categories defined in the analysis within each class.

separates tHqb production with ks = 1 from tHqgb production with x; = —1. In each
sub-class, the events are then further divided into categories based on NN binary classifiers
trained to separate the corresponding ¢ H gb signal events from continuum background events

and Higgs boson events from other processes.

The binary classifiers used to suppress continuum background processes in the ttH,
tHW, and tHqgb classes are trained on events from control regions in data, which provide
larger event yields than the available simulated background samples. These regions are
defined using the same selections as the classes, but reversing the photon identification

requirement, the photon isolation requirement, or both.

In each class, events are then assigned to categories corresponding to ranges of binary
classifier output values. Up to three categories are defined in this way, depending on the
targeted STXS region. The category boundaries in the BDT output are determined by
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scanning over all possible values and finding the set that maximizes the sum in quadrature of
the expected significance values in these categories. The expected significance is computed
as Z = /2((S + B)In(1 + S/B) — S) [140], where S and B are the expected signal yield
and background yield in the targeted STXS analysis region in the smallest range of m.,

around the signal peak position that contains 90% of signal events. The background B
includes contributions from continuum background and Higgs boson events from other
STXS analysis regions. The continuum background is computed from the m. distribution
in simulation, normalized to the data control region 95 < m., < 105GeV. A class is
split into two categories if this leads to an improvement of more than 5% in the expected
significance, and into three categories if a further improvement of at least 5% relative to the
two-category configuration can be achieved. The categories are referred to as High-purity,
Med-purity and, in the case of a 3-category split, Low-purity in order of decreasing BDT
output values. No events are removed at the categorization stage, since the lower-purity
categories bring non-negligible contributions to the analysis sensitivity. Figure 3 shows
binary BDT discriminant distributions as well as category boundaries for four representative
STXS classes.

The categorization for the tHgb class follows a different procedure, which aims to
maximize both the sensitivity to a tHgb signal and the sensitivity to the sign of k;. A
boundary is placed in the NN classifier that separates the tHqgb signal with x; = 1 from
the tHqb signal with x; = —1. Different boundaries are also placed in the two binary
NN classifiers that separate tHgb signals from continuum background. These boundaries
are determined simultaneously. Finally, a low-purity top category is formed by grouping
together the events with the lowest binary classifier output values in both the t¢H and
tH classes.

The entire categorization procedure results in the definition of 101 categories in total.
The expected signal and background yields in these categories are summarized in table 4.
The expected signal purity, defined as the expected signal yield divided by the expected
yield from both the signal and background processes, in the smallest m.~ window containing
90% of signal events, ranges from 0.03% to 78%. Figure 4 shows the contributions to the
expected event yields from each of the 28 STXS measurement regions defined in section 8.4.
The contributions are shown as fractions of events originating from each STXS analysis
region, in groups of analysis categories targeting the same region. They are obtained as a
weighted sum of the fractions for each category in the group, with weights given by the
signal-over-background ratio f in each category as defined in table 4.
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Category s B Z  Category s B z
[Gev] (%] [Gev] (%]
99— H > 2-jets, 350 < mj; < 700 GeV, pi > 200GeV, High-purity  1.31 219 248 37 081
O-jet, pll < 10GeV 695 26000 343 2.6 43 = 2jots, 350 < my; < T00GeV, pi > 200GeV, Med-purity 140 9.22 249 13
O-jet, pi > 10GeV 1440 47000 341 3.0 66 > 2-jets, 350 < my; < T00GeV, pi > 200GeV, Low-purity ~ 1.16 655 254 1.7
1-jet, p# < 60 GeV, High-purity 168 4250  3.20 3.8 26 > 2-jets, 700 < my; < 1000 GeV, pif > 200GeV, High-purity 251 3.02  2.43 45 1.3
1-jet, pi < 60 GeV, Med-purity 197 11500 3.38 17 1.8 > 2-jets, 700 < my; < 1000 GeV, pif > 200 GeV, Med-purity  1.49  47.4 3.0 022
T-jet, 60 < pf < 120 GeV, High-purity 186 3310 310 53 32 > 2jets, my; > 1000 GeV, pi > 200 GeV, High-purity 565 157 78 33
1-jet, 60 < pi < 120 GeV, Med-purity 180 7780 337 23 20 > 2-jets, my; > 1000 GeV, p > 200 GeV, Med-purity 296 6.31 32 11
1-jet, 120 < pil < 200 GeV, High-purity 23.0 182 261 11 17 qa— Hiv
I-jet, 120 < p# < 200 GeV, Med-purity 407 TIT 300 54 15 -
X o ) ) pY < 75GeV, High-purity 191 491 317 28 081
> 2-jets, my; < 350 GeV, pl < 60 GeV, High-purity 235 1050  3.08 22 0.72 "
. _ " ) pY. < 75GeV, Med-purity 259 202 328 11 057
> 2-jets, mj; < 350 GeV, pil < 60 GeV, Med-purity 431 4360 3.39 0.98 0.65
5 < pY < 150 GeV, High-purity 262 205 302 56 16
> 2-jets, mj; < 350 GeV, pll < 60 GeV, Low-purity 475 16800 351 028 o037 [0 =Pr < 150GeV, High-purity 62205 30256 16
75 < pY. 5 o 2d-purity X 2 .23 4 .5
> 2jets, my; < 350GeV, 60 < plf < 120GeV, High-purity 491 901 303 52 16 75 < py < 150 GeV, Med-purity 208 124323 14 058
5 V. < 950 GeV, High-purity 4
> 2-jets, mj; < 350 GeV, 60 < p#f < 120 GeV, Med-purity 939 6440 330 14 12 150 < pr < 250 GeV, High-purity LT 206 278 46 11
\id ; AR .
> 2ets, my; < 350GeV, 120 < pif < 200GeV, High-purity 155 748 264 17 17 190 <P <250GeV, Med-purity 0.16 290 317 52 0.09
> 2jets, mj; < 350GEV, 120 < plf < 200GeV, Med-purity 227 343 297 62 12  Pr = 250GeV, High-purity 136 179 241 43 091
v ity . PRt -
> 2-jets, 350 < mj; < T00GeV, pif < 200GeV, High-purity 431 475 272 83 0.62 pr = 250 GeV, Med-purity 0.02 312 315 0.78 0.01
> 2-jets, 350 < my; < 700 GeV, pif < 200GeV, Med-purity 154 380 3.02 39 0.78 pp— HUL
> 2-jets, 350 < 36V, pH < 200 GeV, Low-purity 105 1 .31 097 0.32 ,
> 2-jets, 350 < mj; < 700 GeV, pil < 200 GeV, Low-purity 05 1080 331 097 0.3 < 75GeV, High-purity L4 1s2 395 39 o078
> 2jets, 700 < mj; < 1000GeV, pif < 200GeV, High-purity 234 333 284 6.6 0.0 ,
= e, 0 S My < PT oY, Hishrpunity pY. < 75 GeV, Med-purity 106 215 3.29 049 0.07
> 2-jets, 700 < my; < 1000GeV, plf < 200GeV, Med-purity ~ 4.23 136 3.07 3.0 0.36 . o )
75 < pY. < 150 GeV, High-purity 107 158 308 40 0.77
> 2-jets, 700 < my; < 1000GeV, pl < 200GeV, Low-purity ~ 3.34 429 3.26 0.77 0.16 . )
75 < pY. < 150 GeV, Med-purity 002 181 306 12 0.02
> 2-jets, mj; > 1000 GeV, pf < 200 GeV, High-purity 114 145 297 7.3 030 .
150 < p¥. < 250 GeV, High-purity 071 179 278 28 0.50
> 2-jets, my; > 1000 GeV, pi < 200 GeV, Med-purity 252 475 310 50 036 .
150 < p¥ < 250 GeV, Med-purity 010 165 288 062 0.03
> 2-jets, my; > 1000 GeV, pi < 200 GeV, Low-purity 249 142 337 17 021 ;
Pl > 250 GeV 027 206 248 12 0.8
200 < p < 300 GeV, High-purity 153 380 228 29 23
200 < p < 300 GeV, Med-purity 204 236 264 11 19 pp — Hvv
300 < pl < 450 GeV, High-purity 152 213 202 42 095 pY < 75 GeV, High-purity 0.60 170 3.50 0.35 0.05
300 < pfl < 450 GeV, Med-purity 6.75 177 216 28 15 pY < 75 GeV, Med-purity 115 1020 3.57 0.1 0.04
300 < p < 450 GeV, Low-purity 466 431 246 98 070 LV o 75Gev, Low-purity 087 2630 367 003 0.02
4 i ’ Hi ; 5 ,
450 < p < 650 GeV, High-purity LO0 125 185 45 08l g5 <K 150 GeV, High-purity 058 230 297 20 037
H SIS it D .
450 < pHl < 650 GeV, Med-purity 0800 200 198 29 053 v 150 Gev, Med-purity 183 178 326 93 043
15 H 6 R o 2 < e 95 N
150 < pH < 650 GeV, Low-purity 080 107 209 72 05 g5V 150Gy, Low-purity 918 288 344 075 0.3
H < ar ; q -
P = 650 GeV 0220 108 L7 1T 020 450 < ¥ < 250 GeV, High-purity 092 200 275 32 061
qq' — Hqq' 150 < p¥ < 250 GeV, Med-purity 0.75 254 294 23 045
O-jet, High-purity 0330 250 333 13 007 150 <pY < 250GeV, Low-purity 026 1.7 328 22 008
0-jet, Med-purity 127 471 335 027 006  PY > 250GeV, High-purity 067 155 246 30 0.50
O-jet, Low-purity 107 18800 348 006 008 Py > 250GeV, Med-purity 005 197 305 26 004
1-jet, High-purity 108 278 299 28 061 i
1-jet, Med-purity 350 261 311 12 0.67
Pi < 60GeV, High-purity 304 401 318 43 14
1-jet, Low-purity 288 145 324 20 024
pH < 60 GeV, Med-purity 278 133 337 17 0.74
> 2-jets, mj; < 60 GeV, High-purity 0350 210 271 14 0.24
60 < pil < 120 GeV, High-purity 430 409 306 51 19
> 2-jets, mj; < 60 GeV, Med-purity 0670 190 279 34 0.15
) ) 60 < pif < 120 GeV, Med-purity 299 861 331 26 0.97
> 2-jets, mj; < 60 GeV, Low-purity 192 243 293 078 0.2
i ) . 120 < pif < 200 GeV, High-purity 465 352 273 57 21
> 2-jets, 60 < mj; < 120 GeV, High-purity 345  6.34 265 35 13
120 < pi < 200 GeV, Med-purity 166 4.16 293 29 0.77
> 2jets, 60 < mj; < 120 GeV, Med-purity 499 430 285 10 0.75 Pr eV, Medpunity
< pif <300 Gev 126 2.4 6 K
> 2-jets, 60 < my; < 120 GeV, Low-purity 209 873 301 33 0g2  200SPr<300GeV 339 2.26 4660 19
H S e o 56 919 59
> 2-jets, 120 < myj; < 350 GeV, High-purity 298 244 293 11 059 pp = 300 GeV 273 166 212 62 1.8
> 2-jets, 120 < my; < 350 GeV, Med-purity 673 204 294 32 047 tH
> 2-jets, 120 < mj; < 350 GeV, Low-purity 8781360 299 064 024y g e 055 216 20 036
_iets. 3 V. pH 9 SV ioh- itv 2.59 9 P 4 4
> 2ets, 350 < mjj < TO0GV, pff < 200GV, High-purity 252 275 296 48 14y npeq oo 014 278 19 0.09
SeV, pi SeV, -purity 9.15 34 3.06 5
2 2-jets, 350 < mj; < T00GeV, pf < 200GeV, Med-purity 915 347 306 21 15 paye ) 012 186 60 0.09
> 2-jets, 350 < my; oV, pil 3eV, Low-purity 5.9 3. 5. .57
> 2-jets, 350 < mj; < T00GeV, pif < 200GeV, Low-purity 597 106 327 53 0.57 L 016 691 274 23 006
> 2jets, 700 < mj; < 1000GeV, pif < 200GeV, High-purity 291 3.00 290 49 15
purity 5
> 2-jets, 700 < myj < 1000GeV, p# < 200GeV, Med-purity ~ 5.60 227 311 20 11 Low-purity top 518 658 332 73 0.63
> 2-jets, mj; > 1000 GeV, pif < 200 GeV, High-purity 108 380 301 74 42
> 2-jets, my; > 1000 GeV, p < 200 GeV, Med-purity 107 190 323 36 23

Table 4. Expected signal (S) and background (B) yields in each category within the smallest mass
window containing 90% of signal events. The half-width of this window is given by o. The signal
purity f = S/(S + B) and expected significance Z = \/2((S + B)In(1 + S/B) — S) are also shown.
Only the signal process corresponding to the targeted STXS region is considered in the signal yield.
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Figure 4. Contributions of STXS measurement regions to the expected event yields in groups of analysis categories. The vertical axis lists the 28
STXS measurement regions defined in section 8.4, while the horizontal axis lists groups of analysis categories that target the same STXS measurement
region, weighted by their f value as given in table 4. Entries correspond to the percentage of the signal yield in each group of analysis categories (on
the z-axis) that is contributed by a given STXS measurement region (on the y-axis). Entries with a value below 1% are not shown. The entries in
each column, corresponding to the same group of analysis categories, add up to 100 (%), except for rounding effects and values below 1%.



6 Modelling of diphoton mass distributions

The m,, distribution in each category is described by an extended probability density
function (pdf) in which the signal and background shapes are analytic functions of m..,.
As in the previous measurement [10], the analytic functions are defined over the range of
105 < m,, < 160 GeV. The analysis results are obtained by a simultaneous fit of these pdfs
to the m. distributions in the categories defined in section 5.2. Systematic uncertainties
related to signal yield, signal shape and background modelling are incorporated into the
likelihood model as nuisance parameters. For each of these nuisance parameters, a Gaussian
or log-normal constraint pdf is included in the likelihood function. Gaussian constraints
are used for uncertainties related to the background modelling, the peak position of the
signal m., distribution, and the Higgs boson mass. Log-normal constraints are used for
other uncertainties, including multiplicative uncertainties in expected signal yields and in
the m., mass resolution. Asymmetric log-normal forms are used when the corresponding
uncertainties are themselves asymmetric. The Higgs boson mass mpy is assumed to be
125.09 £ 0.24 GeV, as measured in ref. [61].

The effects of interference between the H — <~ signal process and continuum ~-~y
production lead to a small change in the expected Higgs boson production rate (a 2%
reduction in the inclusive rate [141]) as well as a shift in the signal peak position that is
small compared to the uncertainty in my [142]. Both effects are neglected.

In each category i, the normalization of the background pdf is a free parameter in the
fit, as well as the parameters describing the shapes of the background pdfs, as discussed in

section 6.2 below. The normalization of the signal pdf is expressed as

Ni = (04 X Byy) €it £ Ki(Byie1a) + Nepur,i Ospur,i (6.1)
t

where the sum runs over all regions defined in the Stage 1.2 STXS scheme, (o; x B,,) is the
measurement parameter for region ¢, ¢;; describes the efficiency for events from region ¢ to
be reconstructed in category i, and L is the integrated luminosity of the fitted sample. The
factor K;(@yicla) corresponds to multiplicative corrections to the signal yields from systematic
uncertainty effects detailed in section 7, as a function of nuisance parameters collectively
denoted by Oyicla; Nspur,i is the value of the background modelling uncertainty described in
section 6.2, implemented as an additive correction to the signal yield proportional to the
nuisance parameter Ospyr,;. The values of the measurement parameters are obtained from a
maximume-likelihood fit to the data.

6.1 Modelling of the signal shape

The signal component in each category corresponds to the sum of the contributions from
each STXS analysis region, which are all assumed to follow the same m.,, distribution in this
category. The shape is described using a double-sided Crystal Ball (DSCB) function [143,
144], consisting of a Gaussian distribution in the region around the peak position, continued
by power-law tails at lower and higher m., values. An intrinsic shape difference between
the DSCB function and signal m.,, distribution is found to cause only a negligible bias in
the estimated signal yield [10].
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Figure 5. Shape of the signal m..,, distribution for two groups of categories. Panel 5a compares the
signal m~. shapes for the two categories targeting the gg — H, 1-jet, 120 < pif < 200 GeV region.
Panel 5b compares the signal m., shapes for three High-purity categories targeting different pi
regions of the ttH process. The markers represent distributions in MC samples with my = 125 GeV,
while the solid lines represent the corresponding fitted DSCB functions.

The parameters of the Crystal Ball function in each category are obtained by a fit to a
mixture of the ggF, VBF, VH, ttH and tH samples, described in section 3.2, in proportion
to their SM cross-sections. A shift of 0.09 GeV is applied to the position of the signal peak
to account for the difference between the reference Higgs boson mass used in this analysis
(mpg = 125.09 GeV) and the mass for which the samples were generated (mpy = 125 GeV).
Simulated signal m., distributions and their corresponding DSCB functions are shown for
two groups of categories in figure 5.

6.2 Modelling of the continuum background shape

The background in the selected diphoton sample mainly consists of continuum =~y production,
~vj and jj production where one or more jets in the event are misidentified as photons.
In the categories targeting V (— leptons)H production, the main contribution is from the
V~~ processs, while in categories targeting ttH and tH production the main contributions
are from ttyy and other processes involving top quarks. The modelling of this continuum
background follows the same procedure as in previous analyses [10]. This procedure involves
two main steps: first, a background m., template is constructed from a combination of
simulation samples and data control samples; secondly, a background function is selected
from a number of candidate functions, using the spurious-signal test, with the goal of
identifying an analytic function that is flexible enough to fit the m., distribution in data
and results in a sufficiently small potential bias compared to the statistical uncertainty.
In categories targeting the gg — H and qq¢’ — Hqq' processes, the template is defined
as a combination of yv, vj, and jj processes, each of which is weighted according to its
fraction in the selected analysis category. The fractions of these processes are determined
by a data-driven method, known as the double two-dimensional sideband method [145],
which uses three control regions in data in which one (for the -yj process) or both (for the jj
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process) photons fail to satisfy the identification and/or isolation criteria, respectively. The
fraction of the total background that is from the v process ranges between 75% and 95%,
the fraction from the 7j process is between 2% and 25%, and the jj process contributes
less than 6%.

While a simulation sample is used to model the 4y process in this study, it is com-
putationally prohibitive to generate sufficiently large samples of vj and jj production
events passing analysis selections due to their large cross-sections and the high jet-rejection
performance of the ATLAS photon identification algorithms. To avoid this issue, the m.,
shapes of the vj or jj components are obtained from data control samples defined by
inverting the identification requirement of one or both photons as described above. The
ratio of the m., distribution of the vj and jj components to that of the simulated v+ sample
is well described by a linear function of m.,. A linear fit to the ratio of these distributions
is therefore used to provide an m.,-dependent weight that is applied to the vy sample to
obtain a final template that also accounts for the vj and jj components. Changing the
fraction of the vj and jj components within the uncertainties of their determination is
found to have a negligible impact on the spurious-signal test described below.

For categories targeting the V(— leptons) H STXS regions, the background template is
built using simulated events of Vv and prompt vy production. Since the available yields
for the latter are not sufficient to build the template directly, the following procedure is
followed: first a linear function of m..is fitted to the ratio of the m., distribution of both
samples to that of the Vv sample alone; the resulting linear function from the fit is then
applied to the m.,, distribution of the Vv sample as an m.-dependent weight to obtain
the final template describing both contributions. For categories targeting the t¢H and tH
processes, the diphoton events are primarily from ¢tyy production. As such, a sample of
simulated ttyy events is used to construct the background template for those categories.
Contributions from processes with jets misidentified as photons are not considered in
categories targeting V H, ttH and tH STXS regions as they do not significantly alter the
background shape. The background templates constructed for four categories targeting
the g9 — H, q¢' — Hqq', VH and ttH processes are shown as examples in figure 6. While
the background template and data m., distribution have slightly different shapes in some
categories, the selected background analytic functions are flexible enough to absorb these
small differences.

The background templates are defined over the range 105 < m., < 160 GeV with 220
uniform-width bins. A template smoothing procedure based on a Gaussian kernel [22] is
applied to analysis categories where the average bin occupancy in the background template
is at least 20 entries. This procedure suppresses statistical fluctuations in the background
templates, decreasing the systematic uncertainty on the modeling of the background. A
study using pseudo-experiments generated with known template shapes was performed to
verify that the smoothing procedure does not introduce a significant bias in the estimate of
the spurious signal.

Three families of analytic functions are tested as candidates to model the m., dis-
tribution for a given analysis category. They include power-law functions, Bernstein
polynomials [146], and exponential functions of a polynomial. These functions and the
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Figure 6. The diphoton invariant mass m., distribution in data (black points) and continuum
background templates (histograms) in four representative STXS categories. The data are shown
excluding the region 120 < m., < 130 GeV containing the signal. In panels 6a and 6b, stacked
histograms corresponding to the v+ (white), v (green) and jj (magenta) background contributions
are shown. In panel 6¢, the histogram represents contributions from V'~ and other sources of
prompt v~y production. In 6d, the histogram corresponds to simulated ¢ty events. The templates do
not represent the background shapes used in the analysis, but are used to identify flexible functions
used to model the background in each category as described in the text.

number of degrees of freedom tested are summarized in table 5. The parameters of these
functions are considered to be independent across categories and always left free to vary. The
main criterion used to select the functional form in each category is a bias test performed
by fitting the background template using a model with free parameters for both the signal
and the background event yields. In this fit, the background template is normalized to
the number of events observed in data in this category. The potential bias due to the
mis-modelling of background m.., distribution is estimated from the fitted signal yield (the
spurious signal). This test is performed for my values ranging from 123 GeV to 127 GeV,
in steps of 0.5 GeV. In order to avoid accidentally small bias values at the nominal Higgs
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Type Function Npars Acronym

Power law ms, 1 PowerLaw
Bernstein polynomial 1—2z)"+amz(l—2)" ' +---+auz® n=15 Bernl Bern5
Exponential exp(am.yy) 1 Exp
Exponential of second-order polynomial exp(a1my, + agmgw) 2 ExpPoly2
Exponential of third-order polynomial exp(aimyy + agm?w + agm?w) 3 ExpPoly3

Table 5. Summary of the functions used for the modelling of the continuum background component.
The free parameters used to define the function shape are denoted as a or a;, and their total number
by Npars. For the definition of the Bernstein polynomials, = (7yy — Mmin)/(Mmax — Mmin), Where
Mmin = 105 GeV and muy.x = 160 GeV are respectively the lower and upper bounds of the fitted
M.y Tange.

boson mass of my = 125.09 GeV, the maximum absolute value of fitted signal yield |Sspur|
over the range 123 < mpy < 127 GeV is considered as the potential bias. For categories
where the original background m.~ templates (before normalization to the data yields)
have at least 20 entries per bin on average, the background functions are required to yield
a value of |Sgpur| that is smaller than either 10% of the total expected Higgs boson signal
yield or 20% of the statistical uncertainty of the fitted signal yield. If multiple functions
pass these requirements, the one with the smallest number of degrees of freedom is chosen.

An additional check is performed for the nine categories in which a fit of the analytic
function to the background template is found to yield a x? p-value that is below 1%.* For
each of these categories, a set of samples is randomly drawn from the background template,
each with a number of events equal to the observed yield in the data sidebands. The fit of
the analytic function and the computation of the x? are then repeated for each sample. In
all nine categories, more than 90% of the samples yield a x? p-value above 5%. This shows
that the chosen functions provide a sufficiently good fit to the data in these categories,
in spite of the low p-values observed in the fit to the nominal background template. For
categories where the average number of entries per bin is less than 20, candidate background
functions are limited to Exp, ExpPoly2 and ExpPoly3 (as defined in table 5) in order to
avoid unphysical fits due to large statistical fluctuations in the sidebands. The function is
chosen using a Wald test [147]: first the quantity ¢io = —21In Ly /Ly is computed from the
maximum likelihood values Ly and Lo of background-only fits to the data sideband regions
using respectively the Exp and ExpPoly2 descriptions of the backgrounds. The ExpPoly2
model is chosen if the p-value computed from g9 is less than 0.05, assuming that g2 follows
a x2 distribution with one degree of freedom. Similarly, the ExpPoly3 form is chosen over
ExpPoly?2 if the p-value for the corresponding Wald test is 0.05 or less. For 32 out of the
101 categories, the Wald-test-based condition was used and the Exp function was selected
in each case.

4The x? is computed in a background template uniformly binned over 105 < m~y < 160 GeV. It has 55
bins, and the number of degrees of freedom used in the computation is 54 — Npars, where the Npars is the
number of free function parameters. The normalization of the template removes one degree of freedom. The
background m, templates before the smoothing procedure are used.
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Category Function Ny Wald Category Function  Niata  Nopwr  Wald
99— H > 2-jets, 350 < my; < 700 GeV, pf > 200 GeV, High-purity Exp 18 0180
Orjots pll < 10 GV ExpPoly2 191623 648 > 2-jets, 350 < my; < 700 GeV, plf > 200 GeV, Med-purity Exp 81 0513
O-jet, pll > 10Gev ExpPoly2 319266  50.4 > 2jets, 350 < my; < 700 GeV, pl > 200 GeV, Low-purity Exp 595 0.721
Ljet, pl < 60GeV, High-purity ExpPoly2 32644 207 > 2jets, T00 < m; < 1000 GeV, pil > 200 GeV, High-purity Exp 19 0110
Lijet, pll < 60 GeV., Med-purity ExpPoly2 85229 249 > 2-jets, T00 < my; < 1000 GeV, pi > 200 GeV, Med-purity Exp 411 0.193
1-jet, 60 < pi < 120 GeV, High-purity Exp 26236  23.7 > 2jets, my; > 1000 GeV, pff > 200 GeV, High-purity Exp 23 130 v
1-jet, 60 < phl < 120 GeV, Med-purity ExpPoly2 56669  21.3 > 2-jets, my; > 1000 GeV, pil > 200 GeV, Med-purity Exp 560329 v
Ijet, 120 < pl < 200 GeV, High-purity ExpPoly2 1570 148 a— Hiv
I-jet, 120 < plf < 200 GeV, Med-purity ExpPoly2 6163 5.3 R —— - -
> 2-jets, my; < 350 GeV, pll < 60 GeV, High-purity ExpPoly2 8513 151 pr <75 GeV, High-purity Exp 40 0277
> 2jets, my; < 350 GeV, pil < 60 GeV, Med-purity ExpPoly2 31163 13.6 Py < 75 GeV, Med-purity Exp 158 0.600
> 2-jets, my; < 350 GeV, pl < 60 GeV, Low-purity ExpPoly2 120357 15.7 75 < pp < 150 GeV, High-purity Exp 15 0.069
> 2-jets, my; < 350 GeV, 60 < plf < 120GeV, High-purity ~ ExpPoly2 7582  2.26 75 < py <150 GeV, Med-purity Exp 104 0.255
> 2jets, my; < 350 GeV, 60 < plf < 120GeV, Med-purity ~ ExpPoly2 48362  6.21 150 < P"i; < 250 GeV, High-purity Exp 17 0128
> 2-jets, my; < 350 GeV, 120 < phf < 200GeV, High-purity ~ ExpPoly2 728 0.004 150 < pf < 250 GeV, Med-purity Exp 21 0.150
> 2-jets, my; < 350 GeV, 120 < pi < 200GeV, Med-purity ~ PowerLaw 3007 0.983 pr = 250 GeV, High-purity Exp 160237 v
> 350 < my; < 700 GeV, p < 200 GeV, High-purity Exp 432 0487 pr 2 250 GeV, Med-purity Exp 27 0054 v
> 2-jets, 350 < my; < T00GeV, pil < 200GeV, Med-purity ~ ExpPoly2 3084 133 oo HU
> 2-jets, 350 < my; < T00GeV, pil < 200 GeV, Low-purity Exp 7999 5.8 TP E— . > oo
> 2-jets, 700 < my; < 1000 GeV, pll < 200 GeV, High-purity Exp 302 0.560 pr= e, ey i3 -
> 2-jets, 700 < my; < 1000 GeV, pll < 200 GeV, Med-purity Exp 1033 144 br< 7“’ GeV, Med-purity Poverlaw 1620 2.28
> 2jets, 700 < my; < 1000GeV, pll < 200 GeV, Low-purity Exp 3187 432 75 < pp < 150 GeV, High-purity Exp 13 0.015
> 2-jets, my; > 1000 GeV, pll < 200 GeV, High-purity Exp 13 0.192 = “TV< 150 GeV '7““’_‘1"’“”-_" Exp 180016
> 2-jets, my; > 1000 GeV, pil < 200 GeV, Med-purity Exp 332 0.804 150 = pp < 250 GeV, High-purity Exp 140059 v
> 2-jets, my; > 1000 GeV, plf < 200 GeV, Low-purity PowerLaw 1020  1.09 150 < pf. < 250 GV, Med-purity Exp 136 0.194
200 < pl < 300 GeV, High-purity Exp 420 168 P> 250 GeV Exp 40311 v
200 < plf < 300 GeV, Med-purity Exp 2206 0714 pp— How
o0 <1t < 0o, vt oy e ome | P STGYHpy BT 23
300 < ,,}’ < 450 GsV) Ln\v—puri(\;’ Exp 422 0.121 Pl < 75 GeV, Med-purity Exp G897 413
ST PE S e Py o PY. < 75 GeV, Low-purity ExpPoly3 18084  9.95
450 < plf < 650 GeV, High-purity Exp 150138 v protomen e o
S e e " Do 75 < pY. < 150 GeV, High-purity Exp 16 0407
450 < plf < 650 GeV, Med-purity Exp 2 0301 v 75 < oY < 150CeV. Medpurity e 11 130 v
450 < pll < 650 GeV, Low-purity Exp 109 0.031 s, etbuy P :
> G50 Gev ey W oous v 75 < pf < 150GeV, Low-purity Exp 2019 1.96
150 < pY. < 250 GeV, High-purity Exp 16 0121
ad — Had' 150 < pY < 250 GeV, Med-purity Exp 17 0184 v
0-jet, High-purity Exp 176 0.180 150 < pY. < 250 GeV, Low-purity Exp 8T 0644
0-jet, Med-purity ExpPoly2 3238 473 ¥ > 250 GeV, High-purity Exp 15 0237
0-jet, Low-purity ExpPoly2 133314  49.7 pY > 250 GeV, Med-purity Exp 18 0201 v
1-jet, High-purity Exp 19 0125 v o
L-jet, Med-purity Exp 187 0361
1-jet, Low-purity PoverLaw 1040  1.97 A < 60 GeV, High-purity Exp 35 0.040
> 2jets, my; < 60 GeV, High-purity Exp 17 0499 v i < 60 GeV, Med-purity Exp 96 0.192
> 2-jets, my; < 60 GeV, Med-purity Exp 157 0489 60 < pll < 120 GeV, High-purity Exp 34 0038
> 2-jets, mj; < 60 GeV, Low-purity Powerlaw 1978  1.29 60 < pif < 120 GeV, Med-purity Exp 4 0274
> 2jets, 60 < my; < 120 GeV, High-purity Exp 53 0165 v 120 < pff < 200 GeV, High-purity Exp 39 0018
> 2jets, 60 < my; < 120 GeV, Med-purity Exp 329 0.520 120 < pff < 200 GeV, Med-purity Exp 37 0.057
> 2-jets, 60 < my; < 120 GeV, Low-purity PowerLaw 709 115 200 < pif < 300 GeV Exp 23 0.261
> 2-jets, 120 < my; < 350 GeV, High-purity Exp 214 1.08 P > 300 GeV Exp 19 0180
> 2-jets, 120 < my; < 350 GeV, Med-purity ExpPoly2 1671  1.07 ol
> 2-jets, 120 < mj; < 350 GeV, Low-purity PowerLaw 11195  6.34
> L 350 < my; < 700 GeV, pll < 200 GeV, High-purity Exp 2 0162 v tHgb, High-purity Exp 17 03711 v
> 2jets, 350 < my; < T00GeV, phl < 200 GeV, Med-purity Exp 260 0.443 tHgb, Med-purity Exp 19 0320
> 2jets, 350 < my; < T00 GV, phl < 200 GeV, Low-purity Exp 753 117 tHgb, BSM (r; = —1) Exp 140496 v
> 2-jets, 700 < my; < 1000 GeV, pl < 200 GeV, High-purity Exp 25 0670 v tHW Exp 38 0.070
> 2jets, 700 < my; < 1000 GeV, pif < 200 GeV, Med-purity Exp 166 0.713 Low-purity top Exp 500 0.870
> 2-jets, mj; > 1000 GeV, pf < 200 GeV, High-purity Exp 8 147
> 2-jets, mj; > 1000 GeV, pil < 200 GeV, Med-purity Exp 142 0.270

Table 6. Selected background functional form, number of observed data events in the range
105 < myy < 160 GeV (Ngata), and modelling uncertainty (Nspyr) for each of the 101 analysis
categories. The last column indicates whether the Wald test is used to determine the functional
form, as described in the text.

In all cases, the |Sqpur| value of the selected background function provides an estimate
of the possible bias in the fitted signal yield introduced by the intrinsic difference between
the background m,. shape and the selected function. It is used to define the systematic
uncertainty for the background modelling in category ¢, denoted as Ngpyr; in eq. (6.1). The
selected functional form for each category is shown in table 6.
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7 Systematic uncertainties

Systematic uncertainties considered in this analysis can be grouped into two categories:
uncertainties in the modelling of the m,, distribution for the signal and background
processes, and uncertainties in the expected signal yields in each category arising from
either experimental or theory sources. These systematic uncertainties are incorporated into
the likelihood model of the measurement as nuisance parameters, as explained in section 6.
More details about the uncertainties are provided in this section.

7.1 Experimental systematic uncertainties

Experimental systematic uncertainties relevant to the modelling of the signal m,. distribu-
tion include the uncertainties in the energy scale and energy resolution of photon candidates,
as well as in the Higgs boson mass. The photon energy scale uncertainties are propagated
to the peak position of the signal DSCB shape, with an impact that is usually less than
0.3% relative to the peak position value, depending on the category. The photon energy
resolution uncertainties are propagated to the Gaussian width of the signal DSCB shape,
with a relative impact between 1% and 15%, depending on the category. The estimation and
implementation of the photon energy scale and resolution uncertainties follow the procedure
outlined in ref. [121]. The total uncertainty in the measured Higgs boson mass, 0.24 GeV, is
considered as an additional uncertainty of the peak position of the signal DSCB shape.

The modelling of the background m,, distribution with an analytic function can
produce a potential bias in the fitted signal yield. An uncertainty in the modelling of the
background, computed using the spurious-signal method described in section 6.2, is included
as an additive contribution to the signal yield in each category as shown in eq. (6.1). This
uncertainty is considered to be uncorrelated between different categories. Out of the 101
analysis categories, 46 categories have a background modelling uncertainty that is no more
than 10% of the background statistical uncertainty, and only two categories (q¢' — Hqq',
> 2-jets, mj; > 1000 GeV, p4 > 200 GeV, High-purity and pp — Hvw, p¥ < 75GeV, High-
purity) have a background modelling uncertainty that is at least 50% of the background
statistical uncertainty.

Experimental uncertainties affecting the expected signal yields include: the efficiency
of the diphoton trigger [36], the photon identification efficiencies [121], the photon isolation
efficiencies, the impact of the photon energy scale and resolution uncertainties on the selection
efficiency [121], the modelling of pile-up in the simulation, which is evaluated by varying by
+9% the value of the visible inelastic cross-section used to reweight the pile-up distribution
in the simulation to that in the data [148], the jet energy scale and resolution [131], the
efficiency of the jet vertex tagger, the efficiency of the b-tagging algorithm [134], the
electron [121] and muon [135] reconstruction, identification and isolation efficiencies, the
electron [121] and muon [135] energy and momentum scale and resolution, as well as the
contribution to E¥* from charged-particle tracks that are not associated with high-pr
electrons, muons, jets, or photons [136]. The uncertainty in the combined 2015-2018
integrated luminosity is 1.7% [20], obtained using the LUCID-2 detector [21] for the primary
luminosity measurements.
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7.2 Theory modelling uncertainties

The main theory uncertainties arise from missing higher-order terms in the perturbative
QCD calculations, the modelling of parton showers, the PDFs and the value of ag. For
measurements of the t¢H and tH processes, the modelling of heavy-flavour jets in the ggF,
VBF, and V H processes is also important.

QCD uncertainties for each production mode are estimated by varying the renormaliza-
tion and factorization scales used in the event generation, and the resulting variations in
the predicted event yield in each STXS regions are considered as uncertainties.

For the gg — H processes, the QCD uncertainty model is implemented using four
components [6, 149-151] accounting for modelling uncertainties in the jet multiplicity, three
describing uncertainties in the modelling the p¥ distribution, one [152, 153] accounting for
the uncertainty in the distribution of the pgjj variable, four accounting for the uncertainty
in the distribution of the m;; variable, and six covering modelling uncertainties in STXS
regions with high pZ (> 300GeV). Following the principles of the Stewart-Tackmann
procedure [152], two components account for uncertainties in the inclusive gg — H event
yields, while the others describe migration uncertainties in the fraction of events passing
the selections defining the STXS regions. The model provides a full description of the
uncertainty in each STXS region, in which the uncertainty components are each assigned to
one nuisance parameter that is treated as statistically independent from the others. These
uncertainties are typically less than 22% of the expected signal yield in analysis categories
targeting the gg — H process.

For each of the WH, qq/qg — ZH, and g9 — ZH processes, the QCD uncertainty
model includes four independent components to account for uncertainties in the distribution
of p¥ , and two independent components for uncertainties in the jet multiplicity distribution.
For q¢' — Hqq' (VBF and V(— hadrons) H) processes, the QCD uncertainty model includes
a similar set of independent components: two for the modelling of the jet multiplicity and
the pgjj distribution, one for migration between the p4 < 200GeV and pif > 200 GeV
regions, and six for the modelling of the m;; distribution. These uncertainties are less than
10% of the expected signal yield in analysis categories targeting these processes, with the
exception of the gg — ZH process where the uncertainty can be as large as 26%.

For the ttH process, QCD uncertainties include five components covering migrations
between ttH STXS regions with different p%’ . These uncertainties are less than 10% of the
expected signal yield in the ttH STXS regions in their targeted analysis categories. In the
case of tHW , tHgb and bbH, an overall QCD uncertainty is used, taking the value from
ref. [6].

To check the robustness of the uncertainty model, a comparison between the efficiency
factors of the nominal Higgs signal sample and the alternative sample generated by MAD-
GRAPH5__AMCQ@NLO, as described in section 3.2, is performed for the VBF, VH, and
ttH processes. The differences between the efficiency factors of the nominal and alternative
samples are significantly larger than the uncertainties from QCD scale variations and can
reach values of up to 20% in some phase-space regions of the VBF process. The differences
between the efficiency factors of the nominal and alternative samples are therefore consid-
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ered as an additional systematic uncertainty. A similar comparison was not performed for
the gg — H process since the corresponding alternative samples are already used in the
derivation of the QCD uncertainty model described above.

The modelling of the parton shower, underlying event, and hadronization is assessed
separately for each Higgs boson production mode by comparing the efficiency factors
of simulated signal samples showered by PYTHIA 8 with those of samples showered by
HERWIG 7. The uncertainties estimated from the differences between these factors typically
do not exceed 20%, and increase with jet multiplicity.

Uncertainties on the PDFs and the value of oy are taken from ref. [6] for the tHW , tHqb
and bbH processes. For other modes, the uncertainties are estimated using the PDF4LHC15
recommendations [47]. Their effects are usually small compared to the those of the two
other main sources of uncertainty mentioned at the start of this subsection.

In categories targeting the ttH and tH processes, the predicted ggF, VBF and VH
yields are each assigned a conservative 100% uncertainty (correlated between categories),
which is due to the theoretical uncertainty associated with the radiation of additional heavy-
flavour jets in these Higgs boson production modes. This is supported by measurements
using H—Z Z*—4¢ [154], ttbb [155], and Vb [156, 157] events. The impact of this uncertainty
on the results is generally negligible compared to the statistical uncertainties, since the
contributions from non-ttH processes are generally low.

A total uncertainty of 2.9% is assigned to the H — ~~ decay branching ratio, based on
calculations from the HDECAY [95-97] and PROPHECY4F [98-100] programs, which also
includes the uncertainty arising from its dependence on quark masses and as.

Theory uncertainties, such as missing higher-order QCD corrections and PDF-induced
uncertainties, affect both the expected signal yields from each production process and the
signal efficiency factors (e;; in eq. (6.1)) in each category. Uncertainties in signal efficiency
factors are included in all the measurements presented in this paper. Signal yield uncertain-
ties, including the uncertainty in the H — v branching ratio, are included only for the
measurement of the Higgs boson signal strength and interpretations within the k-framework
and SMEFT models, which rely on comparisons between the observed event yields and their
SM predictions. Uncertainties on the parton shower, underlying event, and hadronization
effects are included in all the measurements, without a separation into yield and acceptance
components. In addition, cross-section measurements spanning multiple STXS regions re-
quire assumptions about the expected event yields in each region, as explained in section 8.4,
which introduces a weak dependence on the signal yield uncertainties.

Table 7 shows the expected experimental and theoretical systematic uncertainties of
the cross-section measurements in the SM hypothesis, computed as described in section 8.1.

8 Results

Results are presented in terms of several descriptions of Higgs boson production: the
overall signal strength of Higgs boson production measured in the diphoton decay channel
(section 8.2), separate cross-sections for the main Higgs boson production modes (section 8.3),
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geF + bbH  VBF wH ZH ttH tH

Uncertainty source Ac[%] Ac[%)  Ac(%]  Ac%]  Ac[%]  Aoc|[%)
Theory uncertainties
Higher-order QCD terms +1.4 +4.1 +4.1 +12 +2.8 +16
Underlying event and parton shower +2.5 +16 +2.5 +4.0 +3.6 +48
PDF and s < +1 +2.0 +14 23 <#£1 +5.8
Matrix element < *1 +3.2 < +£1 +1.2 +2.5 +8.2
Heavy-flavour jet modelling in non-ttH processes < +1 < =£1 < *£1 < %1 < %1 +13

Experimental uncertainties

Photon energy resolution +3.0 +3.0 +3.8 +4.8 +3.0 +12
Photon efficiency +2.7 +2.7 +3.3 £3.6 +2.9 +9.3
Luminosity +1.8 +2.0 +2.4 +2.7 +2.2 +6.6
Pile-up +14 +2.2 +2.0 +2.3 +14 +7.3
Background modelling +2.0 +4.6 +3.6 +7.2 +2.5 +63
Photon energy scale < *1 < *1 < *£1 +1.3 <=1 +5.6
Jet/ Eiuiss <+l +6.8 < &£1 £2.2 +3.5 +22
Flavour tagging < =*1 < =*1 < *£1 <=1 +1.5 +3.4
Leptons < +1 < +1 < %1 <+l < +1 +1.8
Higgs boson mass < *1 < *1 < *1 < *1 < %1 < %1

Table 7. Expected contributions from the main sources of systematic uncertainty to the total
uncertainty in the measurement of the cross-section times H — 7 branching ratio for each of the
main Higgs boson production processes. The uncertainty from each source (Ao) is shown as a
fraction of the total expected cross-section (o).

and cross-sections in a set of merged STXS regions defined for each production process
(section 8.4).

8.1 Statistical procedure

The results for each measurement reported in this paper are obtained by expressing the signal
event yields in each analysis category in terms of the measurement parameters, and fitting
the model to the data in all categories simultaneously. Both positive and negative values
are allowed for all parameters, unless otherwise indicated. Best-fit values are reported along
with uncertainties corresponding to 68% confidence level (CL) intervals obtained from a
profile likelihood technique [140]. The endpoints of the intervals are defined by the condition
—2In A(p) = 1, where A(u) is the ratio of the profile likelihood at a value p of the parameters
of interest to the profile likelihood at the best-fit point. Similarly, 95% CL intervals are
defined by the condition —21n A(p) = 3.84. In some cases, uncertainties are presented as a
decomposition into separate components: the statistical component is obtained from a fit
in which the nuisance parameters associated with systematic uncertainties are fixed to their
best-fit values; the systematic component, corresponding to the combined effect of systematic
uncertainties, is computed as the square root of the difference between the squares of the
total uncertainty and the statistical uncertainty. Uncertainty components corresponding to
smaller groups of nuisance parameters are obtained by iteratively fixing the parameters in
each group, subtracting the square of the uncertainty obtained in this configuration from
that obtained when the parameters are profiled, and taking the square root.
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Expected results for the SM are obtained from a fit to an Asimov data set [140, 158]
built from the likelihood model with signal and background components. The nuisance
parameters of the likelihood model are determined in a fit to the observed data where
the STXS parameters defining the signal normalization in each category are left free.
The STXS parameters are set to their SM expectations to generate the Asimov data set.
Compatibility with the Standard Model is assessed from the value of the profile likelihood
ratio of the model in data under the SM hypothesis; a p-value for compatibility with the SM
is computed assuming that the profile likelihood follows a x? distribution with a number
of degrees of freedom equal to the number of parameters of interest [140]. In the case of
cross-section measurements, uncertainties in the SM predictions are not accounted for in

the p-value computation.

8.2 Overall Higgs boson signal strength

To quantify the overall size of the Higgs boson signal in the diphoton channel, the inclusive
signal strength, u, defined as the ratio of the observed value of the product of the Higgs
boson production cross-section and the H — v+ branching ratio (o x By,) in |yg| < 2.5 to
that of its SM prediction, is measured by simultaneously fitting the m., distributions of
the 101 analysis categories. The signal strength p is treated in the likelihood function as
a single parameter of interest which scales the expected yields in all STXS regions and is
found to be

1= 1.047050 = 1.04 4 0.06 (stat.)fgjgg (theory syst.) fg:gi (exp. syst.).

The overall m., distribution of the selected diphoton sample is shown in figure 7. The
events are weighted by the value of In(1 + S/B) of their category, where S and B are the
expected signal and background yields within the smallest m., window containing 90% of
the signal events, shown in table 4. This choice of event weight is designed to enhance the
contribution of events from categories with higher signal-to-background ratio in a way that
approximately matches the impact of these events in the categorized analysis of the data.

Table 8 further breaks down the impact of systematic uncertainties on the signal-
strength measurement. The leading sources of experimental systematic uncertainty are
the photon energy resolution uncertainty (2.8%) and photon efficiency uncertainty (2.6%),
while the leading sources of theoretical uncertainty are the QCD scale uncertainty (3.8%)
and H — v~ branching ratio uncertainty (3.0%).

8.3 Production cross-sections

The mechanism of Higgs boson production is probed by considering the ggF, VBF, WH,
ZH, ttH, and tH production processes separately. The measurement is reported in terms
of the (¢ x By,) value in each case, with the cross-sections defined in |yg| < 2.5. As in
the STXS region definition, the contribution from the bbH process is included in the ggF
component. Figure 8 shows the m., distributions for analysis categories targeting different
production modes separately. The same weighting procedure as in figure 7 is used, except
that the signal yield only includes the contributions from the targeted production process,
while other signal production processes are included in the background yield.
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Figure 7. The inclusive diphoton invariant mass distribution of events from all analysis categories.
The data events (dots) in each category are weighted by the value of In(1 + S/B), where S and B
are the expected signal and background yields in this category within the smallest m., window
containing 90% of the signal events. The expected signal is considered inclusively over all STXS
regions. The fitted signal-plus-background pdfs from all categories are also weighted and summed,
shown as the solid line. The blue dotted line represents the weighted sum of the fitted background
functions from all categories. The error bars on the data points are computed following ref. [159].

The best-fit values of the production cross-sections and their uncertainties are summa-
rized in figure 9 and table 9. A negative best-fit value is observed for the cross-section of the
Z H process, which corresponds to a total observed event yield that is below the background
expectation. The p-value for compatibility of the cross-section measurement and the SM
prediction is 55%. The correlations between these measurements are shown in figure 10.
Compared to ref. [10], correlations between measurements are reduced, and in particular,
the anti-correlation between the ggF and VBF measurements is now —13%, corresponding
to a 30% reduction. This is driven by a reduction in the ggF contamination in categories
targeting the VBF process, mainly resulting from the use of the D-optimality criterion in
the categorization. An anti-correlation of —37% is observed between the WH and ZH
measurements, mainly due to contamination by qqg — H/{v events in the categories targeting
the pp — Hvv process. This correlation is mitigated by the separation of the pp — H/L
and pp — Hvv processes that is introduced in the analysis categorization. Similarly, ttH
contamination in the categories targeting tH lead to an anti-correlation of —44% between
these two processes.

The largest theoretical systematic uncertainty in these measurements arises from the
modelling of the parton showering and underlying event, and its impact on the measured
cross-sections ranges from 38% for the t H process to 14% for the VBF process and to 3%—4%
for the g9 — H and W H processes. For the gg — H process, the leading experimental
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Uncertainty source Ap [%)]

Theory uncertainties

Higher-Order QCD Terms +3.8
Branching Ratio £3.0
Underlying Event and Parton Shower +2.5
PDF and oy +2.1
Matrix Element +1.0

Modeling of Heavy Flavor Jets in non-ttH Processes < =1

Experimental uncertainties

Photon energy resolution +2.8
Photon efficiency +2.6
Luminosity +1.8
Pile-up +1.5
Background modelling +1.3
Photon energy scale < +1
Jet/ EMiss < +1
Flavour tagging < %1
Leptons < #+1
Higgs boson mass < %1

Table 8. Summary of the leading sources of systematic uncertainty in the measurement of the
Higgs boson signal strength.

Process Value  Uncertainty [fb] | SM pred.

(lym| < 2.5) | [fb]  Total Stat. Syst. [fb]

ggF + 0bH | 106 10 +8 46 102+8
VBF 9.5 22 +L3 H4LT | 79402
WH 42 % RS R3] 284
ZH —04 *ip o Tt T3 | 18%0:
{TH (U S S O O O
tH 0.5 95 To6  To5 | 019100,

Table 9. Best-fit values and uncertainties for the production cross-sections of the Higgs boson times
the H — ~+ branching ratio. The total uncertainties are decomposed into statistical (Stat.) and
systematic (Syst.) uncertainties. SM predictions are shown for the cross-section of each production
process. These are obtained from the total cross-sections and associated uncertainties reported in
ref. [6], multiplied by an acceptance factor for the region |yg| < 2.5 computed using the Higgs boson
simulation samples described in section 3.2.
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Figure 8 Combined diphoton invariant mass distributions for categories targeting the same
production processes. The data (black dots) are weighted by In(1 4+ S/B) where S and B are
respectively the expected signal and background yields in the smallest m., window containing 90%
of the signal events. In this calculation, only Higgs boson events from the targeted production
processes are considered as signal events. Higgs boson events from other processes as well as the
continuum background events are considered as background. The fitted signal-plus-background
pdfs from the relevant categories are summed, and represented by a solid line. The blue dotted
line represents the weighted sum of the fitted continuum background pdfs, while the dashed line
combines the contributions of continuum background and other Higgs boson events. The error bars
on the data points are computed following ref. [159]. The weighted combination of categories with
low event counts leads in some cases to data errors that are highly asymmetric and change by large
amounts from point to point.
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Figure 9. Cross-sections times H — 7 branching ratio for ggF + bbH, VBF, VH, ttH, and
tH production, normalized to their SM predictions. The values are obtained from a simultaneous
fit to all categories. The error bars and shaded areas show respectively the total and systematic
uncertainties in the measurements. The grey bands show the theory uncertainties in the predictions,
including uncertainties due to missing higher-order terms in the perturbative QCD calculations, the
PDFs and the value of a4, as well as the H — v branching ratio uncertainty.

systematic uncertainty is the photon energy resolution uncertainty (3%). For the VBF and
tt H processes, the leading experimental uncertainty is related to the properties of jets and
missing transverse momentum, reaching 5.4% for VBF. For other processes, the leading
experimental systematic uncertainty is the background modelling uncertainty, ranging from
3.7% for WH to 24% for tH.

An upper limit on the rate of { H production is obtained by treating the normalization of
other Higgs boson production processes as nuisance parameters. Using the CLg method [160],
this excludes a tH production rate of 10 times its SM prediction or greater at 95% CL
while the expected 95% CL limit is 6.8 times the SM tH production cross-section.

8.4 Cross-sections in STXS regions

A measurement of the cross-sections defined in the STXS scheme is performed using the
45 STXS analysis regions described in section 5. In order to avoid large uncertainties and
large absolute correlations between the measurements, a set of 28 measurement regions is
obtained by merging some of the analysis regions as follows:

o For the gg — H process, within the phase space of > 2-jets, m;; < 350 GeV, the
two regions with pff < 60GeV and 60 < pH < 120 GeV are merged into one region
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Figure 10. Correlation matrix for the measurement of production cross-sections of the Higgs boson
times the H — ~v branching ratio.

corresponding to p < 120GeV. Within > 2-jets, p2 < 200 GeV, the three bins
defined in the mj; variable are merged into a single m;; > 350 GeV region. Finally,
the p¥ > 650 GeV bin is merged with the neighbouring 450 < pX < 650 GeV bin to
form a single region corresponding to pg > 450 GeV.

o For the q¢ — Hqq process, the 0-jet and 1-jet regions, as well as the regions
corresponding to mj; < 60 GeV and 120 < m;j; < 350 GeV, are combined into a new
region, referred to as ¢¢' — Hqq', < 1-jet and V H-veto. The regions corresponding
to > 2-jets, p¥ > 200 GeV, 350 < mj; < 1000 GeV, are merged into a single region.

e For both the q¢ — W H and pp — ZH processes, only the two regions p¥ < 150 GeV
and p¥ > 150 GeV are retained, removing the intermediate splits at p¥ = 75 GeV and
p =250 GeV. For pp — ZH processes, no distinction is made between regions with
charged leptons and regions with neutrinos.

e The tHgb and tHW regions are merged into a single tH region.

This scheme is based on the expected analysis sensitivity under the SM hypothesis, inde-
pendently of the observed data, and is illustrated in figure 11. The merging reduces the
number of regions for which a measurement is reported to 28 in the scheme described above.
The 101 categories in which the measurement is performed, described in section 5.2, remain
unchanged. The efficiency factors for merged STXS regions are computed as weighted
averages of those for the original STXS regions, with the weights corresponding to the
expected cross-sections in the SM. The uncertainty on the efficiency factor of the merged
STXS region is then calculated from the uncertainties in the efficiency factors and expected
cross-sections of the original STXS regions.
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Figure 11. Summary of the 28 regions for which STXS measurements are reported.

Results are shown in table 10 and figure 12. The correlation matrix of the measurements
is shown in figure 13. The correlation between most STXS region measurements is small, and
the largest correlation is —51%, observed for the measurements of STXS regions gg — H,
> 2-jets, mj; > 350 GeV, pH < 200GeV and q¢' — Hqq', > 2-jets, 350 < m;; < 700 GeV,
p¥ < 200 GeV. The Higgs boson production processes in these STXS regions have similar
event topologies and are intrinsically difficult to separate. The relative uncertainties in the
measurements range from 20% to more than 100%. Smaller uncertainties are associated
with the 0-jet and 1-jet regions of gg — H, as well as the 200 < p¥ < 300 GeV region of
g9 — H and the mj; > 700 GeV region of g¢’ — Hqq'. Larger uncertainties occur especially
in regions of high p and p¥, as well as the low-m;; regions of q¢' — Hqq'. The systematic
component of the uncertainties is everywhere smaller than the statistical component, but
reaches similar values for the O-jet regions of gg — H. No significant deviations from the
SM expectation are observed and the p-value for compatibility of the measurements and
the SM predictions is 93%. Results in a finer set of 33 STXS measurements regions are also
presented in table 13 of appendix A. Results are not reported using the full granularity of
the 45 STXS analysis regions, since the statistical power of the H — v analysis alone is
currently insufficient to perform this measurement. This configuration is however used in
the H — 7 inputs to combinations with other Higgs boson processes, which allow more
granular measurements. This includes for example combinations [161] with the ATLAS V H,
H — bb analysis [162, 163], which reports STXS results in the ¢¢’ — WH and pp — ZH
processes using a finer granularity than in the present paper.
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STXS region (o; X B,y)

Value

Uncertainty [fb]

SM prediction

[fb] ~ Total Stat. Syst. (fb]

g9 — H, 0-jet, pH < 10 GeV 10 H 1 12 1512
g9 — H, O-jet, pf > 10GeV 58 + w 4774
g9 — H, 1-jet, pH < 60 GeV 16 13 13 12 1512
g9 — H, 1-jet, 60 < pH < 120 GeV 11 + B A2 10t
99 — H, 1et, 120 < pH < 200 GeV 16 09 09 A0 1.7+03
gg — H, > 2-jets, m;; < 350 GeV, pi < 120 GeV 4 S S 7
g9 — H, > 2jets, mj; < 350 GeV, 120 < pl < 200 GeV 28 M9 g 1903 2.1+03
gg — H, > 2-jets, m;; > 350 GeV, pH < 200 GeV 2 12 2H 2.0192
99— H, 200 < pll < 300 GeV LRI R 1.0+92
g9 — H, 300 < pff < 450 GeV 0.04 T3 T 0O 0.247008
g9 — H, pi > 450 GeV 0.09 008 *008 A0 0.04%001
qq¢ — Hqq', < 1-jet and V H-veto 6 18 18 12 6.610:2
q¢ — Hqq', V H-had 019 3% OH % 116500
q¢ — Haqq', > 2-jets, 350 < m;; < T00GeV, pff < 200GV~ 1.5  F39  +0T  +06 1.2270:07
qd' — Hqq', > 2-jets, 700 < mj; < 1000GeV, pf < 200GeV 0.8 95 +04 402 0581002
q¢ — Haqq', > 2-jets, mj; > 1000 GeV, pl < 200 GeV 12 54 fos 0 08 1.0075:02
qd — Hqq', > 2-jets, 350 < mj; < 1000 GeV, pff >200GeV  0.04 *12 +012 4002 467+0.005
q¢ — Haqq', > 2-jets, mj; > 1000 GeV, pl > 200 GeV 0.27 F05 TR TR 0.166100%
qq — Hiv, p¥ < 150 GeV 14 f98 06 0 0.79+0:02
qq — Hiv, p% > 150 GeV 0.20 T3 118 4002 012100
pp — HCJvi, pY. < 150 GeV 029 TR A 00T 0457003
pp — HUL/uD, p¥. > 150 GeV 0.04 585 f f902 0.097551
tTH, pl < 60 GeV 0.22 *o TR R0 0.27700)
tTH, 60 < pi < 120GeV 0.32 1533 1038 4004  0.40%0%
tTH, 120 < pif < 200 GeV 0.18 1318 fo4T  +0.04 0.29+9-54
tTH, 200 < pH < 300 GeV 0.14 F552 1009 A0 0.12%302
tEH, pi > 300 GeV 0.06 005 To0 oo 0.0670:01
tH 04 fo5 0 03 0.19%0%

Table 10. Best-fit values and uncertainties for the production cross-section times H — ~yv
branching ratio (¢; X By,) in each STXS region. The values for the gg — H process also include the
contributions from bbH production. The total uncertainties are decomposed into statistical (Stat.)
and systematic (Syst.) uncertainties. The uncertainties for the pp — Hl/vir, p¥ < 150 GeV region
are truncated at the value for which the model pdf becomes negative. SM predictions [6] are also

shown for each quantity with their total uncertainties.
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Figure 12. Best-fit values and uncertainties for STXS parameters in each of the 28 regions considered,
normalized to their SM predictions. The values for the gg — H process also include the contributions
from bbH production. The error bars and shaded areas show the total and systematic uncertainties
in the measurements, respectively. The uncertainties for the pp — HL/vD, p¥ < 150 GeV region
are truncated at the value for which the model pdf becomes negative. The grey bands around the
vertical line at 77 /o l},
due to missing higher-order terms in the perturbative QCD calculations, the PDFs and the value
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9 Interpretation of the results in the k-framework

Event rates for processes involving Higgs bosons can be expressed in terms of modifiers
applied to the SM Higgs boson couplings, based on the leading-order contributions to each
process [6]. These coupling modifiers affect Higgs boson production cross-sections and
decay partial widths and therefore provide a consistent framework for Higgs boson coupling
measurements in both production and decay.

The Higgs boson production cross-section in STXS region ¢ followed by a H— v~ decay
is written in the narrow-width approximation as

0i - Byy =

where the coupling modifiers are collectively denoted as k, o; is the production cross-section
in region ¢, B, and I'y, are respectively the Higgs boson branching ratio and partial width
into the v final state, and I'fz is the total width of the Higgs boson. The parameterizations
oi(k), I'yy(k) and I'g (k) are shown in table 14 in appendix B. They are similar to the ones
used in ref. [13], except for the parameterization of the tHW and tHgb processes. These
have been updated to reflect the fact that the efficiency factors in each analysis category
are k-dependent due to changes in the process kinematics caused by interference effects
between the different parton-level processes contributing to tHW and tHgb. Separate
parameterizations are therefore used in each analysis category for tHW and tHqb.

Two parameterizations are considered for the g¢g — H and H — 77 processes: a
resolved parameterization in which they are assumed to proceed through the same loop
amplitudes as in the SM at leading order, and an effective parameterization that makes no
assumption about the internal structure of the interactions. For the latter, event rates are
expressed using modifiers to the effective couplings of the Higgs boson to the gluon and the
photon, respectively denoted by r, and .. The gg — ZH loop process is always described
in the resolved parameterization. Sensitivity to the sign of coupling modifiers is obtained
through interference between processes involving different combinations of modifiers. These
include, in particular, the H — v and gg — H loops and the gg — ZH and tH processes.

Two specific models of coupling modifications are considered in this section, and two
additional models are described in appendix B. The first model focuses on the x; modifier to
the Higgs boson coupling with the top quark. Two configurations are used for the gg — H
and H — ~7v loop processes: in the first case, both are described using their resolved
parameterization as a function of x;; in the second case, both are described using the
effective couplings x4 and k.. All other Higgs boson couplings are fixed to their SM values,
in particular the coupling with the W boson which enters the resolved parameterization of
the H — 7 loop. These two models also allow the sign of k; to be probed, with sensitivity
coming from interference effects in certain amplitudes. These occur in the tH and g9 - ZH
processes, as well as in the H — ~7y process when its parameterization is resolved in terms
of k; and other coupling modifiers.

The negative log-likelihood scans for both configurations are shown in figure 14. In
both cases, good agreement with the SM expectation of k; = 1 is seen. When the H — v
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Figure 14. Negative log-likelihood scans as a function of x; in a model where other coupling
modifiers are fixed to their SM values. The H — ~v and gg — H loops are either parameterized as
a function of k; (blue) or fixed to their SM expectation (orange). In the latter case, sensitivity to
the sign of k; is provided by the tH process, and to a lesser degree by the gg — ZH process. The

solid curves correspond to observed data, and the dotted curves to an Asimov data set generated
under the SM hypothesis.

and gg — H loops are resolved, negative values of k; are excluded with a significance of
6.70 or above.” When effective loop couplings are used, an exclusion of 2.2¢ or above is
observed through the sensitivity provided by the tH process, with a smaller contribution
from the gg — Z H process. Values of x; outside of the range 0.87 < x; < 1.20 are excluded
at 95% CL in the first case (0.85 < k; < 1.19 expected under the SM hypothesis), as are
values outside 0.65 < r; < 1.25 in the second case (0.71 < k; < 1.29 expected).

In the second model, the gg — H and H— ~7y loop processes are described using
the effective modifiers x4 and k.. Both modifiers are assumed to be positive, since the
measurement provides no sensitivity to their signs. Other modifiers are fixed to their
SM values. The measurement in the plane of (4, s-) is shown in figure 15. The best-fit

5Significances are computed as

—2In A(kt), where A(k¢) is the profile likelihood ratio defined in
section 8.1 in terms of the parameter of interest k.
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values are
_ +0.11
_ +0.08
Ky = 1.027 §o7.

A linear correlation coefficient of —79% between the parameters is observed.

10 Interpretation of the results in the Standard Model effective field
theory framework

10.1 Interpretation framework

The Standard Model effective field theory (SMEFT) framework provides a model-independent
setting to describe deviations from SM predictions. New effective interactions involving
Standard Model particles are introduced in the Lagrangian to describe the effect of physics
beyond the SM occurring above a high scale A. These interactions are considered order by
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order in the mass dimension d of the relevant operators, with leading-order effects occurring
at d = 6 when assuming that the lepton number L and baryon number B are conserved.
The effective Lagrangian up to dimension 6 is written as

C
c:LSMJrZA—’;ok
k

where the sum runs over the dimension-6 operators Oy, describing effective interactions in
the SMEFT. The ¢ are the corresponding Wilson coefficients, which are considered as the
measurement parameters of the model. Subleading contributions with dimension 8 and
above are neglected, and only operators with even CP quantum numbers that conserve B
and L are considered. The selected operators are expressed in the Warsaw basis [27, 28].
The U(3)°-symmetric model of fermion flavour [29] is considered, assuming separate global
flavour symmetries for each fermion type over the three fermion generations. In the cases
where Wilson coefficients can have complex values, only their real parts are considered. The
SM corresponds to all ¢ set to 0. The ¢, are defined for a scale A = 1TeV.

The c¢i are determined through an interpretation of the STXS results presented in
appendix A. This is achieved by expressing as functions of the ¢; the signal-strength

parameters
vy _ i Byy

Hi = ~SM . pSMm’
o} -B,W

where i runs over the 33 STXS regions listed in table 13, and UiSM and B,%/I are the SM
predictions for the production cross-section in STXS region ¢ and the H — ~~ branching
ratio, respectively. The 33 STXS regions used here correspond to a finer binning than the
28 regions for which results were reported in section 8.4, and provide better granularity
especially at high m;; values in the gg — H and q¢' — Hqq' processes.

SMEFT effects are modelled as single insertions of the operators Oy in each Higgs
boson production and decay amplitude. These amplitudes are therefore linear in the cg, so
that the production cross-sections and decay widths are at most quadratic functions of the

ci. The signal strengths are thus written as

(1 AT g Y Bg%WCkCl)
k Kl

w)Y = (1 +> AT+ B,ichkcl> (10.1)
k kl

(1 + ZA};ck +> B};lckcl)
k kl

where A}fH , AkH_> 7 and Al,; are respectively the coefficients describing the linear cg-
dependence of the production cross-section o;, the partial decay width I'y, and the total
width 'y. Similarly, the B, B,ZH 77 and Bi, coefficients describe the quadratic depen-
dence of the same quantities on the cy,.

Two SMEFT parameterizations are considered in the following: a linear parameteriza-
tion including only the effect of the A coefficients and a linear+quadratic parameterization
including both the A and B terms. In the linear case, eq. (10.1) is linearized to first order
in the ¢ so that

W =143 (AT + AT - AL (10.2)
k
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Results are derived using both parameterizations, and their difference is considered to be
indicative of the impact of the neglected higher-order terms in the SMEFT expansion.

The values of the A and B coefficients are generally obtained using the SMEFTsIuM [29,
164] and SMEFTQ@NLO [165] programs. The coefficients are obtained by setting SMEFT
parameters to non-zero values (one parameter at a time to compute A coefficients, and in
pairs to compute B coefficients), and comparing the cross-sections obtained in this case with
the ones for all coefficients set to 0. Events corresponding to each STXS region are selected
using a RIVET routine [166]. SMEFT@QNLO is used to obtain predictions for gg — H and
g9 — Z H loop processes, while SMEFTSIM is used for all other processes. The dependence
of the Higgs boson total decay width on the SMEFT parameters is computed by considering
all decays of the Higgs boson with up to four particles in the final state. The A coefficients
for the H— v~ decay are taken from an analytic calculation [167], which includes NLO
electroweak corrections that are not implemented in the programs mentioned above. The
coefficients are obtained for the full phase space of the decay, relying on the fact that they
are only weakly dependent on acceptance, as discussed below. The B coefficients for the
H— ~~ decay are computed using SMEFTSIM.

The SMEFT operators considered in the analysis are shown in table 11. Initially, 60
operators are considered but only 34 are found to have significant impact in at least one
STXS region or on the H — ~~ branching ratio, defined by a value above 0.01 for the
corresponding A coefficient. Only these 34 operators are considered in the measurements
presented in this paper. The impact of the most relevant SMEFT parameter in the measured
STXS regions is summarized in figure 16. The efficiency factors which are applied to the
observed event yields to obtain the p]” parameters, as shown in eq. (6.1), can depend
on the SMEFT parameters due to modifications of the Higgs signal characteristics within
each STXS bin. The effect was studied for the main Warsaw basis operators affecting
the measurement, and setting the corresponding Wilson coefficients to 1 individually is
generally found to have an impact below 10% on the efficiency factors. These changes are
therefore neglected in the analysis.

10.2 Measurements of single SMEFT parameters

In the measurements presented in this section, one SMEFT parameter at a time is left
free to vary, while the others are fixed to 0 as in the SM. This provides a measure of the
sensitivity of the analysis for individual Wilson coefficients in the Warsaw basis, but the
restrictive nature of this model limits the applicability of the measurements in probing
effects beyond the SM.

The measurement results are summarized in figure 17, and full results are provided in
table 16 in appendix C. The SMEFT framework used in this measurement is considered
valid only for parameter values of O(10) or less, and confidence intervals that extend outside
lck| < 20 are therefore not shown. Uncertainties in the parameter values range from below
+0.01 to above the |cx| = 20 threshold used to define the region of SMEFT validity. All
values are compatible with the SM within measurement uncertainties. For parameters
where the sensitivity mainly derives from inclusive event yields, such as cpg, the linear
and linear+quadratic parameterizations provide similar results. Conversely, operators with
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Coeft. Operator Incl. | Coeff. Operator Incl.
ca FAPCGGIrGEr v e (@ ar) (@777 4s) 4
ew LIRW I oW K o e (@ a) (@7 ar) v
CH (HTH)3 c‘(Z}I) (q_rfy,uQT)(q_ M QS) v
cnn (H'H)O(H'H) Vol (G 7us) (G57"0r) v
CHD (HTD“H)* (HTDPLH) v cl(s’) (,fy,ﬂ’ L)(@syrlqs)
ca HH GA,GA | ody (vl (@7 5)

CHW H'H W;{VWINV v Cee (€rvuer)(esytes)

CHB H'H B, B"™ v Cou (€ryuer)(usyHus)

CHWB Hi+TH WJUB’”’ v Cod (Eryuer)(dsytds)

CeH (HTH) (Z [YT] H) v Cun (arﬁ)/uur)(ﬂs')/”us) v
CuH (HTH)(QP[Y ] quqH) v Crras (}’mus)(ﬂs’y“ur) v
CdH (HTH) (QP[Yd ]pqqu) v Cdd (‘Zr'yﬂdr)( 7S'Yﬂd5)

CeW (ZPUW[YeT]pqeq)TIH W;{u Cha (Jr’Yuds)( 75”/“dr)

CeB ([pguv [YT]pqeq>H B, Cq(i-l) (wrypur)( 787”655) v
cc (GoTAY pu)HGE, v | ) (i, Ty ) (dsy P TAd,) v
CuW (q ot [YT] quq> TH WI v Cle (r'yu )( esytes)

CuB (qpot” [Yz”pquq)HB/w v Clu (1 7“7# )(US’Y““s)

cac (@ TAY]pedy) H Gil, o (vl ) (dsyts)

Cdw ((jpaw[yj]pqdq)TIH W;{u Cqe (@rvuar)(€sy™es)

can (@0 [V lpqdg) H B i (G (1" 05) v
&0 @NDIEG M) v | (@ T4 q:) (@7 T 4u) v
) (H Tfﬁ H)(l:y"1y) v ool (@ par) (dsyds) v
Che (HTzD H)(&,v"e,) v cgf? (@7, T q:) (dy"TAd,) v
dn, @D @) | g, <z‘g7mﬂpqeq><cir [Yalrod)

o <H% D H) (@ a) Vol @) (@Y ]ds)

Chry (H'i D H) (i) Vo g @Yl @Y ]rgds)

CHd (HTZ.?MH) (dytdy) v ¢ i)qd (‘j;];TA [YJ]pquq)ejk( T4 [Yj]mds)
Corua  (HTID,H) iy [V Y ) pgdy) Cood (@AY psug) e (@ETAY, ]rgd)

u (vl ) (1a7L5) Gowe BV Tpgeq)ejp(@ [V rsts)

< (Z_T'YMZS)(Z_S'VHZT) v Cl(gqu (Z%UW[YeT]psequk(‘ﬁJW[Yu]TqUS)

Table 11. Wilson coefficients ¢; and corresponding dimension-6 SMEFT operators O; used in this
analysis. The notations follow that of ref. [29]. Hermitian conjugates of non-Hermitian operators
are implicitly considered in addition to the expression shown in the table. The operators indicated
by a checkmark are the ones included in the measurement, due to having a significant impact on
STXS cross-sections or on the H — ~v branching ratio.
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Figure 16. Relative impact of the most relevant SMEFT operators on the STXS regions and
H — ~7v decay mode in the linear SMEFT model. Coloured bars indicate the relative impact
of SMEFT parameters on the expected cross-section in the corresponding region. The impacts
are computed for the parameter values shown on the right, relative to the SM prediction. The
parameters are defined for a scale A = 1TeV. Three sets of operators with similar impacts on the
measurement are shown in separate panels: those with impact mainly on the gg — H and ttH
processes (second from top), the H — vy decay (third from top), and VBF and V H processes
(bottom). The expected total relative uncertainty in the measurement of the signal strength in each
STXS region is shown in the top panel, as an indication of the experimental sensitivity of each
region. The pr and m;; values in the region definitions are indicated in GeV, and the 0J, 1J and 2J
shorthands refer respectively to the 0-jet, 1-jet and > 2-jets selections.

sensitivity to the high—p% bins of the ttH or gg — H processes and the high—p¥ regions
of q¢ — V H show markedly smaller confidence intervals for the linear+quadratic case
than for the linear case. The significant impact of the quadratic terms of the SMEFT
parameterization in these cases may be indicative of significant effects from missing higher-
order terms in the SMEFT expansion.

10.3 Simultaneous measurement of SMEFT parameters

In this section, multiple SMEFT parameters are left free to vary simultaneously. The
information present in the STXS measurement does not, however, allow constraints to be
placed simultaneously on all the SMEFT parameters listed in table 11. In addition, both the
constrained and the unconstrained degrees of freedom generally consist in combinations of
parameters, since predictions in each STXS region are affected by multiple SMEFT operators.
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Figure 17. Summary of the 68% CL (solid lines) and 95% CL (dashed lines) intervals for individual
measurements of SMEFT parameters observed in data. In each case, SMEFT parameters other
than the one measured are fixed to 0. Blue and green curves correspond respectively to the linear
and linear+quadratic SMEFT parameterizations. For presentation purposes, some parameters are
scaled by a factor indicated below the parameter name. Results are not shown for coefficients ¢y,
where one or more of the intervals extend beyond the |cx| < 20 region, which is considered to be the
region of validity of the SMEFT framework.

Unconstrained directions can be removed from consideration without loss of generality,
since the corresponding measurement information is in any case negligible. This allows the
number of measurement parameters to be reduced without incurring model-dependence, and
also avoids the probing of regions of parameter space beyond the bounds of SMEFT validity
that occurs when confidence intervals along unconstrained directions extend beyond these
bounds. Finally, this also avoids numerical issues in maximum-likelihood fits, since non-
linear minimization algorithms can fail in cases where the local curvature of the likelihood
function is too low.

The flat directions are identified by performing a principal component analysis of the
information matrix Cgh}[EFT of the SMEFT parameter measurement. The information matrix
is computed using the linear model with the assumption that the probability distribution
function of the STXS measurement is approximately Gaussian. It is obtained as

-1 _ pT -1
C’SMEFT =P CSTXSP

where CS_Tlxs is the information matrix of the STXS measurement, computed in an Asimov
data set generated under the SM hypothesis, and P is the matrix representing the linear
relation between the )" and the ¢y, in the linear SMEFT parameterization, with components
given by Py, = Ai~H + Agﬁw — A} in the notation of eq. (10.2).

A rotation is then performed to align the measurement parameters with the eigenvectors
EVn of CS_I\}[EFT. The unconstrained degrees of freedom of the measurement are identified
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Figure 18. Components of the EVn parameters (y-axis) along each of the Warsaw-basis Wilson
coefficients (z-axis). The EVn are normalized to unit Euclidean norm. Coefficients below 0.01
are not shown. The Warsaw-basis Wilson coefficients are defined for a scale A = 1TeV. The
information-matrix eigenvalues (\,,) corresponding to each eigenvector are shown on the right side
of the plot.

with the eigenvectors corresponding to eigenvalues A, of C’S_l\}[EFT with magnitude A, < 0.005.
In the limit of a Gaussian measurement, each A, is the inverse square of the measurement
uncertainty along the direction of the corresponding EVn, so the threshold for A\, corresponds
to an uncertainty of about 14, which approximately corresponds to the region of SMEFT
validity defined previously. The unconstrained EVn parameters are fixed to 0 in the
model, while the remaining 12 EVn are considered as the measurement parameters. Their
components along the ¢ SMEFT parameters are shown in figure 18. The full decomposition
is shown in table 17 of appendix C.

The EV1 parameter is mainly sensitive to the total event rates; EV2 and EVS8 to the
difference between the rate of gg — H and of the other production modes; EV3 and EV7 to
the high—p¥ regions of the pp — V H processes; EV4 and EV5 to the high—p%r regions of the
ttH process; and EV6 to the rate of the q¢’ — Hqq' process. Best-fit values and confidence
intervals for each EVn parameter are shown in table 12 and illustrated in figure 19. No
significant deviation from the SM is observed. In the linear parameterization, expected
signal yields can become negative for some values of the SMEFT parameters, leading in
some cases to a negative value of the model pdf, which invalidates the profile-likelihood
computation. In these cases, the bounds of the confidence intervals are truncated at the
point at which the pdf reaches 0. Results in the linear+quadratic parameterization are not
affected since the expected signal yields are always positive by construction.

Profile likelihood scans for selected EVn parameters are shown for illustration in
figure 20. For some parameters, such as EV1, a broad shape is seen in the expected scan in
the SM hypothesis for the linear+quadratic parameterization. This is caused in part by
the presence of two degenerate minima, due to the quadratic dependence of the expected
yields on the SMEFT parameters. The degeneracy is partially lifted by the fact that the
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observed data do not exactly correspond to the SM expectation, which leads to narrower
profiles in the observed scans. Similar scans are performed for eigenvectors corresponding to
unconstrained directions with eigenvalues below 0.01, with the measured EVn also free to
vary in the fits. The scans show that the measurement sensitivity in each of these directions
is negligible.

The correlation matrix of the measurement is shown in figure 21. Non-zero values outside
the diagonal are due to differences between the observed results and their expectations,
and to the fact that the information matrix used in the principal component analysis
is not an exact representation of the measurement, due to non-Gaussian effects. In the
linear parameterization, these include in particular the effect of low expected event counts
in some categories and the non-linear impact of some systematic uncertainties. In the
linear+quadratic case, larger correlations are observed due to the effect of the quadratic
terms, which are not considered in the principal component analysis. These correlations
also contribute to the larger uncertainties reported in table 12 for some EVn parameters in
the linear+quadratic parameterization, compared to the linear parameterization, and to the
wider contours visible in figure 20 for the linear+quadratic case. Linear parameterization
results including corrections to the propagators of off-shell W and Z bosons, the Higgs
bosons and the top quarks, as implemented in the SMEFTSIM generator [29] are shown in
appendix C.3.
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Parameter Linear Linear+quadratic

Value Uncertainty Value Uncertainty
EV1 —0.0008 190017 0.0043 00002
EV2 0.0004 +0:0059 —0.0061 {0086
EV3 0.039 0095 0.035  *{og
EV4 —0.035 10 —0.079 13
EV5 —0.22  F0% 029 030
EV6 019  +081 0.011 57
EV7 17+ —091  Tid
EVS —0.65 133 12 15
EV9 75 125 L7 e
EV10 048 167 042 9
EV11 —56 194 0.045  *05]
EV12 06 112 12 A8

Table 12. Summary of the EVn parameter measurements in the linear and linear+quadratic
parameterizations. The ranges correspond to 68% CL intervals. All the EVn parameters are
free to vary in the fits. The upper bound of the intervals reported for EV9 and EV12 in the
linear parameterization (shown in bold text) are truncated at the value for which the model pdf
becomes negative.
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Figure 19. Results of the EVn parameter measurement in data, in the linear (blue) and lin-
ear+quadratic (orange) parameterizations of the SMEFT. All the EVn parameters are free to vary
in the fits. The ranges shown correspond to 68% CL (solid) and 95% CL (dashed) intervals. Cases
where the intervals are truncated due to a negative model pdf are indicated by hashes.
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Figure 21. Observed linear correlation coefficients of the EVn parameters in the linear (left) and
linear+quadratic (right) parameterization.

— 52 —



11 Conclusion

Higgs boson production is measured in the diphoton decay channel using 139 fb~! of 13 TeV
proton-proton collision data, corresponding to the full data set collected by ATLAS during
Run 2 of the LHC.

The overall Higgs boson signal strength relative to its SM prediction is measured to be

p=1.047080 = 1.04 4 0.06 (Stat.)fgjgg (theory syst.) fg:gi (exp. syst.).

in good agreement with the SM.

Cross-sections for ggF + bbH, VBF, WH, ZH, ttH and tH production are reported,
with relative uncertainties of 10% for ggF + bbH, 22% for VBF, and 35% for W H and ttH.
An upper limit of ten times the SM prediction is set for the tH process. This represents the
most stringent experimental constraint on tH production, superseding the previous ATLAS
result from Run 2. A fine-grained description of Higgs boson production is provided by
cross-section measurements in 28 phase-space regions defined within the STXS framework,
including additional measurements at high values of p% and m;; compared to previous
analyses. These measurements benefit from significant analysis improvements compared to
previous ATLAS results [10]. A detailed classification of selected events into 101 separate
categories based on multi-class machine learning techniques is used, and the uncertainties
relative to the modeling of the continuum have been reduced through the use of Gaussian
kernel smoothing.

Results are interpreted in models of Higgs boson coupling modifiers. All couplings are
found to be compatible with their SM values. Sensitivity to the sign of the x; modifier to
the top quark coupling in the tH process leads to an exclusion of the x; < 0 region with
a significance of 2.20. An interpretation in the framework of SM effective field theory is
used to set constraints on physics effects beyond the SM. Individual Wilson coefficients
are measured while fixing the others to 0. A simultaneous measurement of the linear
combinations of Wilson coefficients that the STXS measurements are sensitive to is also
performed. All results are in agreement with SM expectations.
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A Additional production mode cross-section and STXS measurement
results

Table 13 shows STXS results with a higher granularity than the baseline results presented
in section 8.4. A total of 33 regions are measured, with the following changes compared to
the 28 regions in the baseline measurement:

o For the gg — H process, within the phase space of > 2-jets, m;; < 350 GeV, the
two regions with pH < 60 GeV and 60 < p2 < 120 GeV are kept separate. The same
also applies to the three bins in the mj; variable within the > 2-jets, p¥ < 200 GeV
region, which are not merged. Compared to the STXS analysis regions defined in
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Figure 22.
regions considered.
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Correlation matrix for the measurement of STXS parameters in each of the 33

section 5.1, the only merging that is performed is that of the p¥ > 650 GeV bin with
the neighbouring 450 < p# < 650 GeV bin.

For the q¢' — Hqq' process, the 0-jet and 1-jet regions are merged into a single < 1-jet

bin, and the m;; < 60 GeV and 120 < m;; < 350 GeV regions are also combined into
a new V H-veto region, but the two sets are not merged together as in the baseline
results. The three regions in the m;; variables within > 2-jets, p¥ > 200 GeV, are
also not merged.

The correlation matrix of the measurement is shown in figure 22.
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Value Uncertainty [fb] SM prediction
STXS region (0; x Byy)

[fb] Total Stat.  Syst. (fb]
g9 — H, O-jet, pH < 10GeV 10 + + +2 1572
g9 — H, O-jet, pH > 10 GeV 59 +2 d + arty
g9 — H, 1-jet, p¥ < 60 GeV 17 +¢ +3 +2 15+2
g9 — H, 1-jet, 60 < pH < 120 GeV 13 + +3 +2 10}
g9 — H, 1-jet, 120 < pi < 200 GeV I PO A 1.7+03
g9 — H, > 2-jets, mj; < 350 GeV, pH < 60 GeV 03 35 3 Hid 2.749%8
g9 — H, > 2-jets, m;; < 350 GeV, 60 < pif < 120 GeV 1.3 25 w24 AT 411959
g9 — H, > 2-jets, m;; < 350 GeV, 120 < p& < 200 GeV 2.2 R S v Y 2.1702
g9 — H, > 2-jets, 350 < mj; < 700 GeV, pil < 200 GeV 2.7 e 4ls 408 1.4753
g9 — H, > 2-jets, 700 < mj; < 1000 GeV, pf < 200 GeV -02 T AT 02 0.3%91
99 — H, > 2jets, mj; > 1000 GeV, pll < 200 GeV 03 198 408 402 0.281008
99 — H, 200 < pl < 300 GeV 1T A o S 1.0+02
99 — H, 300 < pll < 450 GeV 001 953 foai 08 0247058
99 = H, p{ > 450 GeV 0.08  Foos oo Toor  0.04%00
q¢' — Hqq', < 1-jet 0.7 B S« B 49153
qq — Hqq', V H-veto 4 f% fzs f% 1.67t8;8§
¢’ — Hqq', VH-had 04 59 99 02 1162994
qq — Hqq', > 2-jets, 350 < my; < 700 GeV, p{ < 200 GeV 1.2 B 1227904
qq’ — Hqq', > 2-jets, 700 < mj; < 1000 GeV, pif < 200GeV 1.1 Toe e Toq 0.5870:02
qq' — Hqq', > 2-jets, mj; > 1000 GeV, pil < 200 GeV 1.4 fos o4 A4 1.0079:93
qq' — Haq', > 2-jets, 350 < my; < 700 GeV, p{ > 200 GV 012  *3 *043 008 0.10013:503

qd — Hqq', > 2-jets, 700 < mj; < 1000 GeV, pH >200GeV ~ —0.009 F3%57 +0.057  +0.006 g gg7+0.002

ad — Hqq', > 2-jets, my; > 1000 GeV, pf > 200 GeV 028  T0as  ode o0 02667000
qq — Htv, p¥ < 150 GeV 14 tgg tgg tg% 0.79f8j8§
4q — Hiv, p¥. > 150 GeV 020 Xoid 91 06T 01214000
pp — Hil/vir, pY < 150 GeV -0.29 g 0% T 0457303
pp — HUL i, pY. > 150 GeV 004 o3 oo Toos  0.09%G0
fH, pll < 60GeV 0.2t ol I e 027
#H, 60 < pil < 120 GeV 0.32 R % 06 040038
#H, 120 < pH < 200 GeV 018 O A MO0 0.29700)
#TH, 200 < pl < 300 GeV 014 % % o0 012758
1TH, pl > 300 GeV 0.06 587 o8 oo 0.06750]
H 036 e fodF ol 019700

Table 13. Best-fit values and uncertainties for the production cross-section times H — ~v
branching ratio (o; x By,) in each STXS region. The values for the gg — H process also include
the contributions from bbH production. The total uncertainties are decomposed into components
for data statistics (Stat.) and systematic uncertainties (Syst.). SM predictions [6] are also shown for
each quantity with their total uncertainties.
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B Additional k-framework interpretations

B.1 Parameterization of STXS cross-section parameters and the H— ~~y
branching ratio

Multiplicative modifiers are considered for Higgs boson couplings to the W and Z bosons
(respectively ky and kz), and for couplings to the charm (k.), bottom (k) and top (k)
quarks and the muon (x,) and 7 (x-) leptons. Couplings to other SM particles are assumed
to be equal to their SM predictions.

Table 14 presents the multiplicative corrections that are applied to the STXS cross-
section parameters o;, the partial decay widths Iy, I'yy and 'z, of the H— vy, H — gg
and H — Z~ decays, respectively, and the total width I'y;. The symbols FSS/I and F%l\f
denote the SM predictions for I'y, and I'z, respectively. The total width I'fy is expressed
as a function of the k modifiers, assuming no contributions from Higgs boson decays other
than the ones present in the SM, except in the model in appendix B.3 in which an effective
description in terms of the kgy modifier is used instead.

The SM corresponds to the case ky = Kz = Ky = Ky = ke = K = Kk, = 1, and
in addition x4, = k, = 1 when effective parameterizations are used. The k7 modifier is
assumed to be positive, without loss of generality, since all predictions are invariant under a
simultaneous flip of the sign of each x modifier. Sensitivity to k; and k. is achieved through
the contributions of bottom quarks and 7-leptons to these loop processes in the resolved
description.

The SM predictions of B,, and the o; are taken from ref. [6]. These include the
highest-order available computations in both the QCD and electroweak couplings.
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Production Main Effective
Resolved modifier

cross-section  interference modifier

o(ggF) t-b K2 1.040 2 + 0.002x7 — 0.038 k¢rip — 0.005 Kekic
o(VBF) — —  0.733kjy, +0.267 k%
o(qq — ZH) — — K%

2.456 k% + 0.456 k7 — 1.903 ki zk
o(g9g — ZH) -7 - Z ! .

—0.011 kzkp + 0.003 K sy
o(WH) — — K
o(ttH) — — K2
o(tHW) W — Ak? + BkY + C kikw, category-dependent
o(tHqgb) =W — Ak? + Bk}, + C kikw, category-dependent
o(bbH) — — K2

Partial and total decay widths

1.589 k3, + 0.072 k7 — 0.674 Ky ke + 0.009 Ky £y

Lyy t-W /@3
4+ 0.008 sy kp — 0.002 kekp — 0.002 Kk
Lyg tb Ko L111 k7 + 0.012 57 — 0.123 keky,
Lz, =W L.118 k¥, + 0.004 k7 — 0.125 Ky k¢ + 0.003 Ky Ky

0.581 k7 + 0.215 k¥, + 0.063 £2
+0.026 K% + 0.029 K2 4 0.0023 12
% - K +0.0004 £2 + 0.00022 k2
+0.082 (Lgy /T3
+0.0015 (T z, /T3

Table 14. Parameterization of Higgs boson production cross-sections o;, the partial decay widths
I'yy, T'yg and I'z,, of the H— vy, H — gg and H — Z+y decays, respectively, and the total width I'g,
normalized to their SM values, as functions of the coupling-strength modifiers . The coefficients for
o(tHW) and o(tHgb) include acceptance effects that differ between analysis categories as described
in the text. Other coefficients are derived following the methodology in refs. [6, 60].

B.2 Parameterization with universal coupling modifiers to weak gauge bosons
and fermions

In this model, two universal coupling modifiers are considered: Ky = kw = kz which
modifies Higgs boson couplings to gauge bosons, and kp = Ky = Ky = ke = K7 = Ky,
modifying couplings to fermions. The gg — H, H — ~v and gg — ZH loops are described
using their resolved parameterizations as a function of ky and kr. The measurement in the
plane of (ky, kp) is shown in figure 23. Only the region xKp > 0 is considered, since kp < 0
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Figure 23. Negative log-likelihood contours at 68% CL (dashed line) and 95% CL (solid line) in
the (ky, kr) plane of modifiers applied to Higgs boson couplings to gauge bosons (ky ) and fermions

(kF). Loop processes and the Higgs boson total width 'y are parameterized as a function of ky
and kp. The best-fit point is indicated by a cross, and the SM prediction by a star.

was excluded with a significance larger than 40 in analyses of the Run 1 data set [168]. The
best-fit values in data are

ky = 1.02F 508

kF = 1.007 315,

A linear correlation coefficient of 77% between the parameters is observed.

B.3 Generic parameterization using ratios of coupling modifiers

In this model, the effective parameterization of the gg — H and H— ~7 processes is used,
and a common coupling modifier kyy = Ky = kz is introduced for couplings to both W and
Z bosons. The k. parameter is fixed to 1 and kp = k; is assumed. The total width of the
Higgs boson is expressed using the effective parameterization I'y = x2,T'3M, where T3M is
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Definition in terms

Parameter Result

of kK modifiers
Kgy Kgkny/KH 1.02 £ 0.06
Avg Ky /Ky 1.014+0.11
Atg Kt/ kg 0.95 * 8&2

Table 15. Best-fit values and uncertainties in the coupling-modifier ratio model. The second
column expresses the measured parameters in terms of the coupling modifiers. The SM corresponds
to Rg~y = )\tg = )‘Vg =1.

the SM value of the width and k7 is a coupling modifier. The measurement parameters are

Koy = Kghiy/KH
Avg = Kv /g

)\tg = Ht/lﬁg,

the first corresponding to the modifier for the gg — H— 7y process, which is taken as a
reference, and the others two to ratios of coupling modifiers that can be measured without
assumptions about the total width of the Higgs boson. The ), parameter is allowed to take
positive or negative values, while the other two parameters are positive by construction.
Results are shown in table 15. The negative log-likelihood scan of the A\, parameter is
shown in figure 24. Sensitivity to the sign of A, is provided by the tH and gg — ZH
processes, and leads to exclusion of the region )\;; < 0 with a significance of 2.10.
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Figure 24. Negative log-likelihood scan as a function of Aty = k¢/k4 in the coupling-modifier ratio
model described in the text. The solid curve corresponds to observed data, and the dotted curve to
an Asimov data set generated under the SM hypothesis.

C Effective field theory interpretation

C.1 Measurement of single SMEFT parameters

This appendix presents the complete results of the single-parameter SMEFT measurements
described in section 10.2, and illustrated in figure 17. The SMEFT parameters corresponding
to each operator in table 11 are individually measured, in each case while fixing the other
SMEFT parameters to 0 as in the SM. Confidence intervals at 68% and 95% CL are
computed both in observed data and in an Asimov data set generated under the SM
hypothesis. Results for the parameters c; are reported in table 16, except those where the
confidence intervals extend beyond the region |cx| < 20 where the SMEFT framework is
considered valid.
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Observed Expected

Parameter linear linear+quadratic linear linear+quadratic
Value Uncertainty Value Uncertainty Uncertainty Uncertainty
68% CL  95% CL 68% CL  95% CL 68% CL 95% CL 68% CL 95% CL
o oo TSI UM oo UM UM R dm wmm o oo
o oo TOEE MM oom fHEE GGl o dwn  gmm oy
cnwp 000 TS USS oo fHER GGghy MR dw gmn oy
0ol TOEE S oo TR (GO v dwm o gmm o
T A T A e S B
R UG B R
cuw -0039 g o -0.039 TORy Tons fools o Toos o
cun —0021 G oo —0.020 oL Yoo ool oo Toon ook
cu 0.030  *OOR 01l 0030 oo Tois foom Toad oo o
Curt -029  HF TS -030 T HBS hs o 0 hs 13
Cart 0.63 5 133 G e A S S ¥
cert 58 M3 - A it - 5 iy
dh o R R oow W W R, gE g g
iy Lo hg o U I N+ T & O B
(3) +0.28 +0.52 +0.28 +0.52 +0.26 +0.50 +0.26 +0.50
CHi —0.15 —0.28 —0.58 —0.15 —0.28 —0.58 —0.28 —0.57 —0.28 —0.57
il - - - I i - % -
Crru S LA s ¥ s S A & S o S
Cha 34 133 5 0.070  FHE TR AT e Th NE
CHe - - - 7.3 o - - - - -
cun 0.68 17 57 0.6 15 el v 20 B 3
cnp -021 Wy T -0 g GE 0 N BH 0 W
chi 0.72 Ty Bt -020 R foH 53 a7 R Tow
cii’ e -/ A v R i N 1
chi 20 T -020  GE TR T B R 4
i’ e T - A X S At S 1
% 030 X% o 030 %% o R Tow 5 o
Cuu L ) - -025  F o T - B
Con 0.098  THE  HY U TR T S & B R
cii - - - -030  Tois o o - - 0% o
cht 015 g R S A xS - S S S+ M v/
bl - - - 075 Y Tl - - s 23
il 053 MY 5 S RS S v R« S S &1 fézg
3 L T B
o o % B -es M M omp o oar o

Table 16. Measurement results for each SMEFT parameter individually, obtained from profile-
likelihood scans in which other SMEFT parameters are fixed to 0. Confidence intervals at 68%
and 95% CL are reported in data (observed) and in an Asimov dataset generated under the SM
hypothesis (expected). Results in the linear and linear+quadratic SMEFT parameterizations are
shown, for a scale A = 1TeV. Confidence intervals for each parameter cj are reported, except if
they extend beyond the |ci| < 20 region where the SMEFT framework is considered valid.
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C.2 Simultaneous measurement of SMEFT parameters

This appendix presents the complete results of the simultaneous measurement of SMEFT
parameters described in section 10.3, shown in part in table 12 and illustrated in figure 19.
The measurement parameters EVn are shown in table 17. Confidence intervals at 68% and
95% CL for the EVn parameters defined in table 17 are computed both in observed data and
in an Asimov data set generated under the SM hypothesis. Results for the linear SMEFT
parameterization are shown in table 18 and for the linear+quadratic parameterization in
table 19.
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Eigenvalue Eigenvector

350000
34000

110

20

2.9

1.8

0.89

0.075

0.038

0.027

0.011

0.0067

—0.53cag —0.02¢,q +0.23cgw +0.T1cgp — 0.4cwi + 0.02¢yy + 0.02¢, 1 + 0.04¢,
—0.85¢ 6 —0.02¢,6 —0.14cy —0.44¢+0.25¢ s —0.01ey —0.01 o —0.02¢, 5+
0.01cyy)

~0.01epG+0.05¢,6—0.17cmy +0.03cx —0.04cws —0.01ck;) —0.98¢k) —0.07c,, +
0.02¢574 + 0.03¢hy) + 0.0l +0.03¢5y” +0.01¢,,

—0.01c 6 40.68¢u —0.06¢,1 —0.08¢ 3y +0.01cz5 —0. 04cHWB+o 1343 —0.07¢),—
0.01cxp + 0.08¢5;) +0.14cq + 0.01chy) +0.27chy” + 0.06¢f; + 0.56¢k;" +0.02¢,, +
0.26¢,, + 0.04c%) +0.17¢f) +0.04c?)
—0.02¢16+0.64¢, —0.09¢, 17 — 0.24¢ 3y +0.04c 115 — 0.06¢ 1w +0.15¢%) —0.09¢], —
0.01cxp + 0.05¢k) +0.02¢,7, — 0.02¢h) — 0.19¢6 — 0.02ch) — 0.28¢5)" — 0.04cly)
0.52¢" — 0.01¢,, — 0.27¢,, — 0.03cid) 0.16c — 0.03c)y)

—0.24¢,640.01 ¢, —0.9¢w +0.21c 3 —0.14cwp+0.01c,5—0.11¢%) +0.01cp +
0.15¢§7) 4-0.1¢ 7, —0.03¢ 1y —0.08¢ly) +0.03¢6+0.05¢5)" +0.08¢ky” +0.05¢,,+0.03¢l)
+0.03cuG+0.03cuH+0.09cHW+0.15cHB+0.32cHWB+0.02c§,§ +0.01¢),+0.05¢pp —
0.1¢§7) + 0.83¢pp, — 0.25¢ 7, — 0.31cly) — 0.04eyy, — 0.05¢%)

+0.27¢u6 +0.38¢,11 +0.02¢ fyy +0.06¢15 + 0. 1c s +0.02c,w — 0.78¢\5) +0.37¢), +
0.07cpp + 0.01ck) — 0.04cz7, +0.09¢ky) +0.09¢q — 0.03¢ky” — 0.06cky) — 0.04ck)” —
0.03¢,, — 0.02¢4%)

+0.01¢,640.03¢, 7 +0.09¢ 7 — 0.38¢ 55 —O0. 65cHWB —0.08¢,w —0.17¢{3) +0.03¢], —
0.08cp — 0.02¢5) + 0.13¢47,, + 0.04¢ 7 — 0.56¢5) +0.09¢ 7, + 0.12¢hy) +0.02¢¢ +
0.18¢5) — 0.02c,§?)

+0.06¢,1+0.02¢ gy —0.09¢ 5 —0.13¢ 1w +0.37cuw +0.05¢85) —0.02¢), 4 0.02¢,7, —
0.14clp) +0.02¢47,+0.03¢k) —0.05¢6+0.04cky —0.89ck +0.06¢%)'+0.03¢,,, +0.02c5,
+0.04¢,1 — 0.03¢ 5 — 0.05¢wE — 0.02cw —0.1¢4) +0.03¢], 4 0.06¢ 7, — 0.05¢,,,+
0.11¢y) +0.01ep, +0.02¢Y) — 0.95¢q + 0.15¢h" +0.05¢5 +0.11chy)” + 0.13¢),
0. 01c<” +0.00¢)

—0.01euq —0.15¢uy +0.01emy — 0.2¢k5 — 0.36¢ w5 -+ 0. O2cuW —0.13¢%) —0.16¢], -
0.06¢pp + 0.37¢ 7, — 03¢y + 0.69¢ky) + 0.1eyy, + 0.14chy) + 0.14cq — 0.02¢h)” —
0.05¢5) — 0.01¢42 — 0.02¢,,, — 0.01c§7}

(8)

Table 17. Measurement directions corresponding to the 12 largest eigenvalues of the Fisher
information matrix of the SMEFT interpretation of the STXS measurement, shown as a decomposition

in terms of Wilson coefficients in the Warsaw basis.

The information matrix is obtained from the

covariance matrix Cgrflxs of the STXS measurement, computed using an Asimov data set generated
in the SM hypothesis, propagated to the SMEFT measurement using the linear parameterization.
Each linear combination is normalized to unit Euclidean norm. Only Wilson coefficients with a
coefficient larger than 0.01 are shown.
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Model parameter Observed Expected

Value Uncertainty Uncertainty

68% CL  95% CL 68% CL 95% CL

EVI —00008 QI foamz  +oome  +ooom
EV2 0.000  £0.006 3912 L3008 Eo01
EV3 004 £010  *g3p TGN 0%
EV4 -0.04 % 15 o5 ol
EV5 —0.2 +0.6 3 +0.6 MY
EV6 0.2 +0.8 i 108 +1.5
EV7 ~1.7 +1.0 Y] MY 122
EVS N R A T R
EV9 75 125 25 18 +10
EV10 0 ot o 3 s
EV11 —6 o iRH +10 +19
EV12 3 2 +a2 +12 +24

Table 18. Measured values of the EVn parameters in data (observed) and in an Asimov data
set generated under the SM hypothesis (expected). The linear SMEFT parameterization is used.
Numbers in bold script indicate that the uncertainty band is truncated at the value for which the
model pdf becomes negative.
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Model parameter Observed Expected

Uncertainty Uncertainty
Value
68% CL 95% CL 68% CL 95% CL

EV1 0.004 0% 30i oo To0s
EV2 —0.006 000 00 oo 0%
EV3 004 g T3 I R
EV4 —-008 g3 193 S A
EV5 029 *039 97 iy 9
EV6 0.0 108 o o 3
EV7 —09  fi2 Y 7 33
EV8 1.2 9 1% 7 59
EV9 17 fl4 iy 3 3
EV10 04 108 12 42 o8
EVI1 0.05 *o51 o ey o
EV12 12 10 33 ki 8

Table 19. Measured values of the EVn parameters in data (observed) and in an Asimov data set
generated under the SM hypothesis (expected). The linear+quadratic SMEFT parameterization
is used.
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C.3 Results including SMEFT propagator corrections

This appendix presents results similar to those in section 10, but with SMEFT corrections
applied to the mass and width parameters of off-shell SM particles, as implemented in the
SMEFTsiM generator [29]. These corrections are applied to the propagators of the W and
Z boson, the Higgs boson and the top quark in each process, at first order in the SMEFT.
These corrections are only available for the linear SMEFT parameterization.

Table 20 shows the observed results with the propagator corrections included, for
comparison with the ones in table 18. The EVn parameters are defined in the same way as
for the baseline linear parameterization. Differences from the baseline results are visible
in the measurement of EV3, due to the impact of W and Z propagator corrections on the
qq — V H processes. Small changes in the principal components of the measurements due
to the propagator corrections also lead to changes in the uncertainties in other parameters,
in particular EV1. This also leads to generally larger correlations between the measurements
than in the baseline linear parameterization, as shown in figure 25.
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Uncertainty

Model parameter Value

68% CL 95% CL

EV1 0.0001 0008  T0.008
EV2 0.000 +0.006 +3:912
EV3 005  +0.12 1022
EV4 —0.03 03 04
EV5 —0.2 +0.6 2
EV6 0.2 +0.8 e
EV7 20 gy o9
EVS -05 133 !
EV9 g2 2P Ty
EV10 1 i P
EV11 -5 a7 19
EV12 4 3 i

Table 20. Observed values of the EVn parameters in data together with their 68% CL and 95% CL
intervals in data for the linear SMEFT parameterization including corrections to the W, Z, Higgs
boson and top quark propagators as described in the text. Numbers in bold script indicate than the
uncertainty band is truncated at the value for which the probability distribution function of the fit
becomes negative.
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Figure 25. Observed linear correlation coefficients of the EVn parameters in the linear SMEFT
parameterization including corrections to W, Z, Higgs boson and top quark propagators.
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