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A search for the leptonic charge asymmetry (A%) of top-quark—antiquark pair production in
association with a W boson (W) is presented. The search is performed using final states
with exactly three charged light leptons (electrons or muons) and is based on /s = 13 TeV
proton—proton collision data collected with the ATLAS detector at the Large Hadron Collider
at CERN during the years 2015-2018, corresponding to an integrated luminosity of 139 fb~!.
A profile-likelihood fit to the event yields in multiple regions corresponding to positive and
negative differences between the pseudorapidities of the charged leptons from top-quark and
top-antiquark decays is used to extract the charge asymmetry. At reconstructed level, the
asymmetry is found to be —0.123 + 0.136 (stat.) = 0.051 (syst.). An unfolding procedure is
applied to convert the result at reconstructed level into a charge-asymmetry value in a fiducial
volume at particle level with the result of —0.112 + 0.170 (stat.) + 0.055 (syst.). The Standard
Model expectations for these two observables are calculated using Monte Carlo simulations
with next-to-leading order plus parton shower precision in quantum chromodynamics and
including next-to-leading order electroweak corrections. They are —0.084 *%:005 (scale)

~0.003
+0.006 (MC stat.) and —0.063 t%_%%z (scale) +0.004 (MC stat.), respectively.
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1 Introduction

The production of a top-quark—antiquark (¢7) pair in association with a W boson, commonly referred
to as tfW, is a rare process in the Standard Model (SM) which can be produced at the Large Hadron
Collider (LHC). State-of-the-art cross-section calculations for the t#W process are especially complex, as
large corrections arise from higher powers of both the strong and weak couplings [1]. Thus, measurements
of the tfW process represent a sensitive test of the predictions of quantum chromodynamics (QCD) and
the electroweak (EW) sector of the SM, as well as their interplay. Both the inclusive and differential
cross-section measurements are very relevant, as they can provide indirect hints of new physics beyond
the SM (BSM) in scenarios where at least one of the SM couplings is modified [2]. Furthermore, it can
be one of the main backgrounds in searches for BSM phenomena, such as supersymmetric squark or
gluino production or vector-like quarks [3, 4]. It also represents an irreducible background to many SM
measurements such as ¢7 production in association with a Higgs boson (17H) or the production of four top
quarks (¢7tf) [5, 6]. The inclusive cross section of tzW production has been measured by both the ATLAS
and CMS collaborations at 4/s = 13 TeV using partial and full (respectively) LHC Run 2 datasets [7, 8].

Illustrative Feynman diagrams contributing to t#W production at leading order (LO) and next-to-leading
order (NLO) for both QCD and EW production are shown in Figure 1 where ¢’ indicates a quark of
different flavour from that of the other initial-state quark. At LO, only the ¢’ initial state is present. At
NLO, the quark—gluon (gg) channels open up, whereas the gluon—gluon (gg) fusion production does not
contribute until next-to-next-to-leading order (NNLO) corrections are included.
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Figure 1: Examples of Feynman diagrams of 17W production at (a) LO and (b) NLO with one extra parton. The
diagrams show QCD and EW ¢fW production.

At the Tevatron, forward-backward asymmetries in 7 production have been measured with legacy results
found to be in agreement with SM calculations that include higher-order corrections [9, 10]. The asymmetry
in ¢f production arises at NLO due to the interference effects between amplitudes in the ¢4 initial state and
results in higher probability of top quark (or top antiquark) being produced in the direction of the initial
quark (antiquark). At the LHC, this production asymmetry results in a central-forward rapidity charge
asymmetry as top quarks (antiquarks) are produced with more forward (central) rapidities.

The top-quark-based rapidity charge asymmetry (A?%) is defined by

. N (A} > 0) = N (A}, <0)
“TN(AL,>0)+N (A, <0)’

)]

where A}, = |y;| — |y7] is the difference between the absolute rapidities of the top quarks (|y,|) and top
antiquarks (|yz|), respectively.



However, 17 production at the LHC is dominated by the charge-symmetric gg initial state. In t#W production
at the LHC, the relative dominance of the ¢4’ initial state leads to a larger rapidity charge asymmetry
with respect to #f production [11, 12]. Furthermore, the W boson present in t#W production is typically
radiated from the initial ¢¢’ state and, therefore, serves as a polariser of the initial gg’ state and in turn
the final ¢7 state. This polarisation further enhances the asymmetry between the decay products of the
top quarks and top antiquarks. The prospects for experimental observation of these asymmetries are
greatest in the case of the charged leptons originating from the top-quark (antiquark) decays. This is due
to the precision with which lepton kinematics can be reconstructed and the power with which reducible
background processes can be suppressed. The leptonic charge asymmetry (A%), in the following just
denoted as ‘charge asymmetry’, is defined similarly to Equation 1, but based on the pseudorapidities of the
leptons from the top-quark and top-antiquark decays.

Ref. [11] gives a comparison of NLO QCD matrix elements (MEs) matched to parton shower (PS)
calculations of the top-quark-based and leptonic charge asymmetries of ¢7 and t#W production in the full
phase space at v/s = 13 TeV. The charge asymmetry for t7W is larger with respect to ¢7 production at the
expense of a smaller cross section of the process. In addition to being sensitive to BSM physics, such as
axigluons and Standard Model Effective Field Theory (SMEFT) scenarios corresponding to four-fermion
operators, charge asymmetry measurements have the unique potential of discriminating between new
physics signals with different chiral structure that would have indistinguishable effects on cross section
observables.

Measurements of the top-quark-based charge asymmetry have been performed by the ATLAS and CMS
collaborations for 7 production. A combination of these ATLAS and CMS results at /s = 7 TeV and 8 TeV
for the top-quark-based charge asymmetry is reported in Ref. [13] and updated measurements have been
published by ATLAS and CMS using +/s = 13 TeV data [14, 15]. The measurements reported by CMS
in Ref. [16] include an extraction of the leptonic charge asymmetry for 77 production in a particle-level
fiducial volume. A measurement of AZ for ¢7 production in association with a photon has been reported by
ATLAS in Ref. [17]. None of these measurements show significant deviations from the SM expectations.
In Ref. [12], NLO QCD calculations of A% have been performed including top-quark off-shell effects,
which includes also the impact of different renormalisation and factorisation scale choices on A’ in the
multi-lepton channel at the LHC at /s = 13 TeV.!

This note presents a search for the leptonic charge asymmetry in t#W production using proton—proton (p p)
collision data at 4/s = 13 TeV in the trilepton (3¢) channel with the full Run 2 dataset, corresponding to an
integrated luminosity of 139 fb™!. The note is organised as follows: Section 2 provides a brief description
of the ATLAS detector. In Section 3, the used dataset as well as the simulated signal and background
processes are discussed. The reconstructed particle candidates are defined in Section 4. Section 5 gives an
overview on the event selection and on the definitions of the control and signal regions. The algorithm
used to identify reconstructed leptons originating from top quarks (antiquarks) is explained in Section 6. In
Section 7, the sources of systematic uncertainties that affect the search are discussed. The result of the
charge asymmetry at reconstructed level is presented in Section 8, whereas the unfolding procedure and
the extraction of the charge asymmetry at particle level are presented in Section 9. In Section 10, the
conclusions are drawn.

! Note that these results are given in terms of the rapidities of the leptons (Aﬁ’ y) and not the pseudorapidities.



2 The ATLAS detector

The ATLAS detector [18] at the LHC covers nearly the entire solid angle around the collision point?. It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadronic calorimeters, and a muon spectrometer incorporating three sets of large superconducting toroidal
magnets, each consisting of eight separate coils. The inner-detector system is immersed in a 2 T axial
magnetic field and provides charged-particle tracking in the range || < 2.5.

The high-granularity silicon pixel detector covers the vertex region and typically provides four measurements
per track, with the first hit typically being detected in the insertable B-layer installed before Run 2 [19,
20]. It is followed by the silicon microstrip tracker, which usually provides eight measurements per
track. These silicon detectors are complemented by the transition radiation tracker (TRT), which enables
radially extended track reconstruction up to || = 2.5. The TRT also provides electron identification
information based on the fraction of hits above a higher energy-deposit threshold corresponding to transition
radiation. Typically, around 30 TRT hits are measured in total.

The calorimeter system covers the pseudorapidity range || < 4.9. Within the region || < 3.2,
electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr)
calorimeters, with an additional thin LAr presampler covering || < 1.8 to correct for energy loss in
material upstream of the calorimeters. Hadronic calorimetry is provided by the steel/scintillator-tile
calorimeter, segmented into three barrel structures within || < 1.7, and two copper/LAr hadronic endcap
calorimeters. The solid angle coverage is extended with forward copper/LAr and tungsten/LAr calorimeter
modules optimised for electromagnetic and hadronic measurements respectively.

The muon spectrometer comprises separate trigger and high-precision tracking chambers measuring the
deflection of muons in a magnetic field generated by superconducting air-core toroids. The field integral of
the toroids ranges between 2.0 and 6.0 Tm across most of the detector. A set of precision chambers covers
the region || < 2.7 with three layers of monitored drift tubes, complemented by cathode-strip chambers in
the forward region, where the background rates are highest. The muon trigger system covers the range
[n| < 2.4 with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap regions.

Relevant events are selected to be recorded by the first-level trigger system implemented in custom hardware,
followed by selections made by algorithms implemented in software in the high-level trigger [21]. The
first-level trigger accepts events from the 40 MHz bunch crossings at a rate below 100 kHz, which the
high-level trigger reduces in order to record events to disk at about 1 kHz.

An extensive software suite [22] is used in the reconstruction and analysis of real and simulated data, in
detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulated event samples

The analysis is performed on data from pp collisions at 4/s = 13 TeV delivered by the LHC and recorded by
the ATLAS detector in the years 2015-2018. The bunch spacing for this data-taking period was 25 ns with

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle 6 as n = —1In tan(#/2). The angular distance is measured in units of
AR = /(A2 + (Ag)2.



an average number of pp interactions per bunch crossing (‘pile-up’) which varies by year and LHC beam
conditions and was in the range from 10 to 70 for almost all events. After requirements on the stability of
the beams, the operational status of all ATLAS detector components, and the quality of the recorded data,
the total integrated luminosity of the data set corresponds to about 139 fb™!. This value is derived from the
calibration of the luminosity scale using x—y beam-separation scans, following a methodology similar to
that detailed in Ref. [23], and using the LUCID-2 detector [24] for the baseline luminosity measurements.

Simulated Monte Carlo (MC) samples are used to model the contributions from the various SM processes.
The MC generators used for the hard-scattering, as well as the PS, underlying event and hadronisation, are
explained in the following. For some processes, in addition to the nominal simulation, alternative MC
samples are available which are used to evaluate the effects of different MC modelling uncertainties (see
Section 7.2). All MC samples are generated using a 25 ns bunch-spacing configuration.

The effect of pile-up was modelled by overlaying the hard-scattering event with simulated minimum-
bias events generated with PyTHia 8.186 [25] using the NNPDF2.3L0 [26] set of parton distribution
functions (PDFs) and the A3 set of tuned MC parameters [27]. Separate MC production campaigns are
used to model the different pile-up distributions observed in data for the years 2015/16, 2017 and 2018. The
simulated samples are reweighted to reproduce the observed distribution of the average number of collisions
per bunch crossing. The simulation of detector effects is performed with either a full ATLAS detector
simulation based on the GEaANT4 [28] framework or a fast simulation (ATLFasT-II) using a parametrisation
of the performance of the electromagnetic and hadronic calorimeters and GEant4 for the other detector
components [29].

The signal process (1fW) is simulated at precision of NLO in QCD with Suerpa 2.2.10 [30] and the
NNPDF3.0nnLo PDF set [31]. In this setup, multiple MEs are matched and merged with the SHERPA PS
model based on the Catani-Seymour dipole factorisation scheme [32, 33]. The virtual QCD corrections
for MEs at NLO accuracy are provided by the OpexLoops library [34, 35]. Up to one additional parton
is included in the NLO ME, and two, three or four additional partons are included at LO in QCD. The
merging scale parameter (iq), which sets a threshold to determine what part of the phase-space is filled by
the PS or the ME generator, is set to an energy of 30 GeV. Additional partons beyond ME-level accuracy
and below the merging scale threshold are, thus, described by the PS. The masses of the top quark and the
W boson are set to 172.5 GeV and 80.4 GeV, respectively [36]. In addition to the nominal prediction at
NLO in QCD, higher order corrections related to EW ¢fW contributions are also added as part of the signal
definition. The o and azasz corrections are added through MC event weights derived using the virtual
additive corrections in the formalism described in Ref. [37].

An alternative W sample uses MADGRraPHS_aAMC@NLO 2.9.3 [38, 39] (in the following denoted as
MGS5_aAMC@NLO) for the ME and is interfaced with PytHia 8.245 [40] for the PS, underlying event and
hadronisation modelling. This sample is generated with the FxFx algorithm [41] with up to one additional
parton at NLO accuracy and up to two additional partons at LO accuracy in QCD. The expected accuracy
of this sample is similar to that of the nominal SHErPA 2.2.10 sample. This multi-leg configuration makes
use of complex functional forms for the renormalisation and factorisation scales (u, and uf) which are
chosen dynamically and depend on the kinematics of the event after the merging of the core process with
the additional partons following the FxFx merging prescription [41-43]. They depend on the phase-space
configuration and are related to the clustering scales of the additional partons and on the core process.
The merging scale parameter is set to 30 GeV. The sample is simulated together with the NNPDF3.0nLo
PDF set and the A14 set of tuned MC parameters [44]. Top-quark decays are simulated at LO using the
MADSPIN program [45, 46]. Further alternative :#W samples are simulated with the PowHEG [47] generator
providing ME calculations at NLO in the strong coupling constant (@) with the NNPDF3.0nLo PDF



set and the A14 MC tune. These PowHEG W samples are interfaced either with PyTHia 8.245 or with
Herwic 7.2.1 [48-50] for the simulation of the PS, underlying event and hadronisation. All the alternative
ttW samples are normalised to the same cross section as the nominal SHERPA 2.2.10 sample in order not to
be sensitive to overall normalisation differences when comparing the two simulations.

The t7W EW corrections at the order of a’ay are simulated by an independent SuErpA 2.2.10 sample,
produced at LO in QCD with the same configuration as the nominal signal sample. Since the charge
asymmetry from these processes is negligible with respect to the nominal signal contribution, this MC
sample is treated as a background in the analysis.

The production of a ¢7 pair in association with a Z boson (t7Z) is simulated at NLO precision with
the MG5_aAMC@NLO 2.8.1 generator for the ME and PyTHia 8.244 for the PS, underlying event and
hadronisation, together with the NNPDF3.0nLo PDF set and the A14 MC tune. The mass of the Z boson
is set to 91.2 GeV [36]. The tfy* contribution and the Z/y* interference effects are taken into account,
with the samples including events with di-lepton invariant masses (m¢) down to 1 GeV. Additional tZ
samples using MG5_aMC@NLO 2.8.1 for the ME, but HErwic 7.2.1 for the PS along with the HErwiG
standard set of tuned parameters and the NNPDF3.0nLo PDF set are used for the evaluation of systematic
uncertainties associated with the PS and hadronisation. Further alternative t7Z samples with the same
settings as the nominal samples, but using the A14 eigentune variation Var3c [44], are used to evaluate
the uncertainty associated with the initial-state radiation (ISR). As it is done for tzW, the alternative tfZ
samples are normalised to the same cross section as the nominal sample.

The production of ¢, tfH and tW events is simulated at NLO with the PowHEG generator for the ME,
together with the NNPDF3.0nLo PDF set and the A14 MC tune. The Agamp parameter, which controls the
matching in PowHeG and regulates the high-pr radiation against which the ¢f system recoils, is set to 1.5
times the nominal top-quark mass. The events are interfaced with PyTtHia 8.230 for the PS, underlying
event and hadronisation. The ¢7 cross section is normalised to NNLO in QCD, including the resummation
of NNLL soft-gluon terms (NNLO + NNLL) [51, 52]. The t7H samples are normalised to NLO (QCD
and EW) using the calculations documented in Ref. [53]. The tW sample is normalised to NLO in QCD
including NNLL soft-gluon corrections [54]. An alternative 7 simulation is used with the same setup for
the ME, but the events interfaced with HErwig 7.1.3 [55] for the PS, underlying event and hadronisation
modelling. The HErwiG standard set of tuned parameters and the NNPDF3.0nLo PDF set are used for
them. Alternative t7H samples are used, where either the ME generator MG5_aMC@NLO 2.6.0) or the
PS algorithm (HerwiG 7.2.1) is changed with respect to the nominal ¢#H simulation.

A MC sample featuring the production of ¢7 events in association with photons (¢7y) is simulated at LO in
QCD with MG5_aAMC@NLO 2.3.3 and interfaced with PyThia 8.212, together with the NNPDF3.0nLO
PDF set and the A14 MC tune. This sample is, however, only used to assign an extra uncertainty on
additional photon radiation in the nominal #7 prediction. Details about this procedure can be found in
Section 7.2.

The production of a single top quark (or antiquark) in association with a Z boson and one extra parton (tZq)
is generated using the MG5_aMC@NLO 2.3.3 generator at NLO with the NNPDF3.0nnLo PDF set.
The events are interfaced with Pytaia 8.245 using the A14 MC tune. The 1Zg simulation includes also
off-shell Z boson decays to di-lepton pairs with invariant masses in the range ms, > 5 GeV. Single top
quark (antiquark) production in association with both a W and a Z boson (W Z) is simulated at NLO with
MG5_aAMC@NLO 2.2.2 and the NNPDF3.0nnLO PDF set, using PyTHia 8.235 for the PS simulation. The
interference between t7Z and tWZ is removed following a diagram-removal (DR) approach referred to as
‘DR1 scheme’ [56].



The MC samples featuring Z + jets production are simulated at NLO with the PowHEG generator for the
ME and interfaced with PyTHia 8.186 for the PS. The AZNLO [57] set of tuned parameters and the
NNPDF3.0nnLo PDF set are used. An alternative Z + jets simulation is done with the SHErRPA 2.2.11
generator where the default SHErRPA PS setup is used along with the NNPDF3.0nnLo PDF set. The Z + jets
samples feature events with mg, down to 10 GeV. The sample cross sections are normalised to NNLO
predictions [58]. The PowHEG + PyTHIA 8 sample uses PHoTos [59] for final-state radiation (FSR).

For the simulation of Z boson production in association with a photon (Z7y), a SHErPA 2.2.11 MC sample
with the NNPDF3.0nNLo PDF set is used. The events are simulated at NLO precision.

Di-boson processes featuring the production of three charged leptons and one neutrino or four charged
leptons (denoted as WZ + jets or ZZ + jets, respectively) are simulated using the SHERPA 2.2.2 generator,
with a similar setup as described for Z + jets. Events with up to one extra parton are simulated at NLO and
two or three partons at LO precision. MC samples featuring Higgs production in association with a W or
Z boson (H + W /Z) are generated at NLO using PowHEG interfaced with PyTtuia 8.230/8.235 for the PS,
together with the NNPDF3.0nLo PDF set and the AZNLO MC tune.

The production of four top quarks (##tf) is modelled at NLO with SHERPA 2.2.11 together with the
NNPDF3.0nNLo PDF set. The production of three top quarks (¢¢7) and the production of a ¢f pair with two
W bosons (¢1tWW) are simulated at LO using MG5_aMC@NLO 2.2.2 interfaced with PyTHia 8.186 with
the A14 MC tune and the NNPDF2.3L0 PDF set. Fully leptonically decaying tri-boson processes (WWW,
WWZ,WZZ and ZZ Z) with up to six leptons in the final states are simulated with SHERPA 2.2.2 and the
NNPDF3.0nLo PDF set. Final states with no additional partons are calculated at NLO, whereas final states
with one, two and three additional partons are calculated at LO.

For all MC samples except the SHERPA ones, the decays of b- and c-hadrons are simulated using the
EvTGen 1.2.0 program [60].

4 Event reconstruction

Electron candidates are reconstructed from clusters of energy deposits in the electromagnetic calorimeter
that are matched to tracks in the inner detector. They are required to satisfy pt > 10GeV and |n| < 2.47,
as well as likelihood-based electron identification (ID) requirement, corresponding to a ‘Tight’ working
point (WP) [61]. To reject non-prompt electrons, the reconstructed track associated with the electron
must pass the requirements |zo sin(68)| < 0.5 mm and |dy|/o(dy) < 5, where zo describes the longitudinal
impact parameter (IP) relative to the reconstructed primary vertex, dy is the transverse impact parameter
relative to the beam axis, and o (dp) is the uncertainty on dy. Electron candidates are excluded if their
calorimeter clusters lie within the transition region between the barrel and the endcap of the electromagnetic
calorimeter, 1.37 < |n| < 1.52.

Additional requirements are applied to the electron candidates to suppress the contribution of electrons
originating from converted photons (y-conversions). Electrons can be identified as internal- or material-
conversion candidates by checking for additional tracks close to the calorimeter clusters associated with the
electrons and the existence of conversion-vertices. Electrons which are identified as either internal- or

3 The primary vertex is defined as the vertex (at least two associated tracks with pt > 500 MeV) with the highest scalar sum of
the squared transverse momenta of the associated tracks.



material-conversion candidates, are rejected. These requirements are in the following denoted as ‘e/y
ambiguity-requirements’.

Furthermore, the electrons selected for the signal regions (SRs) of the analysis have to pass a requirement
on the electron isolation. An isolation WP is defined using a multi-variate likelihood discriminant that
combines electromagnetic shower shapes and track information from the inner detector to distinguish
prompt electrons from non-prompt/fake electrons from hadronic jets, y-conversions and heavy-flavour
hadron decays. The electrons satisfying the isolation requirements are in the following denoted as tight
electrons, whereas loose electrons are defined by the conditions listed in the previous paragraph and do not
need to pass the isolation requirement.

s

Muon candidates have to satisfy pt > 10GeV, |n| < 2.5 and an ID selection, corresponding to a ‘Medium
WP. This sets requirements on the number of hits in the different inner detector and muon spectrometer
subsystems and on the significance of the charge-to-momentum ratio (¢/p) [62, 63]. If a muon has
insufficient momentum resolution, the entire event is removed. Requirements on the IPs of the reconstructed
track associated with the muon candidate are applied to reject non-prompt muons. The track is required to
have |z sin(8)| < 0.5 mm and |dy|/o (dy) < 3.

As for electrons, an isolation requirement for the muons used in the SRs is applied, using the same approach
based on a multi-variate likelihood discriminant to distinguish prompt muons from non-prompt/fake muons.
Muons are denoted as tight or loose, depending on whether or not they pass this isolation requirement in
addition to the criteria listed above.

Jets are reconstructed using the anti-k, jet algorithm [64] on particle-flow objects [65] with the distance
parameter set to R = 0.4, as implemented in the FastJeT package [66]. The anti-k, algorithm is used to
reconstruct jets with a four-momentum recombination scheme, using the particle-flow objects as inputs.
The jet calibration is performed using the standard jet calibration procedure, which corrects the jet
energy to match on average the particle-level jet energy in simulation and applies an in-situ correction for
data [67]. To suppress jets from additional pp interactions within the same bunch crossing, a ‘Jet Vertex
Tagger’ (JVT) [68, 69] is applied to select jets. The jets are only kept if they have pt > 20 GeV and are
inside a pseudorapidity range of || < 2.5. In addition, JVT > 0.2 is required for jets with pt < 60 GeV
and |n| < 2.4, corresponding to a ‘Medium’ JVT WP.

The selection of jets containing b-hadrons (‘b-tagging’) is done with a multi-variate deep-learning algorithm
denoted as DL1r [70]. A selection that provides a 77% efficiency for identifying b-tagged jets (‘b-jets’) in
simulated 7 events, with a rejection factor of 130 against light-flavour jets and of five against jets containing
c-hadrons, is used.

Associated scale factors (SFs) are applied as multiplicative factors to the MC event weights, to correct
for the mis-modelling of efficiencies associated with reconstruction, identification, isolation and trigger
selection of electrons/muons, as well as the JVT and b-tagging selection for jets.

The missing transverse momentum is defined as the negative vector sum of the transverse momenta of
all selected and calibrated particle candidates (electrons, muons and jets). Low-momentum tracks from
the primary vertex that are not associated with any of the reconstructed particle candidates described
previously are also included as a ‘soft term’ in the calculation [71]. The magnitude of the missing transverse
momentum vector is denoted as E‘Tmss.

Ambiguities between the independently reconstructed electron, muon and jets can arise in the detector. A
sequential procedure, denoted as ‘overlap removal’ (OR), is performed to resolve these ambiguities and,
thus, avoids a double counting of particle candidates. It is applied as follows: if an electron candidate



and a muon candidate share a track, the electron candidate is removed. Jet candidates within a distance of
ARy 4 = \(Ay)? + (A¢)? = 0.2 from a remaining electron candidate are discarded. If multiple jets are
found in this area, only the closest jet is removed. If the electron-jet distance is between 0.2 and 0.4, the
electron candidate is removed. If the AR, 4 between any remaining jet and a muon candidate is less than
0.4, the muon candidate is removed if the jet has more than two associated tracks, otherwise, the jet is
discarded.

5 Event selection and definitions of control and signal regions

Only events with exactly three light leptons (electrons or muons), as defined in Section 4, are selected.
If additional tight electrons or muons are found in the event, the event is rejected. This is, however, not
the case for extra loose leptons. The transverse momenta of the three leptons have to be larger than 30,
20 and 15 GeV for the leading, sub-leading and third lepton, respectively. Events are selected with either
single-lepton or di-lepton (di-electron, di-muon and electron-muons) triggers with their minimum pt
thresholds varying from 12 to 26 GeV, depending on the lepton flavour, the trigger type and the data-taking
period [72, 73]. A logical ‘OR’ between the triggers is applied. A geometrical matching between the
selected leptons found in the event and the ones reconstructed by the trigger algorithms is required for an
event to be selected by a trigger. Furthermore, the pt of the lepton which fires a trigger needs to be above
the pr threshold of the respective trigger to ensure that the trigger is fully efficient.

The selected events are classified into four SRs, depending on their jet and b-jet multiplicities, as well
as their E%“iss. In addition, four control regions (CRs) are defined in order to constrain the dominant
backgrounds in the simultaneous fit to extract the result. The definitions of the SRs and CRs are summarised
in Table 1. The sum of the three lepton charges needs to be +1. A cut of the invariant mass of the
opposite-sign—same-flavour lepton pair (m?;SF) of at least 30 GeV is applied to remove the contributions
of low-mass lepton resonances (e.g. J/¢ — ¢*¢~). The number of Z boson candidates (Nz_cand.) is
defined by the number of OSSF lepton pairs found in the event, which have an invariant mass in the range
[mz — 10GeV, mz + 10 GeV]. It is required to be one for the CR for the t7Z background, but zero for all
the other regions. The CRs targeting non-prompt electron/muons arising from heavy-flavour (HF) hadron
decays (CR-HF, and CR-HF,) are separated by the flavour of the third lepton. Furthermore, the third
lepton is required to fail the isolation criteria in order to enrich these regions with HF leptons. The CR
for y-conversions (CR-y-conv) requires at least one of the leptons to be an electron which fails the e¢/y
ambiguity-requirements defined in Section 4.

6 Lepton—top-quark association

In the ¢t7W process, the leptonic charge asymmetry is manifested only in the leptons that originate from the
top quark and top antiquark. Hence, as this search targets events with three leptons, a problem arises when
selecting the two leptons used to calculate the difference between their absolute pseudorapidities (An®)
and ultimately the A% value. The leptons that originate from a ¢7 pair always have opposite-sign charges.
In a W event with three leptons, the two leptons with the same charge cannot both come from the 17
pair and will always contain one lepton from a top-quark or top-antiquark decay and one lepton from the
decay of the W boson produced in association with the ¢7 pair. This same-sign pair of leptons is henceforth
referred to as the ‘even’ leptons. The remaining ‘odd’ lepton will always originate from a top quark or



Table 1: Summary of the requirements applied to define the signal and control regions of the analysis. Nje includes

b-tagged and non-b-tagged jets. The labels ‘T’ and “T” refer to leptons which either pass all selection requirements
described in Section 4 (T) or fail the isolation requirements, but pass all others (T).

Pre-selection

Ne (€ =e/u) =3
ph (1%t/20d/319) > 30GeV, > 20GeV, > 15GeV
Sum of lepton charges +1
mOSSE > 30GeV
Region-specific requirements
SR-1b-10WNjets | SR-1b-highNjers | SR-2b-10WNjets | SR-2b-highNjes
Niets [2,3] >4 [2,3] >4
Npjets =1 =1 >2 >2
Emiss > 50GeV > 50 GeV - -
Nz cand. =0
Tight leptons TTT
e/y ambiguity-cuts all pass
CR-ttZ CR-HF, CR-HF CR-y-conv
£15/20d/3rd eee tte tlu tle, Let, el
Nijets >4 >2 >2 >2
Nbpjets >2 =1 =1 > 1
E{."iss - < 50GeV < 50GeV < 50GeV
Nz cand. =1 =0 =0 =0
Tight leptons TTT TTT TIT TTT
e/y ambiguity-cuts all pass all pass all pass > 1 fail

top antiquark. The problem of selecting the two leptons from top quark or top-antiquark decays is hence
reduced to selecting one of the even leptons to calculate An’.

This problem is addressed using a Boosted Decision Tree (BDT) classifier algorithm that computes a
discriminator value for each even lepton in each event. Large discriminator values correspond to large
probabilities that a given lepton originated from a top quark decay. Hence the lepton with the highest
BDT discriminator score is selected to calculate An’. The An® values calculated for the selected lepton
and the odd lepton are denoted by AngDT. Five input variables that each discriminate between leptons
from top-quark or top-antiquark decays and leptons from associated W boson decays are defined. They
are the masses and AR values of the two systems formed from the lepton and the closest and second
closest b-jets: mep,, mep,, AR(€ — bo), AR(£ — by), as well as the lepton pr. The training of the classifier
is performed using the nominal 17W Suerpa MC sample. The BDT classifier is implemented using the
Scikit-learn [74] package. The fraction of events in the 1#W sample in which the even lepton with the
highest BDT discriminator value originates from a top-quark or top-antiquark decay is estimated to be
~ 71%, using the information from the MC event record.
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7 Systematic uncertainties on background and signal estimation

The predictions of the W signal and the SM backgrounds are, in addition to the statistical uncertainties
of their according MC samples, affected by several sources of experimental and theoretical systematic
uncertainty. These uncertainties are classified into the different categories which are described in the
following.

7.1 Detector-related uncertainties

Detector-related uncertainties include the simulation of pile-up events, the integrated luminosity, as well as
effects related to the reconstruction and ID of the particle candidates used in the analysis.

The uncertainty in the combined 2015-2018 integrated luminosity is 1.7% [23], obtained using the
LUCID-2 detector [24] for the primary luminosity measurements. This systematic uncertainty affects all
processes modelled using MC simulations apart from the processes where the associated normalisation
factors are obtained from data in the simultaneous fit (see Section 8).

Uncertainties in the lepton reconstruction, ID, isolation and trigger efficiencies [61, 62, 75], electron energy
and muon momentum scale and resolution [61, 62] are considered. Uncertainties associated with jets
arise from the jet energy scale (JES), the jet energy resolution (JER) and the JVT requirement for the jet
selection [67]. Also uncertainties associated to the pile-up rejection [68], the scale and resolution of the
EITniss [71], as well as in the b-tagging efficiencies [70, 76, 77] are considered.

7.2 Signal and background modelling uncertainties

Different sources of systematic uncertainty in the theoretical predictions of the W signal are considered.
To evaluate the effect of y, and p uncertainties, the scales used in the ME of the SHErPA 17W sample are
varied simultaneously, as well as individually, by factors of 2.0 and 0.5 with respect to their nominal values.
Uncertainties associated with the PDF sets are evaluated according to the PDFALHC prescription [78].
They include internal variations of the nominal PDF sets which are added in quadrature, uncertainties due to
the choice of the PDF set, as well as variations of the a; parameter. The systematic uncertainties due to the
modelling of the ME are evaluated by comparing the prediction of the nominal MC sample with that of an
alternative W sample simulated with MG5_AMC@NLO + PytHia and the FxFx algorithm. Furthermore,
to evaluate the systematic uncertainties due to the PS, the hadronisation and the underlying event, the tfW
PowHEG + PyTHiA samples are compared to the PownEG + HErwiG samples and their relative differences
are applied as uncertainties to the nominal SHERPA prediction. As explained in Section 3, the alternative
samples employed for the evaluation of modelling uncertainties are normalised to the same cross sections
as the respective nominal samples, so that the systematic uncertainties cover only differences in the shapes
of kinematic variables, but not the overall normalisations of the processes.

For the theoretical systematic uncertainties of the 17Z background, the same prescriptions as for the t7W
process are used to evaluate the effects of the y; and uy uncertainties. For the systematic uncertainties due
to the PS, the hadronisation and the underlying event, the nominal ¢7Z prediction is compared with that of
an alternative ¢7Z sample simulated with the same ME generator (MG5_aMC@NLO), but interfaced with
Herwic instead of PyTHia. Further alternative #7Z samples using a set of variations of the A14 tune’s
parameters are used to evaluate the uncertainty associated with the ISR, as mentioned in Section 3.
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For the ttH, tZq and WZ/ZZ + jets backgrounds, y, and yy uncertainties are considered. To evaluate
the uncertainty in the ME, the PS, the hadronisation and the underlying event of t7H, the nominal
prediction is compared against those from the alternative fH MC samples which use either a different
ME generator (MG5_aMC@NLO) or PS algorithm (HerwiG). Furthermore, a normalisation uncertainty
of +5.8% and —9.2% is applied for ¢t7H, following the NLO (QCD + EW) calculations from Ref. [53].
For the tZg process, a normalisation uncertainty of 14% is applied, based on the dedicated ATLAS tZq
measurement described in Ref. [79]. For the WZ/ZZ + jets backgrounds, a conservative normalisation
uncertainty of 20% is used to account for differences in the quality of WZ/ZZ + jets modelling for different
b-jet multiplicities. This uncertainty was derived from the agreement between data and MC in several
validation regions enriched in WZ/ZZ + jets.

For the #f and Z + jets backgrounds — which can only contribute to 3¢ final states via the presence of an
additional fake or non-prompt lepton — g, and yr uncertainties are also considered. For the #7 process, the
PS, the hadronisation and the underlying event uncertainties are evaluated by comparing the nominal MC
sample (PowHEG + PyTHIA) With an equivalent ¢7 sample with the same ME generator, but interfaced with
HerwiG. An extra uncertainty associated with the photon radiation in #7 events is applied by comparing the
predictions from ¢7 and 7 + tt_y.4 For Z + jets, the uncertainties of the ME, the PS, the hadronisation and the
underlying event are evaluated from a comparison between the nominal MC samples (POWHEG + PyTHIA)
and alternative Z + jets (Z7y) samples, which are simulated with SHErPA. The same approach as for 7 is
followed to account for the uncertainty associated with the photon radiation in Z + jets events.

For the other (minor) background processes (tW, tWZ, tiWW, H+W /Z,VVV (V = W/Z), ttf and titf),
which typically contribute < 2% to the total event yields in the SRs, a normalisation uncertainty of 30% is
applied. This is a conservative approach, which should cover the known theoretical uncertainties of these
backgrounds. The same applies also to the MC sample featuring the 17W EW corrections at a>a, as this is
treated as a background in this analysis (see Section 3).

8 Extraction of the charge asymmetry at reconstructed level

To extract the leptonic charge asymmetry from the reconstructed leptons (detector level), a simultaneous fit
to the numbers of observed events in the SRs and CRs, as defined in Section 5, is performed. The fit is
based on the profile-likelihood technique, with a binned likelihood function defined as a product of Poisson
probabilities of the observed event yields in all the regions [80].

The normalisation factors for the most relevant background processes in the SRs, namely #£Z, non-prompt
electrons/muons from HF decays and electrons from y-conversions, are allowed to freely float in the fit.
Events containing non-prompt leptons from HF decays and electrons from y-conversions are selected
from processes which cannot contribute directly to the 3¢ final state: 7, tW and Z + jets. These events are
identified by requiring at least one lepton to originate from either a b/c-hadron (HF decay) or a converted
photon (y-conversion) according to the MC event record of the selected leptons. The variables used as
input for the binned likelihood fit in the CRs are the p of the third (softest) lepton in CR-HF, and CR-HF,,
as well as the Hy in CR-7Z,> since they show a sizable shape difference between the targeted processes
and the other SM backgrounds. In CR-y-conv, the total number of events is used.

4 The overlap between the photons radiated within the PS in the ¢7 (Z + jets) simulation and the photons coming from tFy (Zy) is
removed from #7 (Z + jets) for this comparison. This is done at particle level, where final-state photons which do not originate
from prompt particle decays are removed if they are inside the kinematic phase-space covered by the 7y (Zy) simulation.

5 The Hr is defined as the scalar sum of the pr of the selected jets in the event.
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Each of the four SRs are separated into Ay~ and An* regions. For the Ap~ (An™) set of regions, a single
factor Na;- (Nay+) models the relative normalisations of the signal yields across the four SRs. Accordingly,
the AZ value is extracted as a function of these normalisation factors. Similarly, separate normalisation
factors in the An~ and An* sets of regions for the major background processes are allowed to float freely in
the fit in order to avoid a bias from an assumption of SM asymmetries for these processes in data.®

The predicted and observed numbers of events in the SRs and CRs before performing the simultaneous
fit (‘pre-fit’) are given in Table 2. The indicated uncertainties consider statistical, as well as all experimental
and theoretical systematic uncertainties described in Section 7. The numbers of events in the SRs and
CRs after the fit to data (‘post-fit’) are given in Table 3. Comparisons between data and the post-fit SM
predictions for the variables that are used for the binned likelihood fit are given in Figure 2 for CR-HF,
and CR-HF,,, as well as in Figure 3 for CR-t7Z and CR-y-conv. The data and the post-fit predictions for
AngDT < 0and AngDT > ( in the four SRs are shown in Figure 4.

The normalisation factors for the major background processes, N7z, N;_Com,,

N and N (all obtained
separately for An~ and An*), together with NV ,,- and the AL value for the t7W signal, are given in Figure 5.
The normalisation factor for the t7W process has been checked and found to be (within its uncertainty)
compatible with the latest ATLAS and CMS ¢W cross-section measurements [7, 8]. Tests in MC have also
been performed to validate that the extracted Af, value is not biased by the absolute normalisation of the
ttW process.

The normalisation factors for some of the background processes (in particular N;;z and N

y_c(,m,) show

differences between Anp~ and An*. To quantify the impact of this effect on the A’ value, an alternative fit is
performed where each background is normalised with a single normalisation factor (not separated between
An~ and An*). This fit is performed with Asimov pseudo-data in the SR and data in the CRs, where the
normalisations of the backgrounds obtained from data are propagated to the Asimov pseudo-data in the
SR. The fit result is compared against an equivalent fit setup with the CRs separated in A~ and An*. The
difference between the results of these two fit setup is assigned as an extra systematic uncertainty to the
extracted A value. This uncertainty is found to be 0.046 and one the leading systematic uncertainties.

The leptonic charge asymmetry in #W is found to be
AL(1fW) = —0.123 + 0.136 (stat.) + 0.051 (syst.),
with a SM expectation calculated using the nominal W SHERPA simulation of
AL(1TW)sm = —0.084 7000 (scale) + 0.006 (MC stat.).

The contributions from the most relevant uncertainties are summarised in Table 4. The uncertainties
are symmetrised and grouped into several type-related categories and are shown together with the total
systematic and statistical uncertainties. The dominant systematic uncertainties can be attributed to the
aforementioned An* dependency, as well as the modelling uncertainties of the 7W and 17Z MC processes
detailed in Section 7. Overall, the result is limited by the statistical uncertainty of the data.

6 The inclusive charge asymmetries at parton level for the simulated #7Z and 7 samples are Ag = —0.015 and 0.004, respectively.
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Figure 2: Comparison between data and the post-fit predictions in (a,b) CR-HF, and (c,d) CR-HF,,. The distributions
are shown the pt of the third lepton (electron or muon), which is the variable that is used for the binned likelihood
fit. The regions are separated between An]‘;DT <0(Ap7)and Angm > 0 (An*). The error bands include the total
uncertainties of the post-fit predictions. The ratios between the data and the total post-fit predictions are shown in the
lower panels. Events with the pr of the third lepton above 50 GeV are included in the uppermost bins.
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Figure 3: Comparison between data and the post-fit predictions in (a,b) CR-#7Z and (c) CR-y-conv. The distributions
are shown for the variables that are used for the binned likelihood fit: Hr for CR-#7Z and the total event yields for
CR-y-conv. The regions are separated between An]‘;DT <0 (Anp7)and Anl‘;DT > 0 (An*). The error bands include
the total uncertainties of the post-fit predictions. The ratios between the data and the total post-fit predictions are
shown in the lower panels. Events with an Ht above 1 TeV are included in the uppermost bins of (a) and (b).
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Table 2: The predicted and observed numbers of events in the control and signal regions of the analysis. The
predictions are shown before the fit to data. The indicated uncertainties consider statistical as well as all experimental
and theoretical systematic uncertainties. Background categories with event yields shown as ‘—’ do not contribute
significantly to a region.

Process CR-11Z CR-HF, CR-HF,, CR-y-conv

An~ An* An~ An* An~ An* An~ An*
titW (QCD) 1.8 + 04 1.49+ 0.19 1.18+ 0.19 1.13+ 0.18 1.72+ 0.20 1.37+ 0.28 4.1 + 0.7 292+ 0.18
titW (EW) 0.18+ 0.07 0.16 = 0.06 0.10+ 0.04 0.09+ 0.04 0.09+ 0.04 0.14+ 0.05 023+ 0.08 036+ 0.12
1z 107 + 6 107 + 6 142+ 023 1.5 + 04 220+ 0.23 2.00+ 0.14 4.04+ 0.19 3.65+ 0.32
Non-prompt HF, - - 350  +40 362 +27 0.18+ 0.11 020+ 0.09 1.0 £ 0.6 0.67+ 035
Non-prompt HF, 0.14+ 0.08 0.19+ 0.09 0.20+ 0.09 0.28+ 0.10 | 520 =+40 530 +50 09 = 05 1.1 + 09
‘y-conversions 055+ 0.14 041+ 0.13 38 £ 25 47 = 29 26 = 24 33 £ 25 188 + 14 175 = 13
ttH 33 + 04 320+ 0.32 0.87+ 0.13 0.89+ 0.11 1.18+ 0.11 1.22+ 0.22 1.48+ 0.20 1.5 = 04
tZq 126 + 22 11.0 = 19 048+ 0.11 043+ 0.09 095+ 0.18 0.81+ 0.15 0.68+ 0.12 070+ 0.13
WZ/ZZ + jets 12 =+ 4 12 =+ 4 3.0 £ 09 33 £+ 1.0 72 + 24 79 + 25 3.1 = 09 29 = 038
Other 10.7 = 3.3 102 + 33 14 =+ 4 13 =5 17 =7 17 + 6 1.6 = 0.8 1.5 + 0.6
SM total 148 =10 146 +10 380 x40 387  £28 550  +40 560 +50 359 + 24 329 + 23
Data 156 176 315 373 551 592 34 40
Process SR-1b-lowNjeis SR-1b-highNjcis SR-2b-lowNjers SR-2b-highNjcis

An~ An* An~ An* An~ An* An~ An*
1ttW (QCD) 190 + 2.8 17 + 4 92 + 1.1 82 + 1.1 25 =7 21 £ 6 147 + 34 122 £ 19
titW (EW) 1.06+ 0.34 13 + 04 1.05+ 0.34 1.07+ 0.34 12 £ 04 1.3 £+ 04 1.8 + 0.6 1.6 + 05
tiZ 120 = 1.0 121 = 1.1 155 + 14 155 + 1.1 114 = 14 108 = 14 262 + 1.8 258 = 1.7
Non-prompt HF, 72 + 12 75 £ 1.5 1.7 =+ 0.7 1.6 + 0.6 0.7 = 0.5 0.6 = 0.5 0.69+ 0.35 037+ 0.19
Non-prompt HF, 125 = 2.0 13 + 4 32 + 0.8 35 + 1.3 135+ 034 I.11+ 033 1.0 =+ 04 09 + 0.5
‘y-conversions 6.7 £ 09 6.1 + 1.0 31 £ 05 34 £ 08 6.1 = 0.8 69 = 0.8 44 + 0.7 46 + 0.6
ttH 55 = 038 56 = 0.8 86 + 0.8 87 + 09 55 = 1.1 55 = 1.0 14.1 = 1.8 142 = 1.7
tZq 5.1 = 09 42 £ 0.7 140+ 0.31 1.15+ 0.27 28 £ 0.5 23 £ 04 1.92+ 034 1.64+ 0.30
WZ|ZZ +jets 15 =+ 4 14 =+ 4 80 + 28 76 + 25 29 + 09 22 = 07 22 = 07 22 = 07
Other 56 £ 20 51 = 1.6 45 = 24 47 = 15 26 = 1.1 29 = 13 10 =6 9 x5
SM total 8 + 6 8 + 7 56 + 6 56 + 6 59 +£9 5 =7 77 £ 8 73 0+ 7
Data 94 89 50 69 84 81 89 81

9 Unfolding and extraction of the charge asymmetry at particle level

To obtain the charge asymmetry at particle level in a specific fiducial volume, an unfolding procedure is
performed. This allows for the correction of detector effects, as well as signal efficiency and acceptance
effects. The procedure and the required definitions are explained in the following.

9.1 Particle-level objects
Particle-level objects in simulated events are defined using quasi-stable particles (with a mean lifetime

greater than 30 ps) originating from pp collisions. They are selected after hadronisation but before the
interaction with the various detector components or consideration of pile-up effects.

16



Table 3: The predicted and observed numbers of events in the control and signal regions of the analysis. The
predictions are shown after the fit to data. The indicated uncertainties consider statistical as well as all experimental
and theoretical systematic uncertainties. Background categories with event yields shown as ‘—’ do not contribute
significantly to a region.

Process CR-11Z CR-HF, CR-HF,, CR-y-conv

An~ An* An~ An* An~ An* An~ An*
titW (QCD) 32 = 07 22 £ 07 1.8 + 0.5 1.7 £ 05 26 = 0.8 1.8 + 0.8 70 = 13 44 + 13
titW (EW) 0.18+ 0.06 0.16 = 0.05 0.10+ 0.03 0.09+ 0.03 0.09+ 0.03 0.14+ 0.04 023+ 0.07 036+ 0.11
1z 114 13 138 +14 145+ 027 1.7 + 04 23 + 04 255+ 0.35 43 + 0.6 4.6 + 0.6
Non-prompt HF, - - 290  +18 346 +£20 0.15+ 0.02 0.19+ 0.02 059+ 0.27 052+ 0.17
Non-prompt HF, 0.13+ 0.01 0.20+ 0.02 0.20+ 0.02 028+ 0.03 | 516 +25 556  +25 08 + 04 1.3 £+ 08
‘y—conversions 040+ 0.18 0.52+ 0.16 28 + 22 6 =+ 4 1.9 £ 20 42 + 34 14 =6 22 =+ 7
ttH 33 + 04 323+ 0.31 0.86+ 0.13 0.87+ 0.10 1.16 = 0.11 1.19+ 0.22 1.49+ 0.20 1.6 =+ 04
tZq 126 + 22 11.0 = 19 047+ 0.10 042+ 0.08 095+ 0.17 0.79+ 0.14 0.68+ 0.11 070+ 0.12
WZ/ZZ + jets 102 + 29 106 + 3.1 26 £ 07 2.8 = 0.7 63 = 1.7 6.7 = 1.8 26 = 0.7 25 = 0.6
Other 108 + 3.2 10.0 + 2.9 14 =+ 4 13 =5 18 += 7 18 + 6 1.7 = 0.8 1.7 + 0.6
SM total 155 =12 175 £13 315 x18 373 +19 550 +23 591 +24 33 + 6 40 = 6
Data 156 176 315 373 551 592 34 40
Process SR-1h-lowNjess SR-1b-highNjcis SR-2b-lowNjers SR-2b-highNjcis

An~ An* An~ An* An~ An* An~ An*
1ttW (QCD) 32 + 6 27 £ 6 14 =+ 4 12.1 + 34 46 =+ 9 36 + 8 26 + 6 19 +£5
titW (EW) 1.04+ 032 13 + 04 1.04+ 0.32 1.05+ 0.32 12 £ 04 1.3 £+ 04 1.8 £ 05 1.6 + 05
tiZ 124 + 20 150 + 22 16.0 + 22 196 + 2.3 123 + 23 143 + 2.6 276 + 33 332 + 35
Non-prompt HF, 64 = 1.0 6.8 + 0.8 1.5 + 05 1.7 + 04 040+ 0.20 0.79+ 0.35 045+ 0.14 039+ 0.14
Non-prompt HF, 125 = 1.5 136 = 25 3.1 = 0.6 36 + 09 1.30+ 0.23 1.19+ 0.19 1.04+ 0.29 09 + 0.5
‘y-conversions 49 + 23 77 £ 26 23 + 1.1 43 + 1.6 46 = 2.1 88 + 29 33 £ 15 59 £ 19
ttH 54 = 038 55 + 038 84 + 08 86 + 0.8 55 = 1.1 56 = 1.0 143 = 1.7 144 = 1.7
tZq 50 = 09 41 £ 0.7 1.38+ 0.27 1.16+ 0.24 28 £ 0.5 23 £ 04 1.93+ 033 1.65+ 0.29
WZ|ZZ +jets 126 + 3.0 123 + 3.0 6.7 £ 2.0 65 + 1.8 25 = 07 19 £ 05 1.9 + 06 19 £ 05
Other 6.0 + 2.1 52 £ 16 36 + 1.8 46 = 14 29 = 12 33 £ 13 8 + 4 8 + 4
SM total 9 =+ 6 98 =+ 6 58 + 4 63 + 4 80 + 8 VR 8 + 6 86 =+ 5
Data 94 89 50 69 84 81 89 81

Particle-level electrons or muons are required to not originate from a hadron in the MC generator
event record, whether directly or through a 7-lepton decay. This ensures that they originate from a Z
or W boson (where the W boson can come either from prompt W production or a top-quark decay),
without requiring a direct match with the parent particle. The four-momenta of the bare leptons are
modified (‘dressed’) by adding the four-momenta of all radiated photons within a cone of size AR = 0.1,
excluding photons from hadron decays, to take into account FSR photons.

Particle-level jets are reconstructed with the anti-k; algorithm with a radius parameter of R = 0.4 applied to
all stable particles, but excluding the neutrinos originating from W or Z bosons and the selected electrons,
muons and photons used in the definition of the charged leptons. If b-hadrons with pt > 5 GeV are found
in the MC event record, they are clustered into stable-particle jets with their energies set to negligible
positive values (denoted as ‘ghost-matching’) [81]. Particle-level jets containing one or more of these
b-hadrons are considered as b-jets. The particle-level missing transverse momentum is defined as the
vectorial sum of the transverse momenta of all neutrinos found in the MC simulation history of the event,
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Figure 4: Comparison between data and the post-fit predictions for Anl‘;DT <0(Anp7)and AngDT > 0 (An*) in the
four SRs. The error band includes the total uncertainties of the post-fit predictions. The ratio between the data and
the total post-fit predictions is shown in the lower panel.

excluding those originating from hadron decays.

9.2 Particle-level fiducial volume
The particle-level fiducial volume is defined by the following requirements on the particle-level objects, as
defined in Section 9.1:

* Three electrons or muons with pt > 15GeV and || < 2.5.

* The invariant mass of all OSSF lepton pairs has to be larger than 25 GeV.

* No Z-candidate (as defined in Section 5) among the leptons.

* Atleast two jets with pt > 20 GeV, |5| < 2.5 and least one of them identified as a b-jet.

9.3 Unfolding procedure and charge-asymmetry extraction

The unfolding procedure is applied to the observed number of data events in the SRs. Similar to the method
used at detector level, described in Section 6, a method of associating leptons to top quarks (antiquarks)
is required to obtain the response matrix, essential to the unfolding procedure. In order to facilitate
reproduction of the particle-level fiducial volume, a simpler scheme is adopted that is independent of
the generator-specific MC event record and any multi-variate algorithm. The leptons originating from
top-quark decays are identified as the odd lepton and the even lepton that, when combined with the closest
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Figure 5: Normalisation factors for the major background processes, together with Na,,- for t7W and the A% value
extracted from the fit to data in the CRs and SRs. The normalisation factors, N;;z, N;,COHV, Nfp and NI’{‘F, are

obtained separately for Ar]]‘;DT <0(Ap~)and AngDT > 0 (An*). The indicated uncertainties consider statistical as
well as systematic uncertainties. The solid vertical line in the last entry shows the AY SM expectation, calculated
using the 17W SHERPA simulation.

b-jet in AR space, yield a £ — b system with a mass closest to the most probable mass for £ — b system
originating from a top-quark decay according to the nominal W simulation. This procedure has an
efficiency of approximately 65% to identify the correct leptons.

The following formula is used for the unfolding:

(reco N fid) N(reco n fid) N(reco N fid)
Nolded _ L DleiMi NI with M=t ai= o =l ——— @
i a; L4 2  (reco  fid) ’ ! Nreco 7 Nfid ’
J j t J
| ——
Rij

with the number N?d representing the content of bin j after the unfolding procedure. The response
matrix (R;;) is constructed from the migration matrix (M; ) and the acceptance and efliciency correction
terms (@; and &;) for each bin. The entries in the migration matrix represent the fractions of events at
particle level in a y-axis bin that are reconstructed at detector level in an x-axis bin. They are normalised
such that the sum of entries in each row is equal to one. The acceptance corrections @; account for events
that are generated outside the fiducial volume (‘fid”) but pass the selection at detector level (‘reco’), as
described in Section 5. The efficiency corrections &; account for events that are in the fiducial volume but
are not passing the detector-level selection. The symbol N represents the logical intersection of the two
regions.
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Table 4: List of the most relevant systematic and statistical uncertainties of the extracted leptonic charge asymmetry
Af.(tz—W ) from the simultaneous fit. For this table, the uncertainties are symmetrised and grouped into categories.
The quadratic sum of the individual uncertainties is not necessarily equal to the total uncertainty due to correlations
introduced by the fit.

| AAL(1iW)

Experimental uncertainties

Jet energy resolution 0.013
Pile-up 0.007
b-tagging 0.005
Leptons 0.004
Emiss 0.004
Jet energy scale 0.003
Luminosity 0.001
MC modelling uncertainties

ttW modelling 0.013
t1Z modelling 0.010
Non-prompt modelling 0.006
tt H modelling 0.005
Other uncertainties

An* dependency 0.046
MC statistical uncertainty ‘ 0.019
Data statistical uncertainty ‘ 0.136
Total uncertainty ‘ 0.145

The migration matrices, as well as the acceptance and efficiency correction terms, are built separately for
each of the SRs defined in Table 1. As an example, Figure 6 shows the (a) migration matrix, as well as
(b) efficiency and (c) acceptance correction factors that are used for SR-2b-lowNjes, which is the region
with the highest /W purity. The fraction of events in the diagonal elements of the migration matrix shows
the quality of the resolution for An’, which is around 90%. The efficiency corrections are at a level of
11-12% and the acceptance corrections are around 95%. None show notable dependence on Azn’.

The unfolding procedure is the same as in Ref. [17] and based on a profile-likelihood approach (‘profile-
likelihood unfolding’). With this approach, the unfolding problem is transformed into a standard problem
of fitting normalisations of distributions. Each bin in the particle-level distribution is ‘folded’ through the
response matrix via Equation 2, resulting in the same numbers of bins at detector level. The particle-level
bins are treated as separate sub-samples which are multiplied with their respective entries of the response
matrix and freely-floating parameters are assigned to each of these sub-samples at detector level. Similarly
to the fit described in Section 8, the freely-floating parameters are assigned to the major backgrounds in
the SRs: Niz, Ny convs Ny and Nfi- These normalisations and the analysis regions are split into An*
and An~, in the same way as the detector-level results. Thus, the detector-level distributions are scaled by
some factors, determined by fitting the data, and these factors are then used to scale the corresponding
particle-level bins which gives the desired unfolded result. The charge asymmetry is defined as the
parameter of interest and is related to the normalisation factors in the unfolded bins. For the CRs, no
response matrices are built. However, as the signal contamination in these regions is very small compared
to the total event yields, an approximation is taken where the signal is treated as an additional background.
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Figure 6: The (a) the migration matrix and the (b,c) the efficiency/acceptance corrections which are used as input for
the unfolding of SR-2b-lowNjes. The matrices are normalised such that the sum of any given row is 100%, although
small differences may be present due to rounding. The error bars of the efficiency/acceptance correction terms
represent the MC statistical uncertainties per bin based on the nominal W SHERPA sample.

An exception is CR-y-conv where, due to the high signal contamination, response matrices are also built.
No regularisation is applied in the unfolding.

The systematic uncertainties on the signal and background processes considered for the unfolded results
are the same as for the results at detector level (described in Section 7). Systematic uncertainties in the
background processes are propagated to the unfolded distributions by varying the detector-level distributions
within their uncertainties and repeating the unfolding procedure. The modelling uncertainties of the t7W
signal are propagated through the unfolding procedure, using variations of the response matrices.

A so-called ‘injection test’ is performed to verify that charge asymmetries deviating from the SM prediction
can be recovered in the unfolding procedure. This is done by injecting artificial non-SM A’ values into
the particle level predictions via modified MC event weights, which are propagated to detector level and
treated as pseudo-data in the fit. The unfolding procedure is then performed on this pseudo-data for several
positive and negative deviations of the SM A% to compute the relation between the injected and extracted
Af. values and to estimate the bias that the fit procedure introduces. After the fit to real data, the observed
AY is substituted into the relation to extract the bias. The bias estimated from this procedure is found to be
0.011. Although this value is well covered by the aforementioned systematic uncertainties, it is added as an
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extra uncertainty on the to the unfolded A’ value to account for this effect.

The charge asymmetry value, unfolded to particle level (PL) in the fiducial volume defined in Section 9.2,
is found to be
AL(riw)PE = —0.112 + 0.170 (stat.) + 0.055 (syst.),

with a SM expectation calculated using the nominal W SHErPA simulation of

AL(tTW) gy = —0.063 7900 (scale) + 0.004 (MC stat.).

The nominal values for the background normalisations are the same as reported in Section 8. The
contributions from the most relevant uncertainties of the charge asymmetry at particle level are given in
Table 5. The sources of uncertainty are similar to the ones reported in Table 4, with the Ap* dependency,
the modelling of the t#W and t7Z MC processes and the statistical uncertainty being the dominant ones.
The statistical uncertainty is slightly increased with respect to the detector-level result due to the unfolding
procedure.

Table 5: List of the most relevant systematic and statistical uncertainties of the leptonic charge asymmetry at particle
level A (¢7W)PL. For this table, the uncertainties are symmetrised and grouped into categories. The quadratic sum of
the individual uncertainties is not necessarily equal to the total uncertainty due to correlations introduced by the fit.

| AAL(riw)P*

Experimental uncertainties

Leptons 0.014
Jet energy resolution 0.011
Pile-up 0.008
Jet energy scale 0.004
Emiss 0.002
Luminosity 0.001
Jet vertex tagger 0.001
MC modelling uncertainties

ttW modelling 0.022
ttZ modelling 0.017
Non-prompt modelling 0.015
Others modelling 0.015
WZ/ZZ +jets modelling 0.014
ttH modelling 0.006
Other uncertainties

Unfolding bias 0.011
An* dependency 0.039
MC statistical uncertainty | 0.027
Response matrix | 0.009
Data statistical uncertainty | 0.170
Total uncertainty | 0.179
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10 Conclusions

This note presents a search for the leptonic charge asymmetry in W production using pp collision data
at v/s = 13 TeV with the full Run 2 dataset, corresponding to an integrated luminosity of 139 fb™!. The
leptonic charge asymmetry is defined as the pseudorapidity difference between the two leptons associated
with top quarks (or top antiquarks). The search is performed in 3¢ final states using reconstructed light
leptons (electrons or muons), together with jets and b-jets. To correctly associate the leptons with either
top quarks or top antiquarks, a technique based on a BDT is used.

The charge asymmetry at reconstructed level is obtained by performing a simultaneous profile-likelihood
fit to data in different signal and control regions optimised for either the W process or the major SM
background processes (¢fZ, non-prompt leptons from HF decays or electrons from y-conversions). The
charge asymmetry is extracted together with the normalisations for these background processes and is
found to be

AL(1iW) = —0.123 + 0.136 (stat.) + 0.051 (syst.),

with a SM expectation calculated using the nominal W SuerpA simulation of
AL(1TW)sm = —0.084 7000 (scale) + 0.006 (MC stat.).

An unfolding procedure is used to obtain the charge asymmetry at particle level in a specific fiducial
volume in the 3¢ channel. The unfolding is based on a profile-likelihood approach, where the unfolding
is performed together with fitting normalisations of the major background processes, equivalently to the
approach followed to derive the charge asymmetry at reconstructed level. The charge asymmetry at particle
level yields

AL(itw)PE = —0.112 + 0.170 (stat.) + 0.055 (syst.),

with a SM expectation calculated using the nominal W SHERPA simulation of
AL(tTW)Ey = -0.063 0007 (scale) + 0.004 (MC stat.).

The most relevant systematic uncertainties affecting this search can be attributed to the Ap* dependency of
the fit, as well as the modelling uncertainties of the #W and 17Z MC processes in the 3¢ channel. However,
both the reconstructed and particle-level results are severely limited by the statistical uncertainties of the
data.
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Appendix

Figure 7: The most relevant systematic uncertainties ranked by their impact on the Af. parameter at reconstructed
level. The impact of the uncertainties is shown before and after the combined profile-likelihood fit to data in the
signal and control regions. Pulls introduced by the fitting procedure are also shown. The entries shown in bold are
the uncertainties of the freely-floating background normalisations. ME stands for ‘matrix element’, PS for ‘parton
shower’ and JES for ‘jet energy scale’. The y-uncertainties refer to the MC statistical uncertainties in a specific

region and bin.
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Figure 8: The most relevant systematic uncertainties ranked by their impact on the Aﬁ parameter at particle level.
The impact of the uncertainties is shown before and after the combined profile-likelihood fit to data in the signal
and control regions. Pulls introduced by the fitting procedure are also shown. The entries shown in bold are the
uncertainties of the freely-floating background normalisations. ME stands for ‘matrix element’, PS for ‘parton shower’
and JES for ‘jet energy scale’. The y-uncertainties refer to the MC statistical uncertainties in a specific region and bin.
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Figure 9: The (a) the migration matrix and the (b,c) the efficiency/acceptance corrections which are used as input for
the unfolding of SR-1b-lowNje;s. The matrices are normalised such that the sum of any given row is 100%, although
small differences may be present due to rounding. The error bars of the efficiency/acceptance correction terms
represent the MC statistical uncertainties per bin based on the nominal /W SHERPA sample.
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Figure 10: The (a) the migration matrix and the (b,c) the efficiency/acceptance corrections which are used as input
for the unfolding of SR-1b-highNjes. The matrices are normalised such that the sum of any given row is 100%,
although small differences may be present due to rounding. The error bars of the efficiency/acceptance correction
terms represent the MC statistical uncertainties per bin based on the nominal ##W SHErPa sample.
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Figure 11: The (a) the migration matrix and the (b,c) the efficiency/acceptance corrections which are used as input
for the unfolding of SR-2b-highNjes. The matrices are normalised such that the sum of any given row is 100%,
although small differences may be present due to rounding. The error bars of the efficiency/acceptance correction
terms represent the MC statistical uncertainties per bin based on the nominal ##W SHErPa sample.
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