


















−



,

−













1





2

( ) = ( ),

= ( + + ),

=





=

[ ] /

, = /( ) ,

= / ≃
=

= [ ( ) − ( )] = /[ ( + )]
,

/ = /

( ) ∝ ( / )

≃ √ .

≃ ( +
( )√ ).

≃
√

( )
,



√

( ) =
( )

(
< >

) −
< >

(−
< >

)

( )

=

(

< >
)

,

=
√

< ( − < >) >

ˆ

ˆ = ,

>
ˆ

≃ ≃ .





= = − ,

≪

( ) = ( ) ( + ),

~( )

~( ) = ~ ( ) + [ ~ − ~ ( )],

~ ( )
~ = −∂~ /∂

~





= |~ | /( ) −
|~ ( )| = |~ ( )− ~( )|

|~ ( )| − | ~( )||~ ( )| + | ~( )| − |~ ( )| = .

/ ≪

( ) = + ( ) ( ) ( + )

± ( + )
√

( )
√

− ( )
( + ),

~

( )

( ) =
( )

.

≪ /
−

( = / )

⊥
( ) = − ( ) ( + ).

≪ /

⊥
( ) =

( = )

‖
( ) = − ( ) ( + ) + ( + )

√

( ) .



‖( ) =
‖
− ≈

√

( ) ( + ) ≈
√

( ).

+

( , )

( ) =

∫ ∞

−∞
( − ( ), ) .





= ˆ ( + ),

ˆ

=
√

± ( + ).

±





= ( ) ˙ = ( )

=

( ) = ˙ ( )
˙

˙ >

+( ) =
+ − −

+

− ( +− +),

= | | = ( ˙ )−
−

˙ <

−( ) =
− +(

−

−
cosh − − sinh −).

± =
√

− ± | | ± = ± ∗ = ˙ /
∗

∗ = + ∗ = /[ − + ( )− ( )]
∗

(̂ )
±( )

±( ) =

∫ +∞

−∞
ˆ (̂ ) ±( − )̂.

(̂ ) = √ exp (− ˆ ) = ˙

˙ > + ˙ < −

= +/ −.



3

.
. ∼

− .

= = .
=

.



± %

.

. . %

∼













∼
∼

∼ −

∼
∼







%

∼ %



4



∼

± %

∼
∼

± %

± %

.





∼
∼

%

√

≃ √ ,

≃ √ ,

∼ .
∼ . ∼ . ∼ .



∼ .

. .

,
.

ˆ = ,



> .

ˆ

ˆ

ˆ

.
.

/ < . / =

/ ∼ . / =

/
/ = / = .

%



ˆ

± % ∼ %

ˆ

−

~ , ~ , ... ~





∼



∼



˙ >
˙ <

.









+

−

∼ .

∼ .

= +/ −

, ( ) . ± .

, ( ) . ± .

, ( ) . ± .

, ( ) . ± .

∼ .
∼ .

∼



5

∼ %

∼
∼ ± %

∼ %



∼





A



Journal of Physics B: Atomic, Molecular and Optical Physics

J. Phys. B: At. Mol. Opt. Phys. 53 (2020) 184004 (12pp) https://doi.org/10.1088/1361-6455/ab9c38

Single-shot temporal characterization of

XUV pulses with duration from ∼10 fs to

∼350 fs at FLASH

Rosen Ivanov1 , Ivette J Bermúdez Macias1, Jia Liu2 , Günter Brenner1,
Juliane Roensch-Schulenburg1, Gabor Kurdi3, Ulrike Frühling4,5,
Katharina Wenig4, Sophie Walther4,5, Anastasios Dimitriou4,5, Markus
Drescher4,5, Irina P Sazhina6, Andrey K Kazansky7,8,9, Nikolay M
Kabachnik1,2,6 and Stefan Düsterer1

1 Deutsches Elektronen-Synchrotron (DESY), Notkestrasse 85, D-22603 Hamburg, Germany
2 European XFEL GmbH, Holzkoppel 4, D-22869 Schenefeld, Germany
3 Elettra-Sincrotrone Trieste, 34149 Basovizza, Trieste, Italy
4 Institute for Experimental Physics, University Hamburg, Hamburg, Germany
5 The Hamburg Centre for Ultrafast Imaging, Luruper Chaussee 149, Hamburg, Germany
6 Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow 119991, Russia
7 Departamento de Fisica de Materiales, University of the Basque Country UPV/EHU, E-20018 San

Sebastian/Donostia, Spain
8 Donostia International Physics Center (DIPC), E-20018 San Sebastian/Donostia, Spain
9 IKERBASQUE, Basque Foundation for Science, E-48011 Bilbao, Spain

E-mail: rosen.ivanov@desy.de

Received 17 April 2020, revised 29 May 2020

Accepted for publication 12 June 2020

Published 17 July 2020

Abstract

Ultra-short extreme ultraviolet pulses from the free-electron laser FLASH are characterized

using terahertz-field driven streaking. Measurements at different ultra-short extreme ultraviolet

wavelengths and pulse durations as well as numerical simulations were performed to explore

the application range and accuracy of the method. For the simulation of streaking, a standard

classical approach is used which is compared to quantum mechanical theory, based on strong

field approximation. Various factors limiting the temporal resolution of the presented terahertz

streaking setup are investigated and discussed. Special attention is paid to the cases of very

short (∼10 fs) and long (up to ∼350 fs) pulses.

Keywords: temporal diagnostic, XUV pulses, SASE FEL, FLASH, THz streaking, single

cycle terahertz pulse

(Some figures may appear in colour only in the online journal)

1. Introduction

Free-electron lasers (FELs) working in the extreme ultravio-

let (XUV) and x-ray region deliver unrivalled intense pulses

Original content from this work may be used under the terms

of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title

of the work, journal citation and DOI.

of fs-duration [1–6]. They allow the investigation of basic

light–matter interactions at high photon intensities such as

multiphoton ionization of atoms and molecules. The most

promising application of the XUV FELs is the investigation of

the time evolution of electronic processes by applying pump-

probe techniques. For the realization of this method it is crucial

to know the temporal characteristics of the XUV pulses deliv-

ered by the FEL such as arrival time, pulse duration and—at

best—the temporal shape of the pulses.

0953-4075/20/184004+12$33.00 1 © 2020 The Author(s). Published by IOP Publishing Ltd Printed in the UK
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Most FELs in the XUV and x-ray range operate in the

self-amplified spontaneous emission (SASE) regime relying

on stochastic processes, resulting in pulses varying on a shot-

to-shot basis [7, 8]. Each pulse is composed of independent,

temporally coherent spikes, with the duration of these spikes

ranging from hundreds of attoseconds to tens of femtosec-

onds depending on the wavelength and coherence length of

the FEL process. The stochastic nature of the FEL radiation

leads to large shot-to-shot fluctuations in the temporal char-

acteristics of the pulses. Most of the known temporal charac-

terization methods are based on averaging over many pulses

[9], which strongly limits the accuracy of the pump-probe

experiments. The necessity to know the duration and tem-

poral profile of each individual pulse stimulated the devel-

opment of different methods that are suitable for single-shot

temporal characterization. Besides terahertz (THz) streaking,

there are mainly three different techniques available: (1)—the

observation of optical properties changes in solid thin films

upon XUV pumping (e.g. [10, 11]). This method however

only works within a very limited dynamic range in the XUV

and it is questionable how the method can be scaled to the

MHz high-repetition rate of FLASH. (2) A different approach

investigates the temporal profile modulation of the electron

bunch during the XUV/x-ray creation process using a radiofre-

quency transverse deflector device [12]. It has been shown that

these measurements can provide photon pulse durations with

very high temporal resolution, however, currently cannot be

scaled to the burst mode structure of FLASH. (3) A similar

approach using an optical replica of the electron bunch mod-

ulation (‘optical afterburner’) [13] is potentially also able to

deliver single-shot pulse duration information but has so far

not been demonstrated experimentally.

THz streaking [14–19] on the other hand can overcome

these limits and has the potential to deliver single-shot pulse

duration information basically wavelength independent and

over a large dynamic range (in pulse duration and FEL energy).

It can be operated with repetition rates up to several hundred

kHz (potentially even MHz). In addition, it can provide arrival

time information of the FEL pulse with respect to the laser

driving THz generation for each single pulse with an accuracy

well below 10 fs [18]. Due to its wide working range the con-

cept can not only be used at soft x-ray FEL like FLASH, but

also at hard x-ray FELs [17, 20].

Recently a THz-field driven streaking setup has been

installed at FLASH1 [18] delivering photon pulse duration

as well as arrival time information for each individual XUV

pulse. In this paper, we report on measurements performed

with this streaking setup and theoretical simulations devoted

to the investigation of its accuracy and limitations. Previous

THz streaking experiments [14, 15, 17, 19] have been per-

formed at fixed FEL settings where the average XUV wave-

length, pulse duration and pulse energywere essentially stable.

Here, for the first time, a comprehensive collection ofmeasure-

ments recorded at various FEL parameters governing the pulse

duration are presented. From shortest possible FLASH SASE

pulses in the sub 10 fs range (single longitudinal mode) with

only few µJ of pulse energy to intense>100µJ pulses contain-
ing a large number of longitudinal modes extending to pulse

durations>300 fs (FWHM) have been investigated.

The paper structure is as follows: the next section is devoted

to the theoretical description of the streaking process which

is used in the simulations and the reconstruction of the tem-

poral profiles from the electron time-of-flight (eTOF) mea-

surements. In section 3 the experimental setup at FLASH1 is

briefly described providing necessary information about the

parameters of the XUV and the THz fields. In subsection 3.2

the analysis of the possible error sources as well as limitations

of the described streaking setup is given. Section 4 presents

experimental results for different XUV pulse durations and

various parameters of the THz field. Finally, we conclude in

section 5.

2. Theoretical background

2.1. Streaking principle.Classical description

We consider the photoionization of an atom by a short (fem-

tosecond) XUV pulse in the presence of a co-propagatingTHz

radiation field. Both fields are linearly polarized in the same

direction. In the scope of the current paper, we assume a single-

cycle THz pulse with duration much longer than that of the

XUV pulse [15]. The XUV pulse produces a distribution of

photoelectrons via ionization that carries the temporal infor-

mation of the ionizing XUV pulse. The kinetic energy of the

photoelectrons is modified by the interaction with the THz

electric field, and their final energy is determined by the instant

THz-field vector potential at the moment of ionization. Thus,

the temporal structure of the electron wave packet is mapped

onto the kinetic energy distribution of the photoelectrons.

Classically, one can write the final energyW of photoelec-

trons emitted at the instant of time t as (atomic units (a.u.) are

used in this section unless otherwise indicated)

W (t) = W0 + qATHz (t) cos θ − (ATHz(t))
2/2, (1)

where W0 is the initial energy of the ejected electron with-

out THz field, q =
√
2W is its final linear momentum directed

at angle θ to the polarization direction of both pulses, and

ATHz (t) = −
∫∞
t
ETHz(t

′)dt′ is the THz-field vector potential,

with ETHz(t
′) being the THz electric field. Note that the THz

field is weak and the quadratic term in equation (1) can

be ignored. One can further simplify the THz field-induced

photoelectron energy modulation to ∆Wstreak = W −W0
∼=

qATHz (t) by assuming θ = 0 (detecting only electrons along

the polarization direction). Thus, the shift of the kinetic energy

peaks provides the arrival time of the XUV pulse.

The relation between the time interval δt and the energy

interval δ(∆Wstreak) is as follows:

δ (∆Wstreak) = sδt = q
dATHz(t)

dt
δt, (2)

where s is the so-called streaking speed. As a first approxima-

tion, the value smay be set to be a constant proportional to the

derivative of the vector potential at the center of the slope. The

pulse duration τXUV can thus be extracted from the broadening

2
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of the photoelectron spectrum due to the presence of the THz

field. For a Fourier limited Gauss-shaped peak the following

equations apply:

σ2
streak = σ2

ref + s2τ 2XUV, (3a)

τXUV = s−1

√

σ2
streak − σ2

ref, (3b)

with σstreak and σref being the widths of the peak with and

without the THz field, respectively.

If the XUV pulse has a linear chirp, e.g. EXUV (t)

= ẼXUV (t) cos
(

ωt + ct2
)

where ẼXUV (t) is the envelope and

ω is the center frequency of the XUV field, equation (3a)

becomes σ2
streak = σ2

ref + τ 2XUV
(

s2 + 4cs
)

which may be used

for experimental determination of the chirp [14, 19, 21].

As the THz pulse is focused the phase of the THz field

changes continually along the propagation direction. This

effect, often called Gouy phase, changes the phase by 180◦

across the Raleigh range. Thus, electrons generated at differ-

ent positions within the interaction region are accelerated by a

slightly different THz field and therefore experience a differ-

ent energy modulation. This leads to an additional broadening

σGouy of the photoelectron line independent of the XUV pulse

duration [21]. The broadening can, at least approximately, be

determined from the THz focusing geometry and the accep-

tance volume from which the electrons are collected. This

Gouy phase broadening has to be subtracted from the actually

measured width:

τXUV = s−1
√

σ2
streak − σ2

ref − σ2
Gouy. (4)

2.2. Quantum mechanical simulation

A more accurate description of the streaking process can be

achieved by a quantummechanical approach. For calculations

of the double differential cross section of the photoionization

(in energy and angle), the strong field approximation (SFA)

can be used [22] since it is valid for medium strong streaking

fields and relatively fast electrons (kinetic energies of more

than 1 a.u. (27.2 eV)). Realization of the SFA in the con-

text of streaking was discussed in references [23–26]. Within

this approximation, pulse duration, temporal profile, kinetic

energy, target gas, streaking field and strength can be indepen-

dently varied to study the role of each parameter in the streak-

ing process. As a result, the simulation provides the energy

and angular resolved double differential cross sections for the

streaked photoelectrons. Several examples will be discussed

later.

The SFA approach, however, is computationally rather

demanding limiting its applicability in fast (on-line) shot-to-

shot analysis of experimental spectra. The description of the

process can be significantly simplified within a quasi-classical

approach using the stationary phase method as suggested in

[24, 25]. Recently, a very simple and fast method of FEL pulse

retrieval from the THz streaking spectrum has been suggested

in reference [26]. Themethod is based on SFA and uses the sta-

tionary phase approximation. As shown in reference [26] the

double differential cross section (DDCS) for XUV ionization

in the presence of the THz field can be presented as:

dσ

dWdΩ
(W, θ) =

2πE2
XUV (ts)

ETHz (ts)

√

q20 − 2W sin2 θ

dσ(0)

dWdΩ

(

W̃ s, θ̃s

)

,

(5)

where the last factor is the common DDCS of photoionization

of the l0 shell of the atom by the XUV pulse alone which can

be presented in a standard form:

dσ(0)

dWdΩ
(W̃s, θ̃s) =

σl0
(0)

(

W̃s

)

4π
(1+ β

(

W̃ s

)

P2 (cos θs)), (6)

hereσl0
(0)(W̃s) andβ

(

W̃s

)

are the cross-section and anisotropy

parameter for the photoionization of the l0 shell of the atom

by the XUV pulse alone, P2(x)is the second Legendre polyno-

mial. The energy W̃s and angle θ̃s are defined as:

W̃s =
1

2

∣

∣

∣
	q− 	ATHz(ts)

∣

∣

∣

2

, (7)

θ̃s = arccos
(

cos θ − ATHz (ts) /q
)

. (8)

They have the meaning of the electron energy and emission

angle before entering the THz field. The stationary point ts
(the time of ionization providing the final energy (W = q2/2)
is given by the equation:

(q cos θ − ATHz (ts))
2
+ q2 sin2 θ − q20 = 0, (9)

with q0 =
√
2W0 and W0 being the initial energy of the

photoelectrons.

Equation (9) has two solutions q cos θ − ATHz (ts)

= ±
√

q2 sin2 θ − q20. The experiment implies that the

momenta q0 and q involved are substantially larger than the

magnitude of the vector potential of the THz field ATHz. Thus,

if one considers the case cos θ > 0, the solution with the plus

sign should be chosen while the solution with the minus sign

should be chosen for cos θ < 0. If only complex roots ts of

equation (9) exist, for computation of the SFA amplitude the

saddle point method should be used instead of the stationary

phase method. The saddle point method allows one to obtain

the Airy function representation for the SFA amplitude which

exponentially decreases with increase of the absolute value of

the imaginary part of ts. For the present problem this case is

not relevant.

The expression (5) can be directly used to retrieve the tem-

poral XUV pulse profile from a measured electron energy

spectrum:

E2
XUV (ts) =

ETHz (ts)

√

q20 − 2W sin2 θ

2π

×
dσ

dWdΩ
(W, θ)

[

dσ0

dWdΩ

(

W̃s, θ̃s

)

]−1

. (10)

The retrieval strategy is the following: for each energy

W = q2/2, angle θ and a given time-dependence of the THz

vector potential ATHz(t), the emission moment ts is found from

the relation (9). Then the energy W̃s and angle θ̃s are calculated
according to equations (7) and (8), respectively. Finally using

3
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Figure 1. (a) Geometry of the THz streaking setup used at the PG0 beamline of FLASH. (b) THz streaking principle. Photoelectrons are
emitted from free (noble gas) atoms ionized by short XUV pulses in the presence of a strong linearly polarized THz field, thus modifying the
momentum component of the photoelectrons. (c) Mapping of the temporal information to the kinetic energy distribution from the THz
vector potential (streaking trace).

equation (10) the XUV pulse is evaluated, provided the cross

section dσ0/dWdΩ is known.

Since expression (10) is algebraic, the pulse retrieval is as

fast as using the classical expression (1) with linear approxi-

mation of the vector-potential. The former expression (10) has

the advantage that it can be used for any shape of the vector

potential and therefore is suitable also for comparatively long

XUV pulses. The only limitation is that the THz vector poten-

tial must be a monotonous function in time during the XUV

pulse duration.

3. Experiment

3.1. THz-streaking setup and data acquisition

The experiments were performed at the plane grating (PG)

monochromator beamline [27, 28] of the free-electron laser

in Hamburg (FLASH) [1]. The PG beamline was operated in

the so-called parallel configuration. This configuration enables

the utilization of the 0th diffraction order (at the PG0 beamline

branch) for experiments or diagnostics (THz streaking in our

case) while the dispersed radiation is simultaneously used to

measure the XUV FEL spectrum with high resolution.

Various settings of the accelerator were used to test the

applicability of the streaking diagnostic over a wide range of

FEL parameters. The FEL was operated in single bunch mode

at 10 Hz, with electron bunch charges altered from 0.08 nC

up to 0.44 nC, leading to different XUV pulse durations from

∼10 fs to ∼350 fs (FWHM) as well as to XUV pulse energies

ranging between only a few µJ at 7 nm to >100 µJ per pulse
at 20 nm.

An 80 fs, 800 nm, 6.5 mJ, 10 Hz Ti:Sapphire laser [29]

with a sub 10 fs synchronization to the optical master oscilla-

tor [30]was used to generate single-cycleTHz streaking pulses

based on pulse front tilt optical rectification in a lithium nio-

bate (LiNbO3) crystal [31]. The obtained THz pulse energy

was on the order of 15 µJ leading to a THz field strength up to
300 kV cm−1 (see figure 3 in [18]). A detailed description of

the experimental setup and the working principle can be found

in reference [18]. In brief, the XUV pulses are focused into a

noble gas target (see figure 1) and create photoelectrons via

ionization. The XUV focus size is chosen to be sufficiently

smaller (∼300µmdiameter (FWHM)) as compared to the THz

focus size of 2.1 mm (FWHM). A Ce:YAG screen and fast

photodiode were used to find the coarse spatial and temporal

overlap between the XUV and THz pulses [32].

Neon was chosen as the target gas providing the 2p and 2s

photoelectron spectral lines in the energy range of interest. The

electron binding energies are 21.7 eV (2p) and 48.5 eV (2s),

respectively [33].At the FELwavelength of 6.8 nm (182.3 eV),

two single, well separated spectral lines with kinetic energies

of 160.6 eV and 133.8 eV were measured. At 20 nm (62.0 eV)

XUV wavelength the photoelectron kinetic energies are 40.3

eV and 13.5 eV, respectively.

As will be shown below, the range of XUV pulse durations

from 30 fs < τXUV < 150 fs can be evaluated for XUV wave-

lengths up to about 30 nm. For longerwavelengths, pulse dura-

tions of 30 fs approach the few-mode operation and have to be

treated more carefully. Furthermore, the photoelectron kinetic

energy gets smaller, thus making it increasingly more diffi-

cult to reach sufficient streaking strength (see equation (2)).

Nevertheless, pulse duration measurements using a similar

setup have been successfully measured at 34 nm seeded VUV

radiation [19].

The mapping between the streaked kinetic photoelectron

energy and the time is given by∆W (t) ≈ eATHz(t)
√

2W0/me.

The right-hand side of this equation is usually called ‘streaking

trace’ and provides the maximum energy shift of photoelec-

trons for a given THz field. By fitting the linear part of the

vector potential we can evaluate the streaking speed ‘s’ which

relates the energy shift and emission time [14, 21].

3.2. Possible sources of errors and limitations

One of the main challenges of pulse duration diagnostics is

the determination of measurement error bars. There are sev-

eral different sources of inaccuracy that have already been

discussed in [14–16, 34]. Here we summarize the factors that

limit the accuracy and the temporal resolution of THz streak-

ing in general. In section 4 we focus on the specific influence

of the error sources for the different pulse duration ranges and

provide experimental results from FLASH.

3.2.1. Spectral fluctuations of the SASE FEL pulse. As fol-

lows from equation (2) the shorter the XUV pulses are, the

smaller the broadening induced by the streaking for a certain

THz field is. Ultimately, for the shortest pulses available at

4
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Table 1. Broadening of the streaking signal in fs (FWHM)
calculated for 300 kV cm−1 THz field and different horizontal
positions (along the FEL propagation) of the eTOF with respect to
the THz focus and for different acceptance volumes-source size
(horizontal length) of the eTOF [18].

eTOF position Source Phase Gouy broadening

(mm) size (mm) (rad) FWHM (fs)

0 0.25 0.023 6.2

0 0.5 0.047 13

0 0.75 0.071 19

6 0.25 0.017 4.7

6 0.5 0.033 10

6 0.75 0.053 14

FLASH the broadening approaches the spectral width fluc-

tuations caused by the SASE process (see e.g. figure 6). In

addition, for short pulses only a few or eventually one spectral

mode is present [35]. Thus, the spectral distribution changes

significantly from shot to shot while the influence of the broad-

ening due to streaking is decreasing, leading to a more chal-

lenging data analysis. For this work it is mandatory to use

the information of reference spectra from each XUV pulse

measured either by a second eTOF [14] or by an XUV spec-

trometer. In the present case, the XUV spectral distribution is

measured for each FEL pulse simultaneously to the THz

streaking by the PG monochromator beamline operating in

spectrometer mode [27]. These spectra can then be used to

provide the reference energy width on a single-shot basis with

significantly higher resolution as compared to an eTOF [27].

In order to crosscheck the approach, a set of un-streaked pho-

toelectron spectra were recorded and the determined width

of these eTOF spectra were found to correlate well with the

spectral width determined by the XUV spectrometer. Since

the few-spectral-mode substructure is also visible in the eTOF

spectra an analysis based on a single-peak Gaussian approxi-

mation has severe limitations and the analysis has to be adapted

individually for each pulse as has been shown in [14, 15].

An alternative way to cope with the spectral fluctuations of

the SASE pulses is the utilization ofAuger emission processes.

Here the SASE pulses eject an inner shell electron of noble

gas atoms. The excited ions will later decay via the emission

of Auger electrons. The energy of the Auger electrons only

depends on the involved atomic states and is independentof the

energy of the ionizing photons. The spectralwidth of theAuger

electrons is determined by the lifetime of the excited state and

is typically about 100 meV or smaller [36]. Thus, the spec-

tra of the Auger electrons are extremely narrow and stable as

compared to direct photoelectron spectra at SASE FELs. The

measured temporal distribution of the Auger-electron wave-

packets is a convolution of the temporal profile of the ionizing

light pulse and the exponential Auger decay. The XUV pulse

duration can be extracted from the streak-measurements by a

simple deconvolution. The Auger lifetimes are usually well

known and typically lie in the range of a few femtoseconds.

Therefore they do not pose a severe limit for the target pulse

duration range.

3.2.2. Gouy phase broadening. The THz phase shift before

and after the focus leads to an additional broadening of the

eTOF signal resulting in a longer retrieved XUV pulse. Our

eTOF spectrometer has a ∼0.5 mm FWHM acceptance range

[18]. In table 1 we present the Gouy broadening calculated for

our THz source [18] for different acceptance volumes, source

size (horizontal length) and interaction point position regard-

ing the THz focus. In order to reduce the Gouy phase induced

broadening, one can either move the interaction point away

from the THz focus position or minimize the interaction vol-

ume. The latter could be achieved by using a more narrow gas

target and a restricted eTOF acceptance range.

3.2.3. eTOF spectrometer resolution, acceptance angle and

signal to noise ratio (SNR). The energy resolution of the used

eTOF (Kaesdorf ETF11) is approximately 1% of the initial

electron kinetic energy similar to the photon energy band-

width of the XUV pulse. Thus, in the case of 7 nm XUV

wavelength, the un-streaked peak width is on the order of

1.0–1.5 eV. It should be noted that for a given eTOF spectrom-

eter, the temporal resolution can be improved either by apply-

ing a more intense THz field or by streaking more energetic

photoelectrons.

Nevertheless, the increased energy resolution usually leads

to a reduced collection efficiency, and it is challenging to

achieve high energy resolution and high collection efficiency

simultaneously. The single-shot streaked photoelectron signal

has to be intense enough to determine the streaking for each

single XUV pulse, i.e. to collect a sufficient number of elec-

trons per pulse while avoiding unwanted spectral broadening

due to space charge resulting from toomany ions created in the

FEL focal volume [37]. By increasing the target gas pressure

until a significant broadeningof the un-streaked photo-linewas

observed, we could determine that a total number of collected

electrons in the range of few hundred per XUV pulse does not

lead to significant space charge broadening. Considering the

45◦ collection angle this corresponds to a total number of a

few ten thousand electrons within the FEL focus volume.

The collected electrons are distributed by the time-of-flight

principle of the spectrometer to a certain time interval which is

typically few times longer than the signal produced by a single

electron (1.2 ns (FWHM) for the used setup).

Thus the recorded amplitude of an eTOF trace at a certain

point is typically composed of a few tens of electrons only.

The finite number of electrons contributing to the signal

leads to a statistical uncertainty of the signal shape [21]. In

the case of a Gaussian distribution the uncertainty due to the

Poisson statistics can be easily calculated. For n electrons

contributing to the amplitude of the photoelectron signal, the

uncertainty of the amplitude is given by Poisson statistics:
√
n.

Thus the uncertainty range for the normalized amplitude is 1

± 1/
√
n as shown in figures 5, 7 and 9.

A simulation of the streaked eTOF signal dependence on

the acceptance angle was performed to verify the additional

broadening due to the rather large acceptance angle of the used

eTOF spectrometer. Using equation (5) the DDCS was calcu-

lated for the model case of six 5 fs XUV pulses in three pairs

5
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Figure 2. SFA simulation according to equation (5). The 2D figure
shows the double differential cross-section simulated for the neon
2p ionization (at an incident photon energy of 182 eV/6.8 nm) using
three pairs of 5 fs (FWHM) XUV pulses which are spaced by 15 fs
while the pairs are 200 fs separated. A 250 kV cm−1 streaking field
was chosen. The middle pair was set at the zero crossing of the
vector potential. The streaking field acts strongest at 0 degrees
(electrons emitted parallel to the THz polarization) and its effect is
decreasing for higher angles. In the angular range of ±22.5 degrees
for the used spectrometer there is already a certain change visible in
the angular distribution. The lineouts (b) and (c) show the integrated
photoelectron signal for the angular acceptance of ±22.5 degrees
(red) and for the reference signal taking only the emission at 0
degrees into account—(blue). Two cases are shown: for a THz field
of (b) 150 kV cm−1 and (c) 250 kV cm−1. While there is a
significant difference in the resolution for the temporally shifted
peaks (∼190 eV), the difference between the large acceptance angle
and the reference is almost negligible for the streaked signals at the
zero crossing of the vector potential (∼160 eV). One can also see
the better resolution at 250 kV cm−1 compared to 150 kV cm−1.

Figure 3. XUV pulse retrieval simulations using equation (10).
Figure 3(a) shows three streaked Gaussian pulses of different XUV
durations in the energy domain (with a central energy of 68 eV). The
lower panel figure 3(b) displays the corresponding retrieved XUV
pulses. The dashed lines denote the linear (L) reconstruction of the
pulse (assuming a linear behavior of the main slope of the vector
potential); the solid lines denote the reconstruction of the same
streaked pulse but using equation (10) (NL) with a measured THz
potential (streaking trace). The streaking trace is shown in black
dots. For pulses <150 fs, the reconstruction gives a Gaussian-like
pulse. As the pulse duration increases, the shape of the THz vector
potential has a greater influence, leading to a considerable change in
the shape of the XUV pulse.

spaced by 200 fs and each of the pairs separated by a 15 fs inter-

val. The calculationwas performed for neon 2p ionization at an

XUVwavelength of 6.8 nm (electron energy 160 eV) in a THz

field of 250 kV cm−1. As shown in figure 2(a) the strongest

effect of the streaking field is for electrons moving along the

polarization direction (theta = 0 degrees).

For electrons moving perpendicular to the THz field (90

degrees) there is practically no energy shift. It is interesting

to note that the photoelectron lines do not cross the initial

photoelectron energy of 160 eV but the electrons not emit-

ted at the zero crossing of the streaking trace end up with

less kinetic energy at 90 degrees than the un-streaked elec-

trons. In equation (1) there are two terms depending on the

field (pATHz (t) cos θ) and
(

ATHz(t)
2
)

. The term
(

ATHz(t)
2
)

is

typically very small and can be neglected, however, it causes

the asymmetric shift at 90 degrees.

The angular distribution at the zero crossing of the THz vec-

tor potential has almost no angular dependence. Therefore, a

6
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larger acceptance angle does not limit the resolution signifi-

cantly. On the other hand, at streaking positions outside the

zero crossing (yielding an energetic shift at 0 degrees), a sig-

nificant effect of the acceptance angle can be observed (see

figures 2(b) and (c)).

In our case, the acceptance angle of 45 degrees (full solid

angle) shows only an additional broadening of <1 fs at the

zero crossing of the vector potential and <5 fs measured 200

fs away from the crossing. Reducing the field to 150 kV cm−1,

the two pulses located 200 fs away from the crossing cannot

be resolved anymore showing the importance of the correct

setting of the relative timing between XUV and THz fields.

3.2.4. Influence of the non-linearities of the THz vector poten-

tial. Usually the analysis of the streaking spectra is performed

assuming a linear slope in the THz vector potential (constant

streaking speed). However, the vector potential is non-linear

and the streaking speed depends on the arrival time. For very

short pulses and for arrival times close to the zero-crossing

of the THz field vector potential the difference is negligible.

Nevertheless, for longer pulses this difference may be consid-

erable.We investigated the influence of the non-linear ramp by

retrieving Gaussian streaked XUV pulses using equation (10)

for different pulse durations. The results are shown in figure 3.

When the pulses are almost as long as the range of the vector

potential slope, the non-linearity is reflected as a change in the

shape of the pulse as well as a small shift in the arrival time.

3.2.5. SASE induced error sources. Another source of

uncertainty results from radiation properties of the SASE pulse

itself. Measurements of the electron phase space and the spec-

tral width of theXUV radiation give strong hints that the SASE

radiation can be chirped due to the influence of space charge

and radio frequency (RF) slopes [38–41]. The energy chirp

results in an SASE pulse whose leading part has a slightly

different average wavelength as compared to the trailing part.

This leads to different measured pulse durations depending on

the relative sign of the THz streaking field and the chirp as

explained e.g. in [21]. To estimate the influence of the effect,

one can compare the pulse durations retrieved from the posi-

tive and negative THz slopes (compare streaking trace shown

in figure 1(c), if only one eTOF is used. For two eTOFs fac-

ing each other see [14, 21]) the chirp can be derived for each

measured XUV pulse.

4. Measurements and discussion

4.1. Streaking in the ‘standard’ XUV pulse range (30 fs <
τXUV < 150 fs)

Before focusing on the limits of the method, we have inves-

tigated the ‘standard’ pulse duration regime of FLASH. Note

that the error sources discussed above are in a tolerable range

and the pulse duration can be determined rather accurately. A

detailed investigation of the pulse duration fluctuations and

their correlations to other pulse parameters such as pulse

energy and spectral distribution was discussed in [42]. For

this pulse duration region the influence of the different error

sources is comparatively small.

Figure 4. (a) Single-shot pulse duration measurements shown for
three thousand FLASH pulses. The red line indicates the mean value
of ∼102 fs FWHM. The error bars of each measured pulse duration
(not shown in the plot) is ±20% including all different contributions
discussed in the text. (b) Histogram of pulse durations.

Figure 4 shows the single-shot pulse duration with the

unavoidable and expected fluctuations due to the SASE pro-

cess pointing again on the need to provide a single-shot diag-

nostic for SASE based FELs.

4.1.1. Reference spectra-SASE fluctuations. For the used

experimental setup, the streaked photoelectron spectra are sig-

nificantly broadened as compared to the un-streaked ones

(figures 5 and 6(b)). We therefore can simplify the analysis by

recording the averaged un-streaked reference spectral width by

blocking the THz beam every few minutes.

Since the eTOF resolution is not good enough to resolve

the temporal sub-structure in the streaked spectrum, we used

a Gaussian fit to determine the line width (FWHM) of both

streaked and un-streaked spectra. In order to get an estimate

of the error introduced by taking the averaged reference, the

resulting XUV pulse duration was calculated by using the

smaller and larger FWHM values of the reference spectrum

width histogram. The widths of the reference spectra his-

togram shown in figure 6(b) is 0.9± 0.1 eV which leads (using

equation (3b)) to an uncertainty of <1% for determination of

the pulse duration and therefore negligible.

4.1.2. Gouy phase broadening. The influence of the Gouy

phase was taken into account for the THz beam shape around

the interaction point (see also figure 4 in reference [18]).
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Figure 5. Streaked (red) and un-streaked (blue) photoelectron
spectra of ∼60 fs (FWHM) XUV FEL pulses are shown (thick lines)
including the 1/σ error bars (shaded area) caused by the Poisson
statistics due to the limited number (about 80–100 electrons in the
peak) of electrons in the spectrum. The streaking speed s was 0.05
eV fs−1. FEL photon energy was 70.2 eV (wavelength 17.6 nm).
Streaked spectrum for Ne 2p was taken at the 0-crossing of the
THz-vector potential.

According to table 1, the Gouy broadening is (13 ± 2 fs)

for the THz focus position and ∼0.5 mm source size (hori-

zontal length). The uncertainty in the Gouy broadening stems

from the not precisely known source size. Due to the quadratic

dependence, the influence on the acquired pulse duration is

rather small (see equation (3)) and the uncertainty in the

knowledge of the Gouy phase leads to an error of <5%.

4.1.3. eTOF spectrometer resolution, acceptance angle and

signal to noise ratio (SNR). As shown in figure 2 the broaden-

ing by a larger angular acceptance is (at the zero crossing of the

vector potential) only a few fs and thus leads, in the considered

pulse duration range, to an error of less than 5%.

The photoelectron peak width/shape has an uncertainty due

to the limited number of electrons in a shot (∼200–500 elec-

trons). The finite number of electrons contributing to the sig-

nal, leads to a statistical uncertainty of the signal shape. The

statistical error of the width determination together with the

Gaussian fitting leads to an uncertainty of 10%–25% as illus-

trated in figure 5. Typically, the eTOF resolution in combina-

tion with counting statistics shows an error that is too large

for a detailed analysis of the pulse shape. Thus, only the

pulse duration is analyzed. However, for longer pulses some

information about the rough overall pulse structure can be

determined as shown in section 4.2.

4.1.4. Influence of the non-linearities of the THz vector poten-

tial. In the considered pulse duration range, the SASE pulses

consist of several sub pulses which cannot be resolved by the

current eTOF spectrometer, thus we only apply a Gaussian fit.

As shown in figure 3 the influence of the non-linear THz field

is only a few percent and thus for the standard analysis, the

linear approach (equation (4)) can be applied.

4.1.5. SASE induced error sources. Potentially, a strong

energy chirp in the electron bunch generating the XUV pulse,

can lead to a corresponding frequency chirp of the XUV pulse

which is not detectable on a single shot basis with the present

setup due to the given statistical uncertainty. However, the

average amount of frequency chirp was determined by com-

paring the average streaking width on the positive and negative

vector potential slope, similar to how it was done in reference

[19]. Interestingly,we did not find an indication of chirp (larger

than the error bars) for the whole large range of measured FEL

parameters.

In summary, for pulse durations in the range 30 fs < τXUV
< 150 fs we can state a typical uncertainty of ±20% for the

determination of the single-shot pulse duration.

4.2. Exploring the upper limit: ‘long’ (τXUV > 150 fs) XUV

pulses

For pulses that cover a significant fraction of the streaking

slope, the THz streaking induced broadening is so large that

the XUV pulse shape deviates from the initial Gaussian shape

and shows a convolution of the reference line shape with the

actual XUV pulse shape (see figure 6(c)). In this case, we can

determine not only a value (FWHM) for the pulse duration but

reconstruct the pulse shape of the individualXUVpulses,mak-

ing a deconvolution of streaked and reference spectra using

the non-linear equation (10) (see figure 7). Note, that here the

influence of the various error sources is different as compared

to the standard streaking case (section 4.1).

4.2.1. Reference spectra-SASE fluctuations. One can see

from figure 6(c) that the width distribution of the reference

spectra (no THz) and of the actual streaked spectra are suf-

ficiently well separated. Thus, the SASE fluctuations show

almost no contribution to the pulse duration uncertainties

(<0.1%).

4.2.2. Gouy phase broadening. Gouy correction leads to

<1% change of the pulse duration and does not have to be

considered.

4.2.3. eTOF spectrometer resolution, acceptance angle and

signal to noise ratio (SNR). The maximum streaking field

strength has to be adjusted to provide sufficient streaking

strength to clearly broaden the photoelectron peaks in compar-

ison to the reference width. This allows one to determine the

actual XUV pulse shape, while keeping the signal level still

large enough within the time bins of the eTOF signal. If the

streaked photoelectron line is broadened too much, there are

only few electrons per time bin left leading to a large Poisson

uncertainty and thus a large error in the determination of the

pulse shape.

We found that 30–40 electrons contributing to the maxi-

mum signal are sufficient to reduce the error for the signal

amplitude to <20%. Figure 7 shows the retrieved XUV pulses

including the statistical error bands.

4.2.4. Influence of the non-linearities of the THz vector poten-

tial. The reconstruction of the XUV pulse shape from the

measured photoelectron distribution needs to take the mea-

sured vector potential into account if the pulses cover large

parts of the slope. The XUV pulses were reconstructed using
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Figure 6. Upper row: XUV spectra for different pulse duration settings. Column (a): represents the case τXUV < 30 fs; (b): 30 fs < τXUV <
150 fs; (c): τXUV > 150 fs. Green, blue and red lines are examples of single-shot spectra measured with the PG spectrometer. Black curves
represent the average spectra. One can clearly see the different number of spectral spikes/modes for the different settings. The lower row
shows the corresponding histograms for the eTOF spectral width (FWHM in eV) for streaked and un-streaked (reference) spectra. While for
the long pulse duration (column (c)) the width fluctuations of the reference (un-streaked) spectra is negligible, for the short pulses (column
(a)) there is a significant overlap showing the need of a careful consideration of the reference pulses.

Figure 7. Reconstruction of the XUV pulse shape for pulses that are
almost as long as the ramp of the THz vector potential. Red and
green curves represent two examples of measured eTOF spectra
with a pulse duration of ∼350fs (FWHM). The error envelope takes
into account the statistical uncertainty. The dotted line represents the
THz streaking trace. The streaking speed s was ∼0.043 eV fs−1.

equation (10), taking the quantum mechanical nature of the

interaction into account. In addition, the acceptance angle

of the eTOF was included in the simulation. The differ-

ences in pulse reconstruction between the linear and nonlinear

approaches are in the same range as the statistical errors (see

figures 3 and 7).

4.2.5. SASE induced error sources. Using only one eTOF,

no single-shot information about the chirp can be acquired.

Unfortunately, the comparison of the pulse durations acquired

from the positive and negative slope as shown in [19] is not

applicable here since the XUV pulses are too long to be prop-

erly be measured by the ‘shorter’ side slope (see figure 1(c)).

4.3. Exploring the lower limit: ‘short’ (τXUV < 30 fs) XUV

pulses

Up to date, higher frequency streaking fields in the infrared or

near infrared ranges have been applied to measureXUV pulses

down to attosecond pulse duration [43–45]. Shorter wave-

length streaking fields usually provide more intense streaking

strengthwhile restricting the temporalwindow of the measure-

ment. Thus, one has to be sure that both temporal jitter and the

pulse duration are shorter than the streaking slope.

THz generation based on lithium niobate (LiNbO3), cen-

tered around 0.6 THz with a field strength of ∼300 kV cm−1

(maximum achieved streaking speed s of∼0.11 eV fs−1 in the

THz focus), is ideally suited for the main working range of

FLASH, providing XUV pulse durations of ∼30 fs to ∼150

fs (FWHM). The achievable streaking speed is rather low (as

compared to e.g. IR streaking) and thus the ability to measure

few fs pulse duration is rather poor. Nevertheless, we want to

explore the resolution limit formeasuring short pulse durations

with the present setup.

In order to experimentally test the limits of the presented

technique, we employed a new option of FLASH to produce

sub 10 fs pulses [35]. As FLASH operates in the SASE mode,

the generated XUV pulses consist of a stochastically fluctu-

ating sequence of sub spikes [7, 40, 46]. Thus, the shortest

pulse that can be generated by an SASE FEL without addi-

tional beam modulation is a single spike [35, 47]. Each tem-

poral spike has a duration of roughly the coherence time τ c.
For the experimental wavelength of 6.8 nm, the coherence

time is about 6 fs (FWHM) [35, 47]. Reference [35] provides

a detailed description of how to achieve single mode opera-

tion at FLASH by using a dedicated photocathode laser with

an about ten times shorter pulse duration as compared to the

standard laser used. This configuration produces low charge
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Figure 8. Measured Kr MNN-Auger spectra with (green) and
without (blue) THz field.

electron bunches (∼80 pC) that can be compressed to below

30 fs (FWHM) leading, in the nonlinear amplification process,

to sub 10 fs XUV pulses. This results in strongly fluctuating

XUV pulses with average pulse energies of about 1 µJ. Mea-

surements of the XUV spectral distribution show that about

50% of the producedXUV pulses have only one single spectral

spike. In the following section we present a detailed analysis

of the error sources in pulse duration determination for such

single spike short pulses.

4.3.1. Spectral fluctuations of the SASE pulse. Looking at

figure 6(a) one notes that the width distributions of the ref-

erence spectra (no THz) and of the streaked spectra are

partially overlapping. Thus, without a precise knowledge

of the individual reference pulses the analysis is strongly

limited.

In order to test the resolution of the streaking setup, we

used the option of recording a high resolution XUV spectrum

for each FEL pulse and a streaked electron spectrum simulta-

neously. To make sure that only the shortest XUV pulses are

analyzed, we selected in a first step the XUV pulses showing

only one single spectral peak and thus only one temporal spike.

The spectral width of the single spike still varies in width by

±15% due to SASE fluctuations. The Fourier limit of the nar-

rowest spikes was calculated to be below 5 fs (FWHM). To

determine the resolution of the streaking setup, a selection of

single spike pulses has been used while in general few spike

pulses require iterative reconstruction algorithms to determine

the most likely pulse duration shape [14, 48, 49].

Here, we also want to emphasize that there is an alternative

approachwhich can be used to determine the small differences

between streaked and un-streaked spectra for ultrashort pulses

without the need of precise knowledge of the actual reference

XUV-spectrum. If Auger lines are used for streaking, the anal-

ysis is independent of energy fluctuations of the incident XUV

pulse. Any energetic shift of the streaked lines can directly

be ascribed to a shift of the arrival time. In the present case,

krypton MNN-Auger electrons emitted after ionization of the

Kr 3d shell have been investigated. Figure 8 shows streaked

and un-streaked Auger spectra. The Auger spectrum consists

of several narrow lines. The line width is determined by the

resolution of the electron spectrometer which was ∼1 eV. The

Figure 9. Calculated photo- (blue) and Auger- (orange) electron
emission rates assuming a Gaussian intensity distribution of the
ionizing XUV pulse with an FWHM duration of 10 fs and a 7.9 fs
Auger lifetime.

THz field shifts and broadens the spectra. The shift is propor-

tional to the THz-vector potential at the instance of ionization

and thus a measure for the chosen XUV/THz arrival time.

To determine the shortest XUV pulse durations within this

approach we have again chosen XUV shots with only sin-

gle modes in the simultaneouslymeasuredXUV-spectra. After

averaging 50 spectra with the same relative XUV/THz arrival

time, the widths of the streaked and un-streaked spectral lines

were fitted by fourGaussian functions.After the deconvolution

of the streaked and un-streaked spectra as in equation (3b) an

FWHM duration of the Auger-electron emission of 10–15 fs

has been determined whereby the streaking speed s was 0.05

eV fs−1.

For Auger electrons the emission rate is not proportional to

the XUV intensity profile but consists of a convolution of the

XUV intensity distribution with the exponential Auger decay

rate. In case of krypton the lifetime of the M-shell vacancy is

7.9 fs [50]. Plotted in figure 9 are calculated electron emis-

sion rates for direct photo- (blue) and krypton MNN-Auger-

electrons (orange) ionized by an XUV pulse with Gaussian

envelope and 10 fs FWHM duration. The FWHM width of the

Auger emission is 15 fs and thus significantly larger than the

XUV pulse duration.

However, since the Auger-lifetime is well known it is possi-

ble to reconstruct the XUV pulse duration from the measured

Auger emission rates. The here observed FWHM Auger emis-

sion widths of 10–15 fs correspond to XUV pulse durations of

5–10 fs which is in good agreement with the values inferred

from spectral analysis and photoelectron streaking.

4.3.2. Gouy phase broadening. For the short XUV pulses,

the Gouy broadening is on the order of the pulse duration

and thus of uttermost importance. Here the uncertainty of the

knowledge of the Gouy phase has a severe impact on the error

bars of the retrieved XUV pulse. In order to reduce the Gouy

phase induced broadening, we moved the interaction point

(eTOF spectrometer and gas source) out of the THz focus

by ∼6 mm. The corresponding effective broadening is on the

order of 10 fs (see table 1).
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Figure 10. Streaked (red) and un-streaked (blue) photoelectron
spectra are shown (thick lines) including the 1/σ error bars (shaded
area) caused by the Poisson statistics due to the limited number of
electrons in the spectrum. (a) A single-shot spectra for an XUV
pulse containing single spectral spike (wavelength 6.8 nm). (b) The
average over ten streaked and ten reference pulses from similar
single spectral spike pulses. The streaking speed s was 0.09 eV fs−1.

4.3.3. eTOF spectrometer resolution, acceptance angle and

signal to noise ratio (SNR). To determine the small differ-

ences between the streaked and un-streaked spectra the Pois-

son statistics is very important to be considered. In order to

keep the signals below the space charge limit, the signal ampli-

tude of the individual pulses was on the order of 100–200

electrons leading to the contribution of about 40–80 electrons

in the peak of the signal. Figure 10(a) shows the rather large

error bars (>15%) for a single shot spectrum (red: streaked,

blue: reference). As one can see, the reference and streaked

confidence bands overlap. Thus, for single-shot spectra the

uncertainty of the pulse duration measurement is on the order

of 100% due to counting statistics.

Having the set of sorted data as described above we can

average 10 spectra leading to a ∼3 times smaller error due to

Poisson statistics. The confidence bands shrink to a level that

the pulse duration can be determined with <50% error.

For ultra-short pulses the angular acceptance of the eTOF

spectrometer has to be taken into account as well. Figure 2

shows that only spectra measured at the zero-crossing of the

vector potential are not affected for eTOF spectrometers hav-

ing a large collection angle, while additional broadening is

observed for delay times far away from the zero-crossing.

Indeed, after correcting for the different eTOF resolutions at

different kinetic energies and streaking strength,we see a slight

trend of broader spectra as the delay is moved away from the

zero-crossing. The effect is however within the error bars.

4.3.4. Influence of the non-linearity of the vector potential.

Since the streaking for ultrashort pulses uses only a small frac-

tion of the streaking slope, the linear approximation of the

streaking slope is sufficient.

4.3.5. SASE chirp. For the present setup the resolution is not

good enough to tell anything about the chirp of singles-spike

XUV SASE pulses.

In summary, the main limiting factors of the present streak-

ing setup at the short pulse limit are the counting statistics and

the uncertainty in the knowledge of the Gouy phase broaden-

ing. Summarizing the errors discussed above we can state that

a measured pulse duration for the single-shot single spectral

spike SASE pulses (at 6.8 nm) relying on the streaking data

is 10 fs+7 fs
−10 fs. Using the Fourier limit derived from the spec-

tral information as additional constrain (the lower bound is

more confined), we can state for a single shot measurement

10 fs+7 fs
−7 fs . By averaging pulses with similar XUV spectra we

can reduce the pulse duration value and the error range to

8 fs+4 fs
−4 fs [35].

5. Conclusion

Terahertz-field-driven streaking is a powerful tool for measur-

ing the duration and (to a certain extent) time-structure of ultra-

short XUV pulses on a single-shot basis. We investigated the

applicability of the method by using the large parameter range

of FLASH delivering pulse durations from ∼10 fs to ∼350 fs

at different XUV wavelengths.

We show that the streaking technique relying on laser

based THz generation in LiNbO3, yielding a field strength of

300 kV cm−1, is ideally suited to measure the pulse duration

in the range of 30 fs to 150 fs with an overall precision of typ-

ically ±20%. The individual error contributions are discussed

in detail. In addition, for the precise analysis of the spectra

and the simulation of the influence of different parameters,

the theoretical description of the streaking process based on

quantum mechanical principles is presented. Here, a novel

approximation of the common SFA approach allows the fast

reconstruction of XUV pulses from measured photoelectron

spectra including the angular distribution of the photoelectrons

as well as the nonlinear vector potential of the streaking field.

To determine the limits of the method we explored the long

pulse limit where the XUV pulses extend over essentially the

whole streaking slope, as well as sub-10 fs pulses to deter-

mine the resolution limit. In the present setup, pulse durations

down to about 20 fs can be measured reliably while for even

shorter pulses higher streaking fields are required. In princi-

ple, this can be achieved using higher THz frequencies [20] or

even using IR radiation [45]. However, in this range the jitter

between THz (IR) and XUV easily becomes larger than the

streaking slope and new methods have to be applied [48].
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[17] Juranić P N et al 2014 Opt. Express 22 30004

[18] Ivanov R, Liu J, Brenner G, Brachmanski M and Düsterer S
2018 J. Synchrotron Radiat. 25 26

[19] Azima A et al 2018 New J. Phys. 20 013010
[20] Hoffmann M C et al 2018 New J. Phys. 20 033008
[21] Frühling U 2011 J. Phys. B: At. Mol. Opt. Phys. 44 243001
[22] Keldysh L V 1965 Sov. Phys. -JETP 20 1307
[23] Kazansky A K, Sazhina I P and Kabachnik NM 2010 Phys. Rev.

A 82 033420
[24] Itatani J, Quéré F, Yudin G L, Ivanov M Y, Krausz F and

Corkum P B 2002 Phys. Rev. Lett. 88 173903
[25] Itatani J, Quéré F, Yudin G L and Corkum P B 2004 Laser Phys.

14 344
[26] Kazansky A K, Sazhina I P and Kabachnik N M 2019 Opt.

Express 27 12939
[27] Gerasimova N, Dziarzhytski S and Feldhaus J 2011 J. Mod. Opt.

58 1480
[28] Martins M et al 2006 Rev. Sci. Instrum. 77 115108
[29] Redlin H et al 2011 Nucl. Instrum. Methods Phys. Res. A 635

88
[30] Schulz S et al 2015 Nat. Commun. 6 5938
[31] Hebling J et al 2002 Opt. Express 10 1161
[32] Radcliffe P et al 2007 Nucl. Instrum. Methods Phys. Res.A 583

516
[33] Thompson A et al 2009 X-Ray Data Booklet (Berkeley, CA:

University of California)
[34] Oelze T et al 2020 Opt. Express 28 20686–703
[35] Rönsch-Schulenburg J et al 2020 unpublished
[36] Jurvansuu M, Kivimäki A and Aksela S 2001 Phys. Rev. A 64

012502
[37] Braune M et al 2018 J. Synchrotron Radiat. 25 15

[38] Li Y, Lewellen J, Huang Z, Sajaev V and Milton S V 2002 Phys.
Rev. Lett. 89 234801

[39] Ferrario M et al 2012 Appl. Phys. Lett. 101 134102

[40] Krinsky S and Huang Z 2003 Phys. Rev. STAB 6 050702

[41] Saldin E L, Schneidmiller E A and Yurkov MV 2006 Phys. Rev.
STAB 9 050702

[42] Bermudez I et al 2020 Phys. Rev. STAB accepted

[43] Drescher M, Hentschel M, Kienberger R, Tempea G, Spielmann
C, Reider G A, Corkum P B and Krausz F 2001 Science 291
1923

[44] Gaumnitz T, Jain A, Pertot Y, Huppert M, Jordan I, Ardana-
Lamas F and Wörner H J 2017 Opt. Express 25 27506

[45] Helml W et al 2017 Appl. Sci. 7 915

[46] Pfeifer T, Jiang Y, Düsterer S,Moshammer R andUllrich J 2010
Opt. Lett. 35 3441

[47] Roling S et al 2011 Phys. Rev. STAB 14 080701

[48] Hartmann N et al 2018 Nat. Photon. 12 215
[49] Heider R et al 2019 Phys. Rev. A 100 053420
[50] Drescher M et al 2002 Nature 419 803

12







Research Article Vol. 29, No. 7 / 29 March 2021 / Optics Express 10492

Fig. 1. The temporal distribution of a SASE pulse is illustrated with a simulation result

using FAST. The x-axis, is the scaled time coordinate along the bunch where vz is the

longitudinal velocity of the electrons. Fig. (a) shows photon pulses generated in the linear

regime (τ̂el = 4) and Fig. (b) at the onset of saturation (τ̂el = 8) . The dashed line denotes

the electron bunch pulse shape.

A theoretical overview of the statistical properties of the SASE FEL radiation, as well as the

methods and results of the numerical simulations, are presented in Sec 2. The experimental

setup is described in Sec 3. In Sec 4 we discuss the experimental results and compare them to

simulations. Furthermore, the average and shot-to-shot fluctuations of the FEL photon pulse

duration, energy, and arrival time are presented in Sec 4.

2. Statistical properties of the SASE FEL radiation

The amplification process in a SASE FEL develops from the shot noise in the electron beam,

and amplifies a narrow band of density modulations around the resonance wavelength λ =

λ
u
(1 + K2)/(2γ2). In the one-dimensional model’s framework, the operation of a SASE FEL is

described by the FEL parameter ρ and the number of cooperating electrons Nc [13,27] in the

SASE process:

ρ =

[

λ2
u
j0K2A2

JJ

16πIAγ
3

]1/3

, Nc = I/(eρω) , (1)

where γ is the relativistic factor, j0 is the beam current density, IA = mc3/e ≃ 17 kA, K is the

rms undulator parameter, and λ
u

is the undulator period. The coupling factor is AJJ = 1 for a

helical undulator, and AJJ = [J0(Q) − J1(Q)] with Q = K2/[2(1 +K2)] for a planar undulator. I is

the electron bunch current and ω the frequency of the amplified wave.
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In this section, we assume that the electron bunch has a Gaussian longitudinal profile and

its rms pulse duration is τel. We extend the results of Refs. [14,17] by in addition studying

the statistical properties of the photon pulse duration and arrival time. We perform a series of

numerical simulations of the FEL process using the simulation code FAST [25] for a wide range

of electron bunch durations τel, and trace the FEL amplification process from the start-up of the

shot noise to the deep nonlinear regime. Then, we apply similarity techniques [13] to the results

of the numerical simulations and derive general statistical properties of the radiation.

The output of a specific simulation run is an array of radiation fields Ẽ(t), from which we

can calculate the temporal profile of the radiation power P(t) ∝ |Ẽ(t)|2 and the radiation pulse

energy Er =

∫

P(t)dt as shown in Fig. 1. The center of mass of the photon pulse, which we

also associate with the photon pulse arrival time τar, and its rms duration τph are derived from

numerical simulations as follows:

τar =

∫

tP(t)dt

Er

, τ2
ph =

∫

(t − τar)2P(t)dt

Er

. (2)

The energy, duration, and arrival time of the radiation pulses fluctuate from shot-to-shot. These

fluctuations can be described with their standard deviations:

σ2
ph = 〈(τph − 〈τph〉)2〉 ,

σ2
ar = 〈(τar − 〈τar〉)2〉 ,

σ2
E = 〈(Er − 〈Er〉)2〉/〈Er〉2 .

(3)

As a next step of the analysis, applying similarity techniques, we translate the results of a

specific numerical simulation onto a map of physical parameters [13]. The typical temporal

scaling factor in FEL physics is the coherence time τc, defined as τc =
∫

|γc(t)|2dt, with γc as the

complex degree of coherence [28]. On the other hand, the relevant scaling parameter for the

variables having a dimension of time is ρω leading to the following dimensionless expressions

(the relation to experimental parameters can be found in Table 1):

τ̂el = ρωτel , τ̂ph = ρωτph ,

σ̂ar = ρωσar , σ̂ph = ρωσph .
(4)

Table 1. The table shows the relation between normalized electron
pulse durations τ̂el, that were used in the simulation and the

corresponding expected XUV pulse durations in fs (FWHM) at the
onset of saturation. Note that τ̂el is equivalent to the number of

modes M (for τ̂el>2). τph was calculated according to Eq. (9). We used
τcFWHM

(6.8nm) ∼ 6 fs and τcFWHM
(20nm) ∼ 15 fs (FWHM).

τ̂el | M τph,FWHM(6.8nm) τph,FWHM(20nm)
4 17 fs 40 fs

8 35 fs 85 fs

16 70 fs 170 fs

32 140 fs 340 fs

Then scaling the parameters with the normalized electron pulse duration τ̂el, we obtain:

τ̄ph = τph/τel , σ̄ph = σ̂ph/τ̂1/2
el

,

σ̄ar = σ̂ar/τ̂1/2
el

, σ̄E = σEτ̂
1/2
el

,

η̄ = Er/(ρEeb) ,

(5)

where Eeb is the kinetic energy of the electron bunch.
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Figure 2 shows the evolution of the main characteristics of the SASE FEL electron and radiation

pulse along the undulator. Using Eq. (5), the average values and fluctuations of the electron

pulse energy and duration, as well as the arrival time of the radiation pulses’ fluctuations, are

shown. For radiation pulse durations τ̂el & 4, the scaled parameters (5) show a common behavior.

The longitudinal coordinate z along the undulator in Fig. 2 is scaled to the saturation length zsat

[13,29]:

zsat ≃
λ

u

4πρ

(

3 +
ln Nc√

3

)

, τsat
c ≃ 1

ρω

√

π ln Nc

18
. (6)

Fig. 2. Evolution along the undulator of the scaled FEL efficiency η̄, scaled rms fluctuations

of the radiation pulse energy σ̄E, scaled rms photon pulse duration and its scaled rms

deviation, τ̄ph and σ̄ph, as well as the scaled rms deviation of the photon pulse arrival time

σ̄ar. The notations of the scaled parameters are given by Eq. (5). The black, red, blue

and green curves correspond to the normalized electron pulse durations τ̂el of 4, 8, 16,

and 32, respectively. The dashed line shows the coherence time scaled to the coherence

time at saturation. The calculations are plotted as function of the undulator coordinate z

normalized by the saturation length zsat. Thus, values z/zsat<0.8 denote the linear regime

while z/zsat = 1 is the saturation point.

The brilliance of the radiation, which is proportional to the product of the radiation power and

the coherence time, reaches a maximum value at the saturation point. The coherence time at the

saturation point τsat
c is given by Eq. (6). It grows at a rate of z1/2 in the exponential gain regime

(also called linear regime), reaches a maximum value just before saturation, and gradually drops

down in the post-saturation regime [13,30].

The maximum of the energy fluctuations and minimum of the radiation pulse duration are

obtained at the end of the exponential gain regime, at about 0.8 of the saturation length. The

radiation from a SASE FEL operating in the linear regime holds properties of completely

chaotic polarized light [13,30], and the probability distribution of the radiation energy Er is a

gamma-distribution [30]:

p(Er) =
MM

Γ(M)

(

Er

〈Er〉

)M−1
1

〈Er〉
exp

(

−M
Er

〈Er〉

)

, (7)

where Γ(M) is the Gamma-function. The physical meaning of M is that it is equal to the total

number of modes (longitudinal and transverse) in the radiation pulse. It is connected to the

fluctuations of the radiation pulse energy by the relation M = 1/σ2
E
. Furthermore, at the onset of

saturation, M essentially equals the normalized electron pulse duration τ̂el (for M>2) as shown in

Ref. [17].

The radiation of the SASE FEL at the initial stage of the amplification consists of a large

number of transverse and longitudinal modes. The number of longitudinal modes is defined by
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the fluctuations of the radiation pulse energy filtered with a pin hole, and it is improved along

the amplification process, resulting in a reduction of the number of longitudinal modes. The

transverse mode selection process leads to a suppression of the higher transverse radiation modes.

As a result, primarily the fundamental transverse mode dominates in the high-gain linear regime

for diffraction-limited electron beams. This feature makes the one-dimensional model applicable

for the description of FELs like FLASH.

A practical estimate for the minimum rms radiation pulse duration at the end of the high-gain

linear regime is [16,17]:

τmin
ph ≃ 0.4τel ≃

Mλzsat

15cλu

≃ Mτsat
c

4
. (8)

The lengthening of the radiation pulse occurs when the amplification process enters the

nonlinear regime. This happens due to the electron bunch tails lasing into saturation and the

slippage effect. The latter is more pronounced for shorter pulses, as illustrated in Fig. 2. At the

saturation point, the lengthening is about a factor of 1.2 greater with respect to the minimum

pulse length given by Eq. (8), and it increases up to a factor of 1.8 in the post-saturation regime.

To compare these results to the experimentally determined data, a scaling of Eq. (8) to full width

half maximum (FWHM) is helpful:

τsat
phFWHM

≃ 0.7Mτsat
cFWHM

(9)

using the experimentally easier accessible FWHM of the coherence time which is linked to τsat
c

by τsat
cFWHM

= 2
√

ln 2/π × τsat
c ∼ 0.94 × τsat

c [28].

In addition, the relation between the number of spikes (Nspect) present in the spectral distribution

and the number of modes is important for the analysis of the experimental data. Following the

argumentation in Ref. [31] we obtain the relation:

Nspect ∼ 0.7M. (10)

Looking at Fig. 3 the following scaling of the pulse duration fluctuation can be deduced:

σph

τph

≃
αph√
τ̂el

≃
αph√

M
(11)

with the scaling parameter αph ranging between 0.4 for the linear regime and 0.2 in saturation.

Equivalently, for the pulse arrival time fluctuation we obtain:

σar

τph

≃ αar√
τ̂el

≃ αar√
M

(12)

with αar ∼ 0.7 for the linear regime and αar ∼ 0.4 in saturation.

The ratio σph/σar ≃ 0.6 remains nearly constant for all the stages of the amplification process.

Thus, the SASE induced fluctuation of the arrival time (movement of the centroid) is about

twice as large compared to the fluctuations of the pulse duration itself. This has important

consequences for high precision pump-probe experiments where the arrival time of the applied

pulses has to be known precisely.

Figure 4 shows the correlation plots of the photon pulse duration versus the radiation pulse

energy for several thousand simulation runs. A clear correlation is visible in the high-gain linear

regime where shorter pulses contain more energy while for saturation and post-saturation there

is no significant correlation as will be discussed in the next section.

In addition to the advanced simulation of the actual SASE process, a very simple but powerful

approach based on the partial coherence model introduced in Ref. [26] was used to determine to

what extent this model agrees with the experiments. This method generates a random spectral
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Fig. 3. Shown is the evolution of the fluctuations normalized on the pulse duration for the

pulse arrival time σar/<τph> and pulse duration σph/<τph> scaled with the normalized

electron pulse duration
√

τ̂el. The plot reflects how the fluctuations decrease as saturation is

reached. Pulse arrival time fluctuations dominate over the pulse duration fluctuations. The

three different colors of the curves correspond to the different normalized electron pulse

durations τ̂el = 4, 8 and 16.

Fig. 4. Correlation plot of the scaled rms photon pulse duration τ̄ph versus the scaled photon

pulse energy η̄. Black, red and blue colors correspond to the normalized electron pulse

durations τ̂el = 4, 8 and 16. The left area of the plot corresponds to the high-gain linear

regime (z = 0.8 × zsat), where a negative slope can be observed predicting shorter pulses at

larger pulse energies. The middle and right areas correspond to the saturation, and deep

nonlinear regime (z = 1.5 × zsat), where no correlation is found (compare with Fig. 2). The

notations of scaled parameters are given by Eq. (5).

phase and amplitude distribution at different sample frequencies which are used to create an

initial electric field. This field is "filtered" with the (measured) average spectral distribution of

the FEL. After a Fourier transform, this leads to a series of coherent spikes in the time domain,

which, in a second step, is folded with the desired average pulse duration shape, restricting the

electric field to the finite pulse duration. This step finally leads to the characteristic spectral

spikes after a second Fourier transform back to the spectral domain. The new filtered electric

field will be partially coherent as it is delimited by the known FEL pulse duration and average

spectrum and will be different for each random choice of the spectral phase function. Using this

approach, one can easily provide a large set of simulated SASE-like pulse distributions to model

SASE FEL experiments.
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3. Description of experiment

The experiments were performed at the plane grating (PG) beamline [32] of FLASH. For the

experiments described here, the PG beamline was operated in so called parallel configuration.

This special mode enables the utilization of the zero order of the FEL photon beam (at the PG0

beamline branch) for the pulse length diagnostic based on THz streaking [24], while the dispersed

radiation is simultaneously used in the PG2 beamline to measure the FEL spectrum with high

resolution [33]. This configuration was used for the presented measurement in order to acquire

the maximum amount of information about the XUV SASE pulses.

Various settings of the accelerator were used to provide a large range of different radiation

pulse properties. The electron bunch charges were altered from 0.08 nC up to 0.44 nC leading to

different XUV pulse durations as well as to XUV pulse energies ranging between only few µJ

to > 100 µJ per XUV pulse. FLASH was tuned to a wavelength of 6.8 nm (180 eV) and for a

second set of measurements to 20 nm (62 eV).

The FEL was operated in single bunch mode at 10 Hz. To generate single-cycle THz pulses,

the near-infrared (NIR) pump-probe laser system at FLASH [34] was used. This Ti:sapphire laser

delivers ∼100 fs (FWHM) pulses with 6.5 mJ pulse energy at a central wavelength of 800 nm

and a repetition frequency of 10 Hz. The overall level of synchronisation between the NIR pulses

and the XUV FEL pulses was on the order of few tens of fs jitter (FWHM) (for the description

of the synchronization system see e.g. [35]). The THz streaking setup consists of an optical

setup with beam size adaption, pulse front tilting, THz generation and transport to the interaction

region as well as an UHV interaction chamber. An electron time-of-flight (TOF) with high

collection efficiency (Kaesdorf ETF11) mounted on a 3D manipulator records the time-of-flight

of photoelectrons upon XUV ionization of the rare gas atoms target. A detailed description of

the setup and measurement procedures are presented in Refs. [24,36].

Using the current THz streaking setup it was not possible to resolve the pulse sub structure,

e.g the individual longitudinal modes of the pulse. The instrument broadening resulted in a

Gaussian photoelectron distribution. The measured photoelectron line was therefore fitted using

a Gaussian distribution.

The streaking measurements are rather complex and thus the measurement uncertainty depends

on various parameters, which are described in detail in [36]. Generally, an error bar of ± 20% is

in good agreement with the detailed investigations.

In addition to the XUV pulse duration and the XUV spectrum, the shot-to-shot pulse energy

was recorded simultaneously using a transparent pulse energy monitor [8,9] located upstream of

the THz-streaking setup and the PG beamline as well as the electron bunch arrival time [12].

4. Results and discussion - Characterization of SASE radiation

FLASH is a very versatile free-electron laser, able to deliver radiation across a wide range of

wavelengths and pulse durations. Using these opportunities we could experimentally determine

dependencies between XUV pulse duration, XUV spectral distribution and XUV pulse energy

for many thousands of pulses and different machine settings, as will be shown in this section.

4.1. Fluctuations of the radiation pulse duration

The single-shot SASE XUV pulse duration derived from the THz streaking measurements reveals

large fluctuations from shot-to-shot as shown in Fig. 5(a). The pulse duration from one pulse

to the next can change by a factor of two to three. Likewise, the pulse energy and arrival time

show strong fluctuations as presented in Fig. 5(b). These are the fluctuations experiments must

cope with in the course of analyzing and interpreting the measured data. In addition, Fig. 5

emphasizes the need for an online pulse-resolved photon diagnostic of the radiation parameters

at SASE FELs. An interesting question arises: What is the actual source of the fluctuations -
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Fig. 5. The plots show how the measured XUV pulse duration (a), energy (b) and arrival time

(c) fluctuate from pulse to pulse for around four thousand FLASH pulses. The line indicates

the mean value. Error bars (not shown) are on the order of 20 % for the pulse duration and

<10% for the pulse energy measurements. The arrival time uncertainty measured by THz

streaking was ∼ 20 fs. In addition, the histograms of the shown time series are shown.
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SASE or technical fluctuations? To get information on the fluctuations source, simulations of the

different FEL parameters that are only taking the SASE process into account are used to compare

to the experimentally determined values. That way we can disentangle the fluctuations induced

by inherent SASE fluctuations from measurement uncertainties, fluctuations in the energy gain

and compression of the electron bunches (related to the acceleration field phase stability), that

we summarize and refer to as "technical fluctuations".

As shown in Fig. 5 (a, right side), the histogram of the measured pulse durations has a Gaussian

distribution, with its center of mass denoting the mean pulse duration width representing the

shot-to-shot fluctuations. To compare the width of the distribution for different pulse duration

settings of the FEL, we use the rms of the distribution normalized by the pulse duration (σph/τph).

Equation (11) shows that the relative fluctuations of the pulse duration depend on the number

of spectral modes. Therefore, in order to compare the experimental values measured at 6.8 nm ,

20 nm and the simulation, the measured pulse duration was converted to the number of modes

using Eq. (9). The coherence times τc were taken from Ref. [37]: τcFWHM
(6.8 nm)∼ 6 fs and

τcFWHM
(20 nm)∼ 15 fs as summarized in Table 1.

The relative pulse duration fluctuations determined by the THz streaking experiments are

plotted in Fig. 6 (dots) together with the simulation results [Eq. (11)] for saturation (full line) and

exponential gain regime (dashed line). The experimental data points are the average fluctuations

for several thousand FEL pulses recorded for different FEL operation modes. The fluctuation

decreases when increasing the pulse duration from (σph/τph) ∼ 30% for short pulses to ∼ 10%

for longer ones. Therefore, SASE delivers better defined pulse durations for longer pulses than

for short pulses. The general trend can be understood by looking at the modal structure; short

pulses consist only of a small number of modes/spikes, such that the relative change of ±1 modes

affect the pulse duration much stronger than for longer pulses consisting of many more modes.

Comparing the measured data with the predicted pure SASE fluctuations from the FAST

simulation (see Fig. 6), we find that a large fraction of the fluctuations is due to the SASE process.

However, 20-50 % of the fluctuations can be attributed to "technical sources". Since the FEL was

operating close to or in saturation, the relevant simulation for comparison is that of the solid

line. The error bars include the uncertainty of the single-shot pulse duration measurement as

described in [36] but accelerator based fluctuations are not taken into account.

The identification and quantification of other sources of fluctuations will have to be addressed

in future studies. Even if additional "technical" error sources will be minimized in future

accelerators, the pulse duration fluctuations based on pure SASE are still significant. Looking at

Fig. 1 the pulse shape and resulting intensity distribution changes much more from shot-to-shot

than the rms width, which underlines the demand for a high resolution temporal diagnostic

resolving the SASE substructure.

In order to test to what extent the partial coherence model simulation [26] can reproduce

the predicted fluctuations, we generated a large set of XUV spectra and temporal distributions.

Ensembles of 400 pulses were calculated for different pulse durations between 10 fs and 200 fs

in combination with a range of spectral bandwidths from 0.2 % to 0.9 %. For each simulated

pulse we derived the pulse duration using Eq. (2) and its number of modes by counting the

spectral spikes and using Eq. (10). For each setting, the standard deviation over the 400 pulses

was calculated and normalized by the average pulse duration. The result is plotted in Fig. 6 as

orange diamonds. Despite the large variation of input parameters, the simulated fluctuations

agree very well with the fluctuations for pulses at saturation as predicted by the FAST simulation.

Since FLASH typically operates in saturation, we can conclude that the partial coherence model

provides a simple scheme to simulate SASE pulses that resemble the theoretically expected

scaling of the pulse duration fluctuations.
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Fig. 6. The relative fluctuation of the SASE pulse durations are shown for the FAST

simulation results as well as the experimentally measured values. The experimental pulse

durations (for 6.8 nm and 20 nm) were scaled to number of modes using Eq. (9). The

expected scaling of the fluctuations [(see Fig. 3 and Eq. (11)] are shown for the linear

range and at saturation. In general, the relative fluctuations are decreasing for longer pulse

durations while the experimental values (measured at saturation conditions) exceeding the

simulation values indicating a significant contribution by technical fluctuations and drifts

in the accelerator and measurement uncertainties of the THz streaking. In addition, the

normalized fluctuations of 400 simulated pulses, calculated using the partial coherence

method [26] are plotted.

4.2. Fluctuations of the radiation pulse energy

The pulse energy fluctuations can be treated analogously to the pulse duration fluctuations. As

indicated in Fig. 2, the (relative) pulse energy fluctuations are larger compared to the pulse

duration fluctuations and the difference between the linear gain and saturation regime is bigger as

well.

Figure 7 summarizes the simulation results and the experimental data points. The experimental

data lies between the predicted curves for the linear and the saturation regime. The pulse energy

fluctuations of the experimental data are closer to the simulated ones, which is partly due to the

much lower measurement uncertainty of typically ±(5 − 10)% for pulse energy measurements

[8,9]. Nevertheless, similar to the pulse duration fluctuations, a significant fraction of the

fluctuations can be assigned to technical sources. Again, the partial coherence model agrees well

with the FAST simulation for the saturation regime.

4.3. Fluctuations of the arrival time

Due to the varying sub-structure of the XUV pulse, the center of mass of the photon pulse (τar)

is slightly different from pulse to pulse, leading to fluctuations in the arrival time σar of the

photon pulse with respect to the electron bunch. To compare the prediction to the experimentally

determined values we can use the arrival time of the center of mass of the electron bunch with

respect to the master optical clock, which is measured at FLASH with high accuracy (∼ 10 fs

rms [12,35]) by the so called bunch arrival time monitor (BAM). In addition, the THz streaking

arrival time measurements of the center of mass of the XUV photon pulse with respect to the THz

pulse is monitored with few fs resolution [35]. However, after accounting for the synchronization
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Fig. 7. The relative fluctuation of the SASE pulse energy is shown for the FAST simulation

results as well as the experimentally measured values. The experimental pulse energy was

measured for different FEL operation modes, from few µJ to up to 50 µJ. The simulated

fluctuations are shown for the linear range and at saturation. In general, the relative

fluctuations decrese for longer pulse durations. The experimental values (measured at

saturation conditions) exceed the simulation values, indicating a significant contribution of

technical fluctuations and drifts in the accelerator and measurement uncertainties.

of the THz producing laser to the master optical clock, the distribution of synchronised optical

clock signals, transport of the electron bunches and XUV radiation by many tens of meters, as

well as several other involved subsystems, the overall accuracy of arrival time determination

between the electron bunch and the XUV photon pulse measured with THz streaking is in

the range of 15-20 fs rms (corresponding to 30-50 fs FWHM) [24].Looking at the theoretical

prediction of SASE arrival time fluctuations [Eq. (12)] we find, for the presented parameter

range of wavelengths and pulse durations, that the arrival time fluctuations due to the statistical

variation of the photon pulse sub-structure are below 10 fs (rms) and thus can not be determined

using current arrival time measurement techniques. Figure 8 shows the relative fluctuations

of the arrival time simulated using FAST for the linear and non-linear regime and the partial

coherence model. The experimental arrival time fluctuations were calculated by taking the

standard deviation of the difference between the photon arrival time measured by THz streaking

(τph) and the electron beam arrival time (τBAM). The 15-20 fs rms accuracy of the photon pulse

arrival time measurements is much larger as compared to the pulse duration, therefore the relative

fluctuations are greater and it is used as the upper limit of the fluctuation’s uncertainty.

4.4. Correlations of the radiation pulse energy and pulse duration

In the previous sections, fluctuations of pulse energy and pulse duration were discussed as

average values and independently from each other. With thousands of experimental and simulated

pulse durations and corresponding pulse energies of individual SASE pulses, the analysis can be

extended to a shot to shot basis.

Studying the temporal structure of the SASE pulses (Fig. 1), one is tempted to conclude

that a longer pulse containing more sub spikes (modes) also contains more photons on average

and thus has a higher pulse energy. Plotting the single-shot normalized pulse duration and

corresponding pulse energies for different FEL settings, we obtain the correlation plots shown

in Fig. 9(a). Three different FEL settings were used, with ∼17 fs, ∼35 fs and ∼70 fs (FWHM)
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Fig. 8. The relative fluctuation of the SASE arrival time using the FAST and partial

coherence model simulations are shown. The fluctuations were calculated for the saturation

(solid line) and linear (dashed line) regime. The arrival time fluctuations simulations

decrease for longer pulse durations. The current experimental resolution of 15-20 fs gives

an upper limit on the uncertainty of the measured arrival time relative fluctuations.

average pulse durations [converted to the number of modes by Eq. (9)]. Firstly, the fluctuations

are not correlated for any of the measured FEL settings. Thus, perhaps surprisingly, the pulse

energy fluctuates independently of the pulse duration, contradicting the simple interpretation

mentioned above. Furthermore, the normalized fluctuations show about the same amplitude for

the pulse energy and the pulse duration. In addition, there are smaller fluctuations for longer

pulses, containing more modes. These observations are in agreement with the averaged data

shown in Figs. 6 and 7. The error bars of a single shot measurement are shown in the lower

right edge of Fig. 9(a) - the relatively large uncertainty may obscure any possible correlation.

Simulations can help to clarify this situation.The simulation results calculated by FAST are

plotted in Fig. 9(b). There is also no sign of correlation between pulse duration and pulse

energy, supporting the experimental finding. We therefore conclude that the pulse energy and

pulse duration are indeed fluctuating independently. Similar to the experiment, the simulated

data shows smaller fluctuations in both quantities for longer pulses (larger number of modes).

However, in contrast to the experimental values, the fluctuations for the pulse durations are

smaller than those in pulse energy, in agreement with Fig. 2. The simulated pulse duration values

fluctuate less in comparison to the experimental ones.

Despite the surprising result that there is no significant correlation between the pulse energy and

the pulse duration of individual SASE pulses, there is an even more surprising observation obtained

from the simulation for the linear gain regime. Figure 4 displays the pulse resolved correlation

plots for the pulse duration and pulse energy at different stages along the undulator. When moving

from the linear regime to deep saturation, the pulse energy increases by approximately two

orders of magnitude, and the pulse duration increases by a factor of approximately two. While

there is no correlation found in saturation, there is a tilted ellipse for the linear regime (Fig. 4),

indicating a negative correlation between pulse energy and pulse duration. On average, pulses

with shorter pulse duration actually contain more pulse energy. One possible explanation would

be the following: Slightly increased intensity spikes in the initial random "seed" distribution

gain faster more energy due to the exponential growth, leading to strong spikes. In contrast,
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Fig. 9. Normalized and pulse resolved SASE pulse energy versus radiation pulse duration

in the saturation regime. The experimental data (a) results from three different FEL settings

at 6.8 nm with average pulse durations of ∼15 fs, ∼30 fs and ∼90 fs (FWHM). The error

bars for the single pulse measurements are shown in the lower right corner. Part (b) shows

the simulation result (FAST) for different number of modes at saturation (z/zsat = 1). The

fluctuations of the pulse energy are (for the same number of modes) about a factor of 2 larger

as compared to the pulse duration in accordance to Fig. 2. The difference to the experimental

result can be explained by measurement uncertainties and accelerator fluctuations.

the less intense parts of the initial distribution gain less energy and catch up only at saturation.

Therefore, in the exponential gain regime, single intense spikes are more strongly amplified,

leading to a larger fraction of short and intense pulses in the correlation plot. This results in an

anti-correlation between pulse energy and pulse duration. Up to now the experimental resolution

for pulse duration measurements at very low pulse energies has been insufficient to determine

this negative correlation in the linear regime.

4.5. Radiation pulse duration and spectral structure

Generally, the spectral distribution of SASE XUV pulses also contains important information

about the pulse duration. The second order spectral correlation function (g2) [19–21] is typically
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Since the XUV spectra and the streaking measurements are acquired simultaneously, we can

determine the number of spikes and the pulse duration for each recorded FEL setting. Figure 11

shows the averaged pulse duration and number of spectral spikes for different electron bunch

length settings at FLASH. For most of the settings the FEL was operated in saturation, delivering

over 15 µJ per XUV pulse. The measured relation between spectral modes and XUV pulse

duration can be well approximated with a linear slope -as expected for the linear gain regime-

even though already operating in saturation. The slope was determined to be 6.5 fs/spike, yielding

a coherence time of ∼ 6.5 fs (FWHM) for 6.8 nm [see Eqs. (9) and (10)], which is in good

agreement with longitudinal interference measurements presented in Ref. [37]. Figure 11 shows

the linear dependence between the averaged values of the number of spikes in the spectral domain

and the pulse duration measured with streaking.

Fig. 11. Plotted is the experimentally determined average pulse duration as function of the

average number of spectral spikes for different FEL operation settings (all at a wavelength of

6.8 nm). Several thousand pulse resolved measurements have been averaged for each data

point. The FEL was operated close to or in saturation. The linear fit shows 6.5 fs/spectral

spike.

To investigate the correlation for single SASE pulses, the number of spikes and the pulse

duration are plotted for each SASE pulse in Fig. 12(a). Plotting the data for a fixed FEL setting,

there is almost no correlation between the single-shot spike number and the pulse duration. For

the same number of spikes, there can be up to a factor of two difference in pulse duration which

does not allow one to predict, on a single shot basis, the XUV pulse duration from the spectral

measurements. This experimental finding, shown in Fig. 12(a), is also confirmed by simulations.

Using the partial coherence model [26], SASE pulses in temporal and spectral domain, were

calculated for different average pulse durations and analyzed with the same peak finding algorithm

as the experimental data. Similar to the experimental data there is a large scatter observed within

the simulation results belonging to the same average pulse duration [Fig. 12(b)].

While there is on average and in saturation, a linear dependence between the pulse duration

and the number of spectral spikes in the SASE radiation, both quantities fluctuate independently

on a single-shot basis.
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Fig. 12. Shown is the pulse resolved correlation between the number of spectral spikes and

the pulse durations. The experimentally determined data was recorded for three different

operation modes of the FEL with average pulse durations of 30fs, 120fs and 170 fs (at 6.8

nm). For a fixed FEL operation mode the pulse duration and number of spectral spikes

fluctuate independently. This observation is supported by simulation results (b). Using the

partial coherence method [26] the same behavior was observed.

5. Conclusion

We presented experimental data from the XUV SASE FEL FLASH for pulse duration, pulse

energy, arrival time and spectral distribution. The fluctuations of these four important radiation

pulse properties have been investigated on average and on a pulse to pulse basis for FEL pulses

ranging from a few fs to up to 200 fs (FWHM). SASE simulations have been performed to support

the experimental results and to disentangle experimental fluctuations and uncertainties from pure

SASE related fluctuations. This approach shows that the major contribution of fluctuation is

indeed caused by SASE, accompanied by a varying part of "technical" fluctuations. Analyzing the

simulation results, scaling laws for the fluctuations have been derived theoretically and validated

experimentally. The resulting 1/
√

M scaling allows a fast and precise way to estimate the amount

of fluctuations of SASE parameters to expect for different FEL pulse durations and wavelengths

without the need to perform complex simulations. Recording spectral and temporal pulse

properties simultaneously for a large number of different FEL settings, we could experimentally

verify that the linear dependence between the average pulse duration and average number of

spectral spikes which was expected for the linear range by theory, still holds when the FEL is

operated in saturation. This linear dependence however, disappears completely when the data is

analyzed on a shot-to-shot basis. We found no correlation between single-shot pulse duration and
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number of spectral spikes as well as pulse energy - all three parameters fluctuate independently

in the experiment and the simulations. This result shows clearly that dependencies that were

observed for averaged parameters may not hold for SASE based shot-to-shot fluctuations. This is

important for FEL photon diagnostics, pointing out that one can not simply employ one quantity

to predict the other on a shot-to-shot basis. It is not possible to substitute a complex task such as

measuring the XUV pulse duration by just measuring the spectrum or even pulse energy. On the

other hand, the missing correlation between the different radiation parameters is good news for

the analysis of experimental data since it allows to sort the experimental data independently by

one of the parameters without the risk to generate spurious correlations by the sorting procedure.

Acknowledgments. We want to acknowledge the work of the scientific and technical team at FLASH. We want to

thank M. Beye and C. Passow for the implementation of the partial coherence model in Python.

Disclosures. The authors declare no conflicts of interest.

References

1. W. Ackermann, et al., “Operation of a free-electron laser from the extreme ultraviolet to the water window,” Nat.

Photonics 1(6), 336–342 (2007).

2. P. Emma, et al., “First lasing and operation of an ångstrom-wavelength free-electron laser,” Nat. Photonics 4(9),

641–647 (2010).

3. T. Ishikawa, et al., “A compact x-ray free-electron laser emitting in the sub-ångström region,” Nat. Photonics 6(8),

540–544 (2012).

4. E. Allaria, et al., “Highly coherent and stable pulses from the fermi seeded free-electron laser in the extreme

ultraviolet,” Nat. Photonics 6(10), 699–704 (2012).

5. W. Decking, et al., “A mhz-repetition-rate hard x-ray free-electron laser driven by a superconducting linear accelerator,”

Nat. Photonics 14(6), 391–397 (2020).

6. I. Ko, et al., “Construction and commissioning of pal-xfel facility,” Appl. Sci. 7(5), 479 (2017).

7. C. Milne, et al., “Swissfel: The swiss x-ray free electron laser,” Appl. Sci. 7(7), 720 (2017).

8. M. Richter, “Measurement of gigawatt radiation pulses from a vacuum and extreme ultraviolet free-electron laser,”

Appl. Phys. Lett. 83(14), 2970–2972 (2003).

9. K. Tiedtke, J. Feldhaus, U. Hahn, U. Jastrow, T. Nunez, T. Tschentscher, S. V. Bobashev, A. A. Sorokin, J. B. Hastings,

S. Möller, L. Cibik, A. Gottwald, A. Hoehl, U. Kroth, M. Krumrey, H. Schöppe, G. Ulm, and M. Richter, “Gas

detectors for x-ray lasers,” J. Appl. Phys. 103(9), 094511 (2008).

10. G. Brenner, S. Kapitzki, M. Kuhlmann, E. Ploenjes, T. Noll, F. Siewert, R. Treusch, K. Tiedtke, R. Reininger, M.

D. Roper, M. A. Bowler, F. M. Quinn, and J. Feldhaus, “First results from the online variable line spacing grating

spectrometer at flash,” Nucl. Instrum. Methods Phys. Res., Sect. A 635(1), S99–S103 (2011).

11. M. Braune, G. Brenner, S. Dziarzhytski, P. Juranic, A. Sorokin, and K. Tiedtke, “A non-invasive online photoionization

spectrometer for flash2,” J. Synchrotron Radiat. 23(1), 10–20 (2016).

12. A. Angelovski, M. Kuntzsch, M. K. Czwalinna, A. Penirschke, M. Hansli, C. Sydlo, V. Arsov, S. Hunziker, H.

Schlarb, M. Gensch, V. Schlott, T. Weiland, and R. Jakoby, “Evaluation of the cone-shaped pickup performance for

low charge sub-10 fs arrival-time measurements at free electron laser facilities,” Phys. Rev. Spec. Top.–Accel. Beams

18(1), 012801 (2015).

13. E. Saldin, E. Schneidmiller, and M. Yurkov, The Physics of Free Electron Lasers (Springer, 2000).

14. E. Saldin, E. Schneidmiller, and M. Yurkov, “Statistical properties of radiation from sase fel driven by short electron

bunches,” Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors

and Associated Equipment pp. 101–105 (2003).

15. E. Saldin, E. Schneidmiller, and M. Yurkov, “Statistical properties of the radiation from vuv fel at desy operating at

30nm wavelength in the femtosecond regime,” Nuclear Instruments and Methods in Physics Research Section A:

Accelerators, Spectrometers, Detectors and Associated Equipment 562(1), 472–486 (2006).

16. E. Schneidmiller and M. Yurkov, “Application of Statistical Methods for Measurements of the Coherence Properties

of the Radiation from SASE FEL,” in 7th International Particle Accelerator Conference, (2016), p. MOPOW013.

17. C. Behrens, N. Gerasimova, C. Gerth, B. Schmidt, E. Schneidmiller, S. Serkez, S. Wesch, and M. Yurkov, “Constraints

on photon pulse duration from longitudinal electron beamdiagnostics at a soft x-ray free-electron laser,” Physical

Review Special Topics - Accelerators and Beams 15(3), 030707 (2012).

18. A. Singer, F. Sorgenfrei, A. P. Mancuso, N. Gerasimova, O. M. Yefanov, J. Gulden, T. Gorniak, T. Senkbeil, A.

Sakdinawat, Y. Liu, D. Attwood, S. Dziarzhytski, D. D. Mai, R. Treusch, E. Weckert, T. Salditt, A. Rosenhahn, W.

Wurth, and I. A. Vartanyants, “Spatial and temporal coherence properties of single free-electron laser pulses,” Opt.

Express 20(16), 17480–17495 (2012).

19. A. A. Lutman, Y. Ding, Y. Feng, Z. Huang, M. Messerschmidt, J. Wu, and J. Krzywinski, “Femtosecond x-ray free

electron laser pulse duration measurement from spectral correlation function,” Phys. Rev. Spec. Top.–Accel. Beams

15(3), 030705 (2012).



Research Article Vol. 29, No. 7 / 29 March 2021 / Optics Express 10508

20. Y. Inubushi, K. Tono, T. Togashi, T. Sato, T. Hatsul, T. Kameshima, K. Togawa, T. Hara, T. Tanaka, H. Tanaka, T.

Ishikawa, and M. Yabashi, “Determination of the pulse duration of an x-ray free electron laser using highly resolved

single-shot spectra,” Phys. Rev. Lett. 109(14), 144801 (2012).

21. R. Engel, S. Düsterer, G. Brenner, and U. Teubner, “Quasi-real-time photon pulse duration measurement by analysis

of FEL radiation spectra,” J. Synchrotron Radiat. 23(1), 118–122 (2016).

22. U. Fruehling, M. Wieland, M. Gensch, T. Gebert, B. Schutte, M. Krikunova, R. Kalms, F. Budzyn, O. Grimm, J.

Rossbach, E. Plönjes, and M. Drescher, “Single-shot terahertz-field-driven x-ray streak camera,” Nat. Photonics 3(9),

523–528 (2009).

23. I. Grguras, A. R. Maier, C. Behrens, T. Mazza, T. J. Kelly, P. Radcliffe, S. Dusterer, A. K. Kazansky, N. M. Kabachnik,

Th. Tschentscher, J. T. Costello, M. Meyer, M. C. Hoffman, H. Schlarb, and A. L. Cavalieri, “Ultrafast x-ray pulse

characterization at free-electron lasers,” Nat. Photonics 6(12), 852–857 (2012).

24. R. Ivanov, J. Liu, G. Brenner, M. Brachmanski, and S. Düsterer, “FLASH free-electron laser single-shot temporal

diagnostic: terahertz-field-driven streaking,” J. Synchrotron Radiat. 25(1), 26–31 (2018).

25. E. Saldin, E. Schneidmiller, and M. Yurkov, “Fast: a three-dimensional time-dependent fel simulation code,” Nuclear

Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated

Equipment 429(1-3), 233–237 (1999).

26. T. Pfeifer, Y. Jiang, S. Düsterer, R. Moshammer, and J. Ullrich, “Partial-coherence method to model experimental

free-electron laser pulse statistics,” Opt. Lett. 35(20), 3441–3443 (2010).

27. R. Bonifacio, C. Pellegrini, and L. M. Narducci, “Collective instabilities and high-gain regime in a free electron

laser,” Opt. Commun. 50(6), 373–378 (1984).

28. L. Mandel and E. Wolf, “The measures of bandwidth and coherence time in optics,” Proceedings of the Physical

Society 80(4), 894–897 (1962).

29. R. Bonifacio, F. Casagrande, and L. De Salvo Souza, “Collective variable description of a free-electron laser,” Phys.

Rev. A 33(4), 2836–2839 (1986).

30. E. Saldin, E. Schneidmiller, and M. Yurkov, “Statistical properties of radiation from vuv and x-ray free electron

laser,” Opt. Commun. 148(4-6), 383–403 (1998).

31. S. Krinsky and R. L. Gluckstern, “Analysis of statistical correlations and intensity spiking in the self-amplified

spontaneous-emission free-electron laser,” Phys. Rev. Spec. Top.–Accel. Beams 6(5), 050701 (2003).

32. M. Martins, M. Wellhöfer, J. Hoeft, W. Wurth, J. Feldhaus, and R. Follath, “Monochromator beamline for flash,” Rev.

Sci. Instrum. 77(11), 115108 (2006).

33. N. Gerasimova, S. Dziarzhytski, and J. Feldhaus, “The monochromator beamline at flash: Performance, capabilities

and upgrade plans,” J. Mod. Opt. 58(16), 1480–1485 (2011).

34. H. Redlin, A. Al-Shemmary, A. Azima, N. Stojanovic, F. Tavella, I. Will, and S. Dústerer, “The flash pump–probe

laser system: Setup, characterization and optical beamlines,” Nuclear Instruments and Methods in Physics Research

Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 635(1), S88–S93 (2011).

35. S. Schulz, I. Grguras, C. Behrens, H. Bromberger, J.T. Costello, M.K. Czwalinna, M. Felber, M.C. Hoffman, M.

Ilchen, H.Y. Liu, T. Mazza, M. Meyer, S. Pfeiffer, P. Predki, S. Schefer, C. Schmidt, U. Wegner, H. Schlarb, and

A.L. Cavalieri, “Femtosecond all-optical synchronization of an x-ray free-electron laser,” Nat. Commun. 6(1), 5938

(2015).

36. R. Ivanov, I. J. B. Macias, J. Liu, G. Brenner, J. Roensch-Schulenburg, G. Kurdi, U. Frúhling, K. Wenig, S. Walther,

A. Dimitriou, M. Drescher, I. P. Sazhina, A. K. Kazansky, N. M. Kabachnik, and S. Dústerer, “Single-shot temporal

characterization of XUV pulses with duration from ∼10 fs to ∼350 fs at FLASH,” J. Phys. B: At., Mol. Opt. Phys.

53(18), 184004 (2020).

37. S. Roling, “Temporal and spatial coherence properties of free-electron-laser pulses in the extreme ultraviolet regime,”

Physical Review Special Topics - Accelerators and Beams 14(8), 080701 (2011).





Journal of Physics B: Atomic, Molecular and Optical Physics

J. Phys. B: At. Mol. Opt. Phys. 54 (2021) 085601 (7pp) https://doi.org/10.1088/1361-6455/abf154

Post-collision interaction effect in

THz-assisted Auger decay of noble gas

atoms
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Abstract

Auger electron spectra were simulated in the presence of a terahertz streaking field to study
post-collision interaction (PCI) effects in the time-evolution of photoinduced Auger decays.
The PCI is characterized by the ratio of the spectral line width for Auger electron emission in
opposite directions with respect to the THz-field. These calculations have been performed
using the analytical semiclassical model developed by Bauch and Bonitz (2012 Physical
Review A 85 053416). The results are shown for Ne(KLL), Ar(LMM), Kr(MNN) and
Xe(NOO) Auger transitions whereby different possible experimental conditions were
evaluated.

Keywords: post-collision interaction, Auger decay, terahertz streaking
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1. Introduction

The term ‘post-collision interaction (PCI)’ encompasses a
broad range of phenomena in atomic collisions and pho-
toionization, associated with the influence of the Coulomb
interaction of slowly receding charged particles on autoion-
ization (Auger) electron spectra [1]. In particular, PCI effects
were observed in near-threshold inner shell photoionization of
atoms with the following Auger decay (see [2, 3] and refer-
ences therein). Here, the interaction with the slow photoelec-
tron shifts the energy of the Auger electron and considerably
distorts the Auger line-shape in the spectrum. In addition, PCI

∗ Author to whom any correspondence should be addressed.

Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

is responsible for the recapture of emitted photoelectrons to
Rydberg states of the ions [4]. These phenomena were thor-
oughly studied experimentally in nineties and zeroes at syn-
chrotron radiation facilities (see, for example, [5–9] as well as
references in [2, 3]). A good understanding of the PCI effects
was achieved first on a semiclassical basis [10–13] and later in
a stationary quantummechanical picture of the process within
the unified theory of the Auger process [14, 15] and the ran-
dom phase approximation with exchange approach [16, 17].
The non-stationary description of the PCI-induced recapture
process was developed in [9, 18].

The above mentioned experiments were performed by
standard time-integrated spectroscopic methods using high-
resolution electron spectrometers. In the past decades,
tremendous progress in the availability of femtosecond and
subfemtosecond photon pulses has enabled the study of atomic
processes in the time-domain, in particular Auger decays
[19–25]. A first terahertz (THz)-assisted time-resolved study
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of the Auger process in atoms has revealed that PCI leads to a
time-dependent (chirped) Auger electron energy [26].

In the experiment [26], Kr MNN and Xe NOO Auger
spectra, excited by ultrashort (femtosecond) extreme ultravi-
olet (XUV) pulses from the free-electron laser in Hamburg
(FLASH) [27] and from a high harmonic laser source have
been studied. The electrons were ionized in the presence of
a co-propagating, linearly polarized THz field which intro-
duced a time dependent modulation (streaking) of the elec-
tron energies. By changing the time delay between XUV and
THz pulses the time development of the Auger decay has
been investigated. A significant difference of the widths of
kinetic energy spectra for opposite observation directions and
THz field gradients has been observed. This indicates an ener-
getic chirp, i.e. a pronounced time-dependent variation of the
Auger electrons kinetic energy. Theoretical interpretation of
the results has been given using the semiclassical approach
developed by Bauch and Bonitz [28]. It was shown that the
chirp may be explained by the PCI of the photo- and Auger
electrons in the final state. Later this finding has been used to
study the temporal evolution of interatomic-Coulombic decay
by evaluating the PCI energy shift of electrons and thereby
deducing the ionization times [29]. Moreover, it was demon-
strated that the measured PCI effect is very sensitive to the
details of the photoinduced Auger emission. Furthermore, it
was suggested to use the observed effect in metrology of
ultra-fast pulses. These observations stimulate an interest in
continuing and broadening the studies of the time-resolved
PCI effects. Thus, the present paper shall serve as a basis
for experimental studies on FELs or HHG sources in order
to determine the optimum experimental conditions to observe
a strong PCI effect. In particular, the study is motivated to
guide future experiments at the THz streaking setup at FLASH
[30, 31].

In the present paper we report the results of the theoreti-
cal study of the THz-assisted photoinduced Auger processes
in noble gas atoms. The main goal is to investigate the PCI
effects in the process and their dependence on the experimen-
tal parameters. We used the analytical model of the process
developed by Bauch and Bonitz [28]. A concise description
of the model is presented in section 2. The calculations have
been done for KLL transitions in Ne, LMM in Ar, MNN in
Kr and NOO in Xe. The results are shown and discussed
in section 3. Finally, section 4 contains the conclusions and
outlook.

2. Semiclassical description of PCI

An accurate theoretical description of the THz assisted pho-
toinduced Auger process might be given on the basis of
a numerical solution of the time-dependent Schrödinger
equation [32] which involves both the exciting XUV pulse
and the streaking THz pulse. This approach would auto-
matically include the description of PCI as it was demon-
strated in [18] for the case without a THz pulse. However, the
long streaking THz pulse in comparison with the fast oscilla-
tions of the electronic wave functions makes a direct appli-
cation of this method not feasible due to prohibitively long

computation time. Bauch and Bonitz [28] suggested a sim-
ple analytical model which incorporates both the PCI effect
and the streaking in the THz field. The model is based on
the semiclassical description of the PCI effect [10, 12, 13].
Namely, it is associated with the abrupt change of the screen-
ing which is felt by the slowly receding photoelectron at
the moment when the fast Auger electron overtakes it. The
movement of both electrons is considered classically, and an
essential parameter of the model is the distance from the ion
nucleus at which the Auger electron overtakes the photoelec-
tron. The model was tested in [28] by comparing it with the
solution of the time-dependent one-dimensional Schrödinger
equation and Monte Carlo molecular dynamics simulations.
Furthermore, it has accurately described the experimental
data [26].

In the following, we use the analytical semiclassical model
[28] to predict the PCI effects in THz assisted Auger decay in
noble gas atoms. In a short description of the model we follow
the paper [28].

Consider a photoelectron emitted at a time tph with a
momentum pph and an Auger electron released after the pho-
toelectron at a time τA with a momentum pA in the pres-
ence of a linearly polarized streaking THz field with vector
potential A(t). It is supposed that pA > pph. The Auger decay
line-width (without THz field) is denoted ΓA so that the
core-hole life-time is Γ

−1
A (here and below atomic units

are used unless otherwise indicated). For calculating the
Auger-electron spectral line-shape, the THz vector potential is
expanded around the moment of the photoemission in Taylor
series:

A(τA) = AP + ȦPτA +O(τ 2A), (1)

where AP = A(tph) while ȦP = dA
dt (tph) denotes the first time

derivative of the vector potential. We consider the Auger elec-
tron spectra in two neighbouring zero-crossings of the vector
potential where AP = 0. Ignoring the higher order terms of the
expansion (1), we obtain that the energy shift for Auger elec-
trons in the THz field pAA(τA) = pAȦPτA depends on the sign
of the derivative ȦP. Moreover, it is clear that the streaking
effect for different signs of ȦP can be equivalently studied by
changing the sign of pA, i.e. by detecting the emitted Auger
electrons in opposite directions.

The model Auger spectrum generated by the XUV pulse
in the THz field is presented as the numerical convolution
of the PCI-distorted spectral line shapes f ± (ǫ) with the
streaked energy spectrum fX(ǫ̂) due to the finite XUV pulse
duration:

fX±(ǫ) =
∫ +∞

−∞
dǫ̂ fX(ǫ̂) f ± (ǫ− ǫ̂). (2)

Here

fX(ǫ̂) =
1√
πΓX

exp

(

− ǫ̂2

Γ
2
X

)

, (3)

with
ΓX = pAȦPτX , (4)

where τX is the XUV pulse duration full-width at half-
maximum (FWHM).
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As demonstrated in [28], for a positive derivative of the
streaking electric field ȦP > 0, the spectral line shape f+(ǫ)
may be presented as:

f+(ǫ) = Γ4
k+ − ǫ−
k+

e−Γ4(k+−ǫ+), (5)

where Γ4 = |α|ΓA with α = (2pAȦP)−1.
On the other hand, for negative values of ȦP < 0, the Auger

spectral line shape is:

f−(ǫ) = 2Γ4e
−Γ4ǫ+

(

ǫ−
k−

cosh Γ4k− − sinh Γ4k−

)

. (6)

In these equations k± =
√

ǫ2− ± |β|, ǫ± = ǫ± β
4 δr

∗ with
β = 4pAȦP/pr.

The parameters pr and δr∗ determine the classical distance
from the ion at which the Auger electron overtakes the slower
photoelectron:

r∗ = τApr + δr∗. (7)

Here pr = pApph/[pA − pph + A(tph)− A(τA)], and δr∗ is a
small correction to the initial distance of the two electrons
from the ion. For the derivation of these expressions and their
detailed discussion the reader is referred to the paper [28].

As it is shown in [28], due to the influence of PCI the spec-
tral width of the Auger line at Ȧ > 0 (denoted ω+) is larger
than at Ȧ < 0 (denoted ω−).

Qualitatively, the difference in spectral width at the two
slopes of the vector potential may be explained as follows. The
energy shift of the Auger electron in the THz field taking into
account the PCI effect is ∆EA = −pAA(t)+ A2(t)+ EPCI(t),
where t is the moment of the Auger electron emission. The
term EPCI(t) accounts for the change of Auger electron energy
due to the PCI effect. In the semiclassical model, this term is
equal to the energy gain of the Auger electron when it over-
takes the slow photoelectron at the distance r∗(t). It is due to the
change of screening at this moment and is equal to EPCI(t) =
1/r∗(t). When time t increases, the Auger electron overtakes
the photoelectron at a larger distance and therefore gains less
energy. Thus the energy of the Auger electron depends on time
indicating a ‘chirp’. The quadratic term A2(t) is small and may
be ignored. The width induced by the THz field and the PCI
may be estimated as δ(∆EA) = (−pAdA/dt+ dEPCI/dt)Γ

−1.
The second term does not depend on the sign of dA/dt and
is always negative. Therefore, for a positive derivative both
terms have the same sign and the width is larger than for a
negative one, where the two terms have different signs and
partly cancel each other. This is the consequence of the chirp
and is similar to the effect of chirp on the spectral width
of photoelectrons [33]. On the other hand, these widths are
equal if the PCI effect is negligible. Therefore, it is conve-
nient to characterize the PCI effect by the ratio of the widths
ω+/ω−.

3. Results and discussion

To illustrate the PCI effect for experimentally reachable
parameters at FELs or HHG sources in the time evolution of

the Auger decay, the photon energies were varied such that
the ratio of the photoelectron to the Auger electron energy
ranged between zero (the photon energy is equal to the corre-
sponding threshold energy) and one (the photoelectrons have
the same energy as the Auger electrons). Therefore, we have
chosen the following representative examples of the Auger
transitions:

1. KL2,3L2,3(1D2) transition in Ne. This is the strongest
line in Ne Auger spectrum at the Auger electron energy of
804.5 eV [34]. The binding energy of the 1 s electron is
870.2 eV and the decay width is ΓA = 263.2 meV [35] cor-
responding to a lifetime of Γ−1

A = 2.5 fs. The photon energy
needed for the experiment is in the interval from 870.2 to
1674.7 eV.

2. L3M2,3M2,3(1So) transition in Ar with an Auger electron
energyof 201 eV [36]. The binding energy of the 2p3/2 electron
is 248.4 eV and the decay width is ΓA = 114 meV [36] cor-
responding to a lifetime of Γ−1

A = 5.5 fs. The required photon
energy should therefore fall between 248.4 and 449.4 eV.

3. N5O2,3O2,3(1So) transition in Xe with an Auger electron
energy of 29.8 eV [37]. The binding energy of the 4d5/2 elec-
tron is 67.5 eV and the decay width is ΓA = 100 meV [38]
corresponding to a lifetime of Γ−1

A = 6.5 fs. The required pho-
ton energy for the experiment is in the interval from 67.5 to
97.3 eV.

4. M5N1N2,3(1P1) transition in Kr that has an Auger elec-
tron energy of 38.4 eV [37]. The binding energy of the 3d5/2
electron is 93.8 eV and the decay width is ΓA = 88 meV [22]
corresponding to a lifetime of Γ−1

A = 8 fs. The required pho-
ton energy for the experiment is in the interval from 93.8 to
132.2 eV.

X-ray photons with the requisite energy to photoionize Ne
and Ar are available at e.g. European XFEL [39] and LCLS
[40], while XUV photons for the photoionization of Kr and
Xe are available at e.g. FLASH and HHG sources.

For these transitions, we have calculated the ratio of the
line width Rω = ω+/ω− as a function of the photoelectron
energy. The results are presented in figures 1–4. We note that
the value of the parameter δr∗ has no significant effect on the
final results. Therefore, in all calculations below, we assumed
that δr∗ = 1 as it was used in [28]. Furthermore, for a fixed
streaking field strength, the calculations are independent of the
frequency. For each case, we considered THz field strengths
from 30 to 300 kV cm−1 and transform limited XUV (x-ray)
photon pulses with Gaussian envelopes and durations from 5
to 100 fs FWHM.

Figure 1 shows the results for the Ne(KLL) Auger transi-
tions with a core-hole lifetime of Γ−1

A = 2.5 fs for a THz field
strength of 120 kV cm−1. When the energy of the photoelec-
tron is smallest (close to zero) compared to that of the Auger
electron, the width of the spectral line in the falling slope of
the vector potential (Ȧ < 0) is smaller than in the rising slope
(Ȧ > 0) and the ratio Rω is highest. This ratio is decreased by
increasing the photoelectron energy and it is one (both widths
are the same) when the Auger and photoelectrons have the
same energy,meaning that the PCI effect is negligible. Further-
more, the effect can be easier resolved (it is more pronounced)
for shorter XUV pulse durations.
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Figure 1. Ratio of the widths Rω for the neon Auger spectral line
KL2,3L2,3(1D2) for different photon pulse durations at a 120 kV
cm−1 THz−1 electric field strength. The ratio is maximum when the
photoelectron energy is close to zero, and goes to one when both
photo and Auger electrons have the same energy.

Figure 2. The same as in figure 1 but for the argon Auger spectral
line L3M2,3M2,3(1S0).

In figure 2 the results of the Ar(LMM) Auger transitions
with a core-hole lifetime of Γ

−1
A = 5.5 fs for a THz field

strength of 120 kV cm−1 are presented. In this case, similarly
to the previous one, the ratio of the spectral line widths at the
rising and falling slopes of the THz vector potential is also
maximum for relatively slow photoelectrons and goes to one
(there is no PCI effect) when both Auger and photoelectrons
have the same energy.

The results for the Xe(NOO) Auger transitions with a core-
hole lifetime of Γ−1

A = 6.5 fs and for Kr(MNN) Auger tran-
sitions with a core-hole lifetime of Γ

−1
A = 8 fs are shown

in figures 3 and 4, respectively. In both cases the THz field
strength is 120 kV cm−1. Similarly to the previous atoms, the
ratio of the widths of the Auger spectral lines in the rising and
falling slopes of the THz vector potential is highest for the
slowest photoelectrons and goes to one when both the Auger
and photoelectrons have the same energy.

Figure 3. The same as in figure 1 but for the xenon Auger spectral
line N5O2,3O2,3(1S0).

Figure 4. The same as in figure 1 but for the krypton Auger spectral
line M5N1N2,3(1P1).

As mentioned earlier, calculations were done for different
electric field strengths. In figure 5, the results of the simu-
lations for electric field strengths from 60 to 300 kV cm−1

with a photon pulse duration of 20 fs FWHM for Kr(MNN)
Auger transitions are shown. Figure 5(a) shows the ratio Rω as
a function of the energy ratio of the photoelectron to the Auger
electron. In figure 5(b) the line widths in eV at the rising and
falling slopes of the vector potential are plotted. As seen from
figure 5(b), the Auger line width is larger for stronger streaking
THz field. Furthermore, the ratio Rω in figure 5(a), which char-
acterizes the PCI effect, is largest for the weakest THz field.
This may be explained by the fact that the Auger line width in
the THz field is determined by both streaking and PCI effects.
The streaking effect increases with the THz field strength,
while the PCI effect is independent of the THz field. Therefore,
the relative contribution of the PCI effect diminishes with the
THz field strength.

Conversely, in order to experimentally measure the PCI
effect, one has to account for the experimental resolution of the
spectral line widths with an instrument broadening of ∼1 eV.
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Figure 5. (a) Ratio Rω for the krypton Auger spectral line M5N1N2,3(1P1) for different THz streaking field strengths with a photon pulse
duration of 20 fs FWHM. (b) Widths in eV of the same krypton spectral line at the rising Ȧ > 0 (solid) and falling Ȧ < 0 (dotted) slope of
the THz vector potential. Stronger THz fields streak the pulse more resulting in a broader spectral line.

Figure 6. Comparison of the ratio Rω between xenon, krypton,
argon and neon atoms. The calculations were done for a pulse
duration of 10 fs and a THz field strength of 120 kV cm−1. The PCI
effect is stronger for xenon and krypton atoms compared to argon
and neon. The widths’ ratio is almost double for the same energy
ratio between the photo and Auger electrons. On the other hand,
similar behaviour is observed for all of the atoms—the width ratio is
maximum for photoelectrons with energy close to zero and it goes to
one when both photo and auger electrons have the same energy.

A stronger THz field and thus a broader line width will bet-
ter resolve the effect. Therefore, the PCI effect (Rω) together
with the experimental resolution is the parameter that has to be
optimized.

A comparison between the four considered transitions is
shown in figure 6 for an XUV pulse duration of 10 fs and a
THz field strength of 120 kV cm−1. It is observed that there
is a stronger PCI effect for the xenon and krypton atoms as
compared to neon and argon. This can be explained by the
different core-hole lifetimes. To show this, calculations at a
fixed Auger and photoelectron energies but different core-hole
lifetimes ranging from zero to 15 fs were done.

Figure 7. Ratio Rω of the spectral lines at the rising and falling
slopes of the vector potential as a function of its core-hole lifetime.
The calculations were done for Auger and photoelectron energies
of 30 and 0.5 eV respectively, with a THz field strength of
120 kV cm−1 and various photon pulse durations. The PCI effect is
negligible (the ratio is one) for relatively short core-hole lifetimes
and increases for values longer than 4 fs.

Figure 7 shows the ratio of the spectral line widths at the
rising and falling slopes of the THz vector potential for a field
strength of 120 kV cm−1 and different XUV pulse durations
at a photo and Auger electron energies of 0.5 eV and 30 eV
respectively. For relatively short core-hole lifetimes, the PCI
effect is negligible (the ratio is almost one) and it increases sig-
nificantly for core-hole lifetimes longer than 4 fs and reaches
‘saturation’ at 7 fs. Since the core-hole lifetimes of neon and
argon are below 7 fs, the effect is not so pronounced in the
results shown in figures 1 and 2 as compared to xenon and
krypton (figures 3 and 4).

In the semi-classical approach used in our calculations
the electron–electron correlations are not included which
might influence the accuracy of the results, especially for
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low-energy photoelectrons close to threshold. However, full
quantum-mechanical calculations of Auger electron spectrum
(without THz field), which take into account electron cor-
relations [14, 16], show excellent agreement with the semi-
classical approach also for photoelectrons with very low
energy. Moreover, in reference [14] it was shown that the
semi-classical approach is valid when the excess energy
Eex > (ΓEA)1/2, where Γ is the Auger width and EA the Auger
electron energy. For our examples, this condition is satisfied
when the ratio of photoelectron and Auger electron energies
Ee/EA > 0.06 (Xe), 0.05(Kr), 0.02 (Ar, Ne). Thus, we sup-
pose that our results are accurate practically for the whole
considered energy range with an exception of points close to
zero.

4. Conclusions

Using the semi-classical analytical model developed in [28],
we presented the results of numerical calculations of the
PCI effect for different noble gas atoms and various experi-
mental conditions. The results show that there is a stronger
effect for transitions with a core-hole lifetime longer than
4 fs, namely xenon and krypton. Furthermore, it is easier
to resolve the effect for photon pulse durations shorter than
50 fs FWHM as compared to longer ones. Surprisingly, lower
streaking THz field strengths result in a larger ratio Rω .
These results will help future experiments at HHG or FEL
sources to tailor experimental conditions, in order to deter-
mine a parameter space in which a measurable effect can be
expected.
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The effects of postcollision interaction (PCI) in the time evolution of photoinduced Auger decay, assisted
by a terahertz (THz) field, is theoretically investigated. We propose a time-dependent model which is based on
the quantum-mechanical description of the photoinduced Auger process and quasiclassical description of the
PCI. The suggested model is used for calculating the PCI distortion of the Auger spectrum at different temporal
overlaps of the exciting extreme ultraviolet pulse and the streaking THz pulse.
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I. INTRODUCTION

The term postcollision interaction (PCI) is used to describe
the effects of the interaction of charged particles in the final
state of the atomic collision process [1]. In particular, in the
photoinduced Auger process, PCI is the interaction between
the photoelectron, the Auger electron, and the residual ion
[2,3]. The PCI distorts the shape of the Auger line in the
spectrum and shifts the position of its maximum. Furthermore,
PCI is responsible for the recapture of slow photoelectrons
back to the ion. The effects of PCI were widely discussed in
experimental [4–9] and theoretical [10–18] works in the ’80s
and ’90s. With the advent of free-electron lasers in the extreme
ultraviolet (XUV) and x-ray regions, and of new XUV sources
based on high harmonic generation producing ultrashort XUV
pulses, the experimental investigation of the time evolution
of the Auger decay has become possible [19–25]. Recently,
the first time-resolved observation of the PCI effect in Auger
decay has been reported [26]. In the experiment, the Auger
spectra for the transitions MNN in Kr and NOO in Xe were
investigated using a time-resolved pump-probe method. The
Auger transitions were induced by ultrashort XUV pulses. The
temporal variation of the Auger spectra were measured using
a terahertz (THz)-field-driven streak camera. The difference
in the dependence of the spectra on the time delay between
the XUV and THz pulses on the ascending and descending
slopes of the streaking vector potential (an energetic chirp) has
been revealed, which was interpreted as the effect of PCI. For
the interpretation of the results, the analytical semiclassical
approach, developed in Ref. [27], was used.

The quantum mechanical description of the temporal evo-
lution of the field-assisted Auger decay based on the solution
of the time-dependent Schrödinger equation has been de-
veloped in Refs. [18,28]. However, the application of these
approaches for the considered case of Auger transitions in
the THz field is practically impossible at present, since the
relevant numerical calculations would demand prohibitively
long computer time.

To overcome this problem, Bauch and Bonitz [27] solved
the relevant 1D Schrödinger equation and also used the Monte
Carlo molecular dynamics method based on classical me-
chanics. They also developed an analytical (quasi)classical
model which describes the PCI effects in the THz-assisted
Auger transition. The model is applicable at the extreme of the
THz electric field (corresponding to zero values of the vector
potential), where the electron does not acquire a net kinetic
energy shift. Very recently, this analytical model was used
to predict the time-dependent PCI effect of the THz-assisted
Auger emission in noble gas atoms [29].

In the present paper, we suggest a more rigorous al-
beit simple quantum mechanical description of PCI effects
in the time-resolved Auger process. It is based on the
time-dependent theory of the Auger process induced by an
ultrashort XUV pulse in the presence of a powerful laser field
as developed by Kazansky et al. [28]. To include PCI, we use
the quasiclassical approach suggested in Ref. [13]. With this
model, we are able to investigate the variation of the PCI effect
in the time evolution of the Auger spectra as a function of
the overlap between the XUV and the THz pulses. Using the
proposed model, we calculated the spectra of Auger electrons
for MNN transitions in Kr atoms which are most suitable for
experimental investigation [29]. The results are compared to
the analytical semiclassical model.

In the next section, we describe the suggested model and
the approximations used. Section III shows the results of
calculations. Conclusions are presented in Sec. IV.

II. BASIC EQUATIONS AND APPROXIMATIONS

A time-dependent theory of Auger decay induced by ultra-
short XUV pulses in a strong laser field has been developed in
Ref. [28]. It is based on solving a system of time-dependent
Schrödinger equations which describes the photoionization of
an inner atomic state and the decay of the created vacancy. In
this approach, the Auger electron interacting with the strong

2469-9926/2021/104(5)/053102(8) 053102-1 ©2021 American Physical Society



I. J. BERMÚDEZ MACIAS et al. PHYSICAL REVIEW A 104, 053102 (2021)

laser field is treated in the strong field approximation [30].
Thus the theoretical description is appropriate for the com-
paratively fast Auger electrons with energies EA > 1 a.u. In
Ref. [28], the following closed expression for the probability
of Auger electron emission has been obtained for the near
threshold photoionization, which predicts rather accurately
the shape of the Auger electron spectra for short exciting
pulses. In this paper, atomic units are used unless otherwise
indicated:.

W (�kA) = Ŵ

8π

∣

∣

∣

∣

∫ ∞

t0

dt eiQ(�kA,t )− Ŵ
2 (t−t0 )

×
∫ t

t0

dt ′ ei(Ee−i Ŵ
2 )(t ′−t0 )−i(ωX +ǫ0 )t ′

ẼX (t ′) D�ke

∣

∣

∣

∣

2

, (1)

where

Q(�kA, t ) = −
∫ t

t0

[

−EA + 1

2
[�kA − �AL(t ′)]2

]

dt ′. (2)

Here �kA is the linear momentum of the emitted Auger elec-
tron, t0 is the time when the XUV pulse starts, ẼX (t ′) is the
envelope of the XUV pulse, ωX is its central frequency, Ee is
the photoelectron kinetic energy, Ee = k2

e /2, ǫ0 is its binding
energy in the atom, Ŵ is the Auger decay width, and D�ke

is
the dipole matrix element characterizing the interaction of the
electron with the electromagnetic field of the XUV pulse. The
value Q(�kA, t ) is the phase, related to the Volkov phase [31],
accumulated by the Auger electron moving in the THz field
which is characterized by the vector potential �AL(t ), EA is
the nominal energy of the Auger electron. In the derivation
of Eq. (1), the interaction of the photoelectron with the THz
field is ignored. Expression (1) describes the Auger electron
spectrum for arbitrary XUV and THz pulses, both linearly
polarized in the same direction. In the following, the matrix
element D�ke

is set equal to unity. The latter assumption means
that we ignore the energy dependence of the matrix elements.
Thus we can apply this model in an energy interval which
is much smaller than the typical energy of the considered
Auger electrons. Within this model, only the shape of the
Auger spectrum and energy shift can be discussed but not the
absolute value of the cross section.

In the above approach, both photoelectron and Auger
electron are considered as independent and noninteracting.
Therefore, the PCI effects are not included. To take them into
account, we use the semiclassical approach as described in
Ref. [13]. The main part of the PCI is considered to be induced
by the change of the screening of the ionic core, which is felt
by both electrons when the fast Auger electron overtakes the
slower photoelectron. This change of the screening leads to
an increase of the energy of the Auger electron and, corre-
spondingly, to a decrease of the photoelectron’s energy. If one
denotes the total energy gained by the Auger electron in PCI
as SA(t ), then the outgoing Auger electron will be observed at
an energy E = E ′ + SA(t ), where

E ′ = k2
A/2 = E − SA(t ) (3)

denotes the energy of the electron ignoring PCI.
In the semiclassical approach, the term SA(t ) may be cal-

culated as SA(t ) = 1/r∗(t ), where r∗ is the distance from the
ion nucleus to the point where the Auger electron overtakes

the photoelectron. With sufficient accuracy, it is given as [12]
(see also Ref. [27])

r∗ = t pr + δr∗, (4)

with pr = kAke/(kA − ke + AL(t0) − AL(t )). The value δr∗ is
a small correction depending on the radii of the initial and the
final electron subshells involved [27]:

δr∗ = (kA − AL(t ))Re − (ke − AL(t0))RA − AL(t )(RA − Re)

kA − ke + AL(t0) − AL(t )
.

(5)

Here AL(t ) = | �AL(t )|, kA = |�kA|, RA, and Re are the radii of
the initial subshells of the Auger and the photoelectron, re-
spectively.

Note that the energy gain SA(t ) depends on the emission
time of the Auger electron. At larger t , the Auger electron
overtakes the photoelectron at a larger distance from the nu-
cleus, and therefore the energy gain by the Auger electron is
smaller.

We further assume that the Auger electron is detected along
the polarization direction. Taking into account that Ee ≈ ωX +
ǫ0, we obtain from Eq. (1) the final expression

W (E ) = Ŵ

8π

∣

∣

∣

∣

∫ ∞

t0

dt eiQ(E ,t )− Ŵ
2 (t−t0 )

∫ t

t0

dt ′ e
Ŵ
2 (t ′−t0 )

ẼX (t ′)

∣

∣

∣

∣

2

(6)

with the phase

Q(E , t ) = −
∫ t

t0

[

− EA + E − SA(t ′) ∓ kAAL(t ′)

+ A2
L(t ′)/2

]

dt ′, (7)

where the minus (plus) sign corresponds to the detection of
Auger electron in the (opposite) direction of the vector poten-
tial.

This expression reduces to that obtained by Russek and
Mehlhorn [13] if we take AL(t ) = 0 and assume that the XUV
pulse is very short (delta function). On the other side, if we
ignore the SA(t ) term, we return to Eq. (1), which describes
the Auger electron spectrum induced by a short XUV pulse.

III. RESULTS AND DISCUSSION

In this section, we show some results of the calculations
using the theoretical model introduced above, which illus-
trates the PCI effect for different conditions. In particular, we
compare the influence of PCI to the streaking effect in the
presence of a THz field. In all calculations, we use the model
THz vector potential described by the analytical expression

AL(t ) = A0 exp
(

−t2/2σ 2
L

)

cos(2πt/TL ),

− 0.75 TL < t < 0.75 TL. (8)

Here A0 and TL are the amplitude and period of the THz field
vector potential. This vector potential is similar to the vector
potential of the single-cycle THz field used in experiments
[32]. The ionizing XUV pulse is described by a Gaussian
envelope of the electric field,

ẼX (t ) = exp
(

− (t − td )2/2σ 2
X

)

, (9)
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FIG. 1. Vector potential of the THz field in atomic units (black
solid curve) and the XUV pulses (in arbitrary units) used in the
calculations as a function of time in fs. The position of the maximum
of the x-ray pulse for several delay times used in the calculations is
indicated by numbers. The dashed line shows the corresponding THz
electric field in atomic units multiplied by 104.

with intensity full width at half maximum (FWHM) =
2
√

ln 2σX and a time-delay td with respect to the maximum of
AL(t ). Figure 1 shows the used vector potential with amplitude
A0 = 0.29 a.u., σL = 475 fs and period TL = 1900 fs, which
corresponds to a THz field with the central frequency of 0.53
THz and a field strength of 120 kV/cm. In the same figure,
we show the relative positions of six different Gaussian XUV
pulses of 10 fs duration (FWHM). Position 1 corresponds to
the zero crossing of the vector potential, while positions 2–6
are located on the decreasing slope of it.1

As a target atom, we have chosen Kr and considered the
MNN Auger transitions which are well investigated experi-
mentally [33,34]. In particular, we have chosen the transition
M5N1N2,3(1P1), resulting in an Auger electron at an energy
of 37.7 eV [34]. The corresponding radii of the orbits were
taken from Hartree-Fock calculations to be Re = 0.538 a.u.
and RA = 1.952 a.u. The threshold energy for Kr (3d5/2)
ionization is 93.8 eV [35]. The Auger lifetime for this tran-
sition is τ = 7.5 fs, Ŵ = 88 meV [36]. As shown in Ref. [29],
the Kr MNN Auger transition is a good candidate for fu-
ture experimental investigations of the PCI effects in Auger
decays.

A. Auger line shape distorted by PCI in absence of THz field

Let us first consider the PCI effects in the Auger process
generated by a short XUV pulse in the absence of the THz
field (AL(t ) = 0). As is well-known, PCI affects the shape of
the Auger spectral line and the position of its maximum. In
Fig. 2, we show the shape of the line in the Auger spectrum
calculated using expression (6) with and without PCI effect

1Note that our definition of vector potential differs by sign from that
used in Ref. [27]. Therefore, also the terms rising slope and falling
slope of the vector potential are interchanged.

FIG. 2. The shape of the Auger line calculated with (solid
curves) and without (dashed curves) PCI effect for different pulse
duration (FWHM) of the exciting XUV pulse: 5 fs (lines 1), 10 fs
(lines 2), 20 fs (lines 3). The excess energy is 0.5 eV. The spectral
lines are normalized to unity in the maximum, the energy scale is
relative to the nominal Auger electron energy, EA.

for different XUV pulse durations of 5 fs, 10 fs, and 20 fs
for the excess energy 0.5 eV (energy of the photoelectron).
In earlier calculations of PCI effect for Auger transitions
(see Ref. [13] and references therein), a prompt ionization
was assumed, which corresponds to an ultrashort XUV pulse
τXUV → 0. In contrast, Fig. 2 shows that the shape of the
Auger line depends on the duration of the XUV pulse. The
width of the lines for nonzero τXUV is determined not only by
the Auger width but also by the energy spread of the ionizing
pulse. When the PCI effect is ignored, the maximum of the
Auger line is at the nominal energy of the Auger electron. Its
width diminishes by increasing the pulse duration. The PCI
shifts the maximum and changes the shape of the line. By
increasing the XUV pulse duration, the relative influence of
the PCI diminishes. Furthermore, the energy shift becomes
smaller and the line shape approaches a Gaussian shape which
is determined by the Gaussian shape of the XUV pulse. If
the pulse [Eq. (9)] is not Gaussian, the Auger line shape will
depend on the XUV pulse shape.

In Fig. 3, we show the calculated Auger line shapes for
one duration of the exciting XUV pulse (5 fs) but for different
excess energies (kinetic energy of photoelectron) of 0.5 eV,
2.5 eV, 5 eV, and 10 eV. In accordance with Ref. [13], the max-
imum distortion and maximum energy shift occur at smaller
excess energy (see inner figure). By increasing the excess
energy, the shift decreases and the line shape becomes close
to a Lorentzian shape.

B. Influence of THz field on Auger line shape including PCI

When the THz field is switched on, the Auger spectrum
is modified by the streaking effect and this effect strongly
depends on the time delay between the THz and the XUV
pulses. In Fig. 4, we compare the spectra for one and the same
XUV pulse duration (10 fs) and one value of excess energy
(1 eV) but for different time delays, as shown in Fig. 1. Note

053102-3



I. J. BERMÚDEZ MACIAS et al. PHYSICAL REVIEW A 104, 053102 (2021)

FIG. 3. The shape of the Auger line calculated taking into ac-
count the PCI effect for an XUV pulse duration of 5 fs and different
excess energies 0.5 eV (line 1), 1.5 eV (line 2), 2.5 eV (line 3), and
10 eV (line 4). The spectral lines are normalized to unity in the
maxima, the energy scale is relative to the nominal Auger electron
energy, EA. The inner figure shows the absolute energy shift of the
peak of each Auger line as a function of the excess energy Ee. The
dashed line is used to guide the eyes.

that the spectra presented in Fig. 4 are not normalized. They
are shown in arbitrary units but the units are the same for all
spectra. The shown spectra are calculated taking the PCI effect
into account (solid lines) and ignoring the PCI effect (dashed
lines). The presence of only the THz field shifts the position
of the Auger line and changes its width. In addition, the PCI
effect distorts and shifts the spectral line as well. Both the
streaking and PCI change the width of the Auger line which
makes the observation of the PCI effect and its quantitative
investigation even more complicated.

In the experiment [26], the shapes of the lines in the spectra
of Auger electrons streaked by the THz field have been studied
for opposite directions of Auger electron emission: along the
polarization of both XUV and THz fields and opposite to it.
This is equivalent to studying the streaking at the descending
and at the ascending slopes of the vector potential. In Fig. 4(a),
we present the results of the calculations for the emission
angle θ = 0, i.e., along the polarization, while Fig. 4(b) shows
the results for θ = π . Spectrum 1 corresponds to the XUV
pulse position close to zero vector potential (see Fig. 1). The
maximum of the Auger line is close to the nominal position
and the line is broadened. Spectra 2–6 show a large energy
shift due to interaction with the THz field. On the descending
slope of the vector potential, the Auger electron peak in the
forward direction is shifted to higher energies and becomes
broader. In the backward direction, the peak is shifted to
smaller energies and becomes narrower. In both cases, the
PCI effect shifts the peak to higher energies and makes it
broader.

It is interesting to discuss the variation of the peak widths
as a function of the time delay in more detail. Since the spectra
presented in Fig. 4 are calculated for the same transition but
for different time delays, they only differ by the interaction
with the THz field. Thus, the total number of emitted Auger

FIG. 4. Spectra of the Auger decay in the THz field calculated
including the PCI effect (solid lines) and without PCI (dashed lines)
for an XUV pulse duration of 10 fs, for an excess energy of 1 eV and
for different time delays between the XUV and the THz field. The
numbers near the peaks indicate the XUV pulse position as shown in
Fig. 1. (a) Auger electrons detected in forward direction, (b) Auger
electrons detected in the backward direction.

electrons (the area under the peak) is the same, and a larger
value in the maximum of the spectrum corresponds to a
smaller width. Consider first the case without PCI (dashed
curves) at Fig. 4(a). One sees that going from spectrum 1
to spectrum 6 (decreasing the time delay), the width of the
line first increases and then starts to decrease. The widths of
the spectra in Fig. 4(b) also show a similar behavior. This
modulation of the width due to streaking can be explained as
follows. From the classical theory of streaking [32,37], one
knows that the width of the line acquired due to streaking is
proportional to the time derivative of the streaking THz vector
potential, corresponding to the THz electric field. The latter is
presented in Fig. 1 for the chosen vector potential as a dashed
curve. The variation of the spectral widths in Fig. 4 follows
the change of the derivative of the vector potential.

In Ref. [29], we suggested characterizing the influence
of the PCI effects by the ratio of the Auger line widths
for opposite emission directions θ = 0 and θ = π . It was
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FIG. 5. The ratio of the widths of the Auger line calculated for
emission in forward and backward directions as a function of delay.
The points in the solid curve (upper line) were calculated with PCI,
the points in the dashed curve (lower line) without PCI. The param-
eters of the pulses are the same as in Fig. 4. The lines are drawn to
guide the eyes.

shown that the ratio of the widths, which can be measured
in an experiment, is sensitive to the PCI effect. To ob-
tain such ratio, we fitted the streaked Auger lines by the
Gaussian curves and determined their width and the ratio.
The resulting ratios are shown in Fig. 5 for different time
delays.

Qualitatively, the influence of the PCI on the streaked
Auger line width and their ratio may be explained as fol-
lows. Considering expression (6) for the Auger line shape,
the phase Q(E , t ) in the first integral is quickly varying. To
approximately evaluate the integral, one can use the saddle
point approximation [37]. The saddle point is defined by the
condition ∂Q(E ,t )

∂t
|t=ts = 0, which gives the relation

−EA + E − SA(ts) ∓ kAAL(ts) + A2
L(ts)/2 = 0. (10)

Here the minus (plus) sign corresponds to emission in the for-
ward (backward) direction. For the considered experiments,
kA ≫ AL(t ). Solving the above equation, we find

kA =
√

2[EA + SA(ts)] ± AL(ts). (11)

Equation (10) links the final momentum kA, and hence the fi-

nal Auger electron energy E = k2
A

2 , with the time of the Auger
electron emission ts. It qualitatively explains the evolution
of the Auger spectral line with the time delay. Going from
delay point 1 to point 6, the vector potential increases, thus
the Auger energy on the right slope [plus sign in (11)] also
increases while on the left slope it decreases. Using Eq. (11),
one can also estimate the width of the spectral line for differ-
ent delays:

δE = kAδkA ≈ kA|dAL(ts)/dt ± EA
−1/2dSA(ts)/dt |δt . (12)

If one ignores PCI [SA(t ) = 0], then the width is determined
by the derivative of vector potential. It is increasing (modulus)
by changing the delay from position 1 to 6. Besides, kA also
changes with the time delay. The ratio of widths in the forward

and backward directions is

δE+/δE− =
√

2EA + AL(ts)√
2EA − AL(ts)

≈ 1 + 2
AL(ts)√

2EA

. (13)

The ratio is increasing going from point 1 to point 6 (see
dashed curve in Fig. 5).

When PCI is taken into account, it gives a contribution to
the widths. As we already discussed, the energy gain SA(t )
diminishes with t , thus the derivative dSA(t )/dt is negative.
On the right slope [forward emission, plus sign in Eq. (12)],
the derivative of the vector potential is negative, therefore both
terms in Eq. (12) have the same sign; the width is increasing
due to PCI. On the contrary, on the left slope [minus sign
in Eq. (12)], the PCI diminishes the width of the line. The
resulting ratio, shown in Fig. 5 by the solid curve, increases
steeper from delay 1 to delay 6 than the dashed curve calcu-
lated without PCI.

The above calculations have been done for the THz field
strength 120 kV/cm and frequency 0.53 THz. To investigate
the influence of the PCI on the line shape at different frequen-
cies of the streaking field, we made calculations for the same
field strengths but varying the frequencies. The results are
shown in Fig. 6. Remember that in the analytical semiclassical
model suggested in Ref. [27], the streaked Auger spectrum
does not depend on THz frequency. Indeed, the spectrum is
considered when the XUV pulse is set at zero vector potential.
Then the main parameter which determines the influence of
the THz field is the time derivative of the vector potential
which is actually the THz electric field. Thus, according to
the semiclassical model, for the fixed strength of the THz
field, the results should not depend on the frequency. We have
verified this prediction using our model. The results are shown
in Fig. 6(a). The calculations made for 0.53 THz, 1.05 THz,
and 2.1 THz give almost identical results for both the shape
and the position of the maximum. Naturally, at other delays
the vector potential is nonzero and therefore the position of
the Auger spectral line depends on the delay while the width
is determined not only by the PCI but also by the streaking.
Since the vector potential scales as EL/ωL for a fixed THz
field strength, it depends on the frequency. Therefore, the line
shape and position depend on the frequency as well, as shown
in Fig. 6(b).

C. Comparison of the quantum and

analytical semiclassical models

Finally, we compare the results of the calculations made
using the suggested model, based on the quantum-mechanical
approach, with the results of the analytical semiclassical
model [27,29]. Remember that in the latter model, simple
analytical expressions for the spectral line shape for an in-
finitesimal XUV pulse duration have been suggested [27]. For
a positive derivative of the streaking electric field ȦL > 0, the
spectral line shape f+(ǫ) is presented as

f+(ǫ) = Ŵ4
k+ − ǫ−

k+
e−Ŵ4(k+−ǫ+ ), (14)
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FIG. 6. (a) The shape of the Auger line in the THz field calcu-
lated taking into account the PCI effect for the XUV pulse close to
the zero crossing of vector potential (position 1 in Fig. 1), for three
different THz frequencies 0.53 THz (solid line), 1.05 THz (dotted
line), and 2.1 THz (dashed line). An XUV pulse duration of 10 fs,
excess energy of 0.5 eV, and THz field strength of 120 kV/cm have
been used in the calculations. (b) shows the same as in (a) but for the
time delay corresponding to position 5 in Fig. 1.

where Ŵ4 = |α|Ŵ with α = (2kAȦL )−1. For negative values of
ȦL < 0, the spectral line shape is

f−(ǫ) = 2Ŵ4e−Ŵ4ǫ+

(

ǫ−
k−

cosh Ŵ4k− − sinh Ŵ4k−

)

. (15)

In these equations, k± =
√

ǫ2
− ± |β|, ǫ± = ǫ ± β

4 δr∗ with
β = 4kAȦL/pr . To obtain the Auger spectrum for a finite pulse
duration τX , one convolutes these spectral line shapes with the
streaked energy spectrum fX (ǫ̂) due to the finite XUV pulse
duration:

W (E ) =
∫ +∞

−∞
d ǫ̂ fX (ǫ̂) f± (E − ǫ̂). (16)

Here fX (ǫ̂) = (
√

πŴX )−1 exp (−ǫ̂2/Ŵ2
X ), with ŴX = kAȦLτX .

For a more detailed description of the semiclassical analytical
model, the reader is referred to the paper by Bauch and Bonitz

FIG. 7. The widths of the Auger line calculated for the emission
in the forward (solid lines) and the backward (dashed lines) direc-
tions as a function of the ratio of the excess and Auger electron
energies. The calculations have been performed for the zero crossing
point of the THz vector potential. The result of the calculations using
the present quantum mechanical model are shown as black lines, the
results of the analytical semiclassical model of Ref. [29] are shown
as red lines (lighter gray). The calculations have been done for an
XUV pulse duration of 5 fs for an excess energy of 1 eV and THz
field strength of 60 kV/cm.

[27]. As a typical example, in Fig. 7 we show the dependence
of the Auger line widths for the emission in forward and
backward directions on the energy ratio of photo and Auger
electrons for the case of an XUV pulse duration of 5 fs and
an excess energy of 1 eV at a THz field of 60 kV/cm. The
calculations using the quantum model have been performed
for a time delay close to the zero-crossing of vector potential
where the analytical model is valid. The classical analytical
model predicts much broader lines and a considerably larger
difference between widths as compared to the quantum model
(larger PCI effect).

We note that both models use approximations which are,
however, significantly different. In the analytical model [27],
the time-to-energy mapping is calculated using a classical
description of the Auger electron motion. The energy gained
by the Auger electron, due to the change of screening when
it overtakes the photoelectron, is added to its classical energy.
In the present quantum model, the Auger decay is described
quantum mechanically where the energy gain is added to the
phase of the Auger electron. Furthermore, the method of av-
eraging over the XUV pulse duration is significantly different
for the two models. In the quantum model we consider, in
accordance with the rules of quantum mechanics, the ampli-
tude of the Auger emission induced by the finite XUV pulse
is calculated, which is then squared to obtain the probability.
In contrast, in the analytical model [27], the probability of the
Auger emission is calculated for an infinitesimally short XUV
pulse, which is then convoluted with the spectral distribution
of the finite pulse. The latter approach corresponds to the
so-called ad hoc model, based on the rate equations. (See
discussion, for example, in Refs. [38,39]). Therefore, it is not
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surprising that the calculated Auger widths are different in the
two models.

IV. CONCLUSION

We presented a theoretical model which combines a fully
quantum mechanical description of the time-dependent Auger
process induced by an ultrashort XUV pulse in the presence
of a THz field, with the quasiclassical description of PCI. The
model enables the investigation of the time evolution of PCI
effects experienced by Auger electrons in a THz field. We
analyzed the dependence of the PCI distorted Auger spectra
on the pulse duration of the exciting XUV pulse as well as the
effect of PCI on the spectra of Auger electrons in the presence
of a THz field. An advantage of the suggested model is that
it can be used for any time delay between the exciting XUV

and probing THz pulses. The quantum mechanical results are
compared to the results of an analytical (semi)classical model
[27]. We show that the latter model predicts considerably
larger PCI effects in THz streaking spectra as compared to
the present quantum model. Further theoretical efforts as well
as new experiments devoted to the investigation of the time
evolution of PCI effects would be very desirable.
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