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Abstract

Results are presented on a search for CP violation in the production and decay of
top quark-antiquark pairs in the lepton+jets channel. The search is based on data
from proton-proton collisions at

√
s = 13 TeV, collected with the CMS detector, cor-

responding to an integrated luminosity of 138 fb−1. Possible CP violation effects are
evaluated by measuring uncorrected asymmetries in observables constructed from
linearly independent four-momentum vectors of the final-state particles. The dimen-
sionless chromoelectric dipole moment of the top quark obtained from the observed
asymmetries is measured to be 0.04 ± 0.10 (stat) ± 0.07 (syst), and the asymmetries
exhibit no evidence for CP-violating effects, consistent with expectations from the
standard model.
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1 Introduction

The standard model (SM) of particle physics predicts the violation of the combined charge
conjugation and parity (CP) symmetry that originates from a complex phase in the Cabibbo–
Kobayashi–Maskawa matrix [1]. Measurements of CP violation (CPV) in the strange (s), bot-
tom (b), and charm (c) quark sectors conducted over the past few decades [2–4] have been
found to be consistent with the SM expectations. However, the level of CPV in the SM is
insufficient to accommodate the observed matter-antimatter asymmetry in the universe [5],
motivating searches for sources of CPV beyond the SM (BSM). In contrast to the s, c, and b
quark sectors, CPV in the top (t) quark sector is relatively unexplored. In the SM, the CPV
effects in top quark pair (tt) decays are expected to be small due to the large mass of the top
quark in comparison with the other quarks, leading to the Glashow–Iliopoulos–Maiani cancel-
lation [6]. Thus, any observed CP-violating asymmetry would indicate the presence of BSM
phenomena [7]. For example, a nonzero chromoelectric dipole moment (CEDM) of the top
quark [8–11] can generate sizable CPV in the production of tt . Previous studies performed by
CMS in data from pp collisions at

√
s = 8 TeV [12] found the CP-violating asymmetries (ACP)

in the tt lepton+jets channel to be consistent with the SM prediction.

This paper presents the results of new searches by the CMS Collaboration for CP-violating
asymmetries in tt events using the lepton+jets channel from pp collisions produced at the
LHC. A possible source of CPV at the top quark production and decay vertices arises from
BSM interactions through the CEDM of the top quark. In a model with contributions from a
CEDM [9], the magnetic and electric couplings between top quarks and gluons (g) are conven-
tionally written as

L =
gs

2
tTaσµν(a

g
t + iγ5d

g
t )tGa

µν, (1)

where gs and Ga
µν are the strong coupling constant and the gluon field strength tensor, respec-

tively; t and t are the wavefunctions of the top quark and antiquark; Ta are SU(3) genera-
tors; σµν is defined by the operator i

2 [γ
µ, γν]; a

g
t refers to the parameter of the chromomagnetic

dipole moment; and d
g
t is the CP-odd CEDM. From Ref. [9], d

g
t can be converted into a dimen-

sionless CEDM parameter dtG as

d
g
t =

√
2v

Λ2
Im(dtG), (2)

where Λ is a high-mass scale of the BSM phenomena and v is the vacuum expectation value
for the Higgs boson field (v ≈ 246 GeV). Higher dtG values are expected to yield larger ACP

contributions.

In the lepton+jets channel, one of the top quarks is presumed to decay into a bottom quark and
a W boson that subsequently decays into quark pairs (qq). The other top quark is required to
decay into a bottom quark and a W boson that decays leptonically into an electron or muon
and its associated neutrino. We will refer to this as the leptonically decaying top quark. The
analysis exploits four T-odd observables, where T is the time-reversal operator, as proposed in
Ref. [9]. The CP observables are chosen to come from reconstructable final-state objects that
can be well measured. For example, some observables have been discarded because they need
the momentum of the leptonically decaying top quark, which is not experimentally measured.
The CP observables take the form ~v1 · (~v2 × ~v3), where ~vi are spin or momentum vectors and
i = 1–3 [8–10]. These triple-product observables are odd under CP transformation if CPT is
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conserved. The four CP observables measured in this analysis are defined as

O3 = Qℓǫ(pb , pb , pℓ , pj1
) ∝ Qℓ~p

∗
b · (~p∗ℓ × ~p∗j1),

O6 = Qℓǫ(P, pb − pb , pℓ , pj1
) ∝ Qℓ(~pb − ~pb ) · (~pℓ × ~pj1

),

O12 = q · (pb − pb )ǫ(P, q, pb , pb ) ∝ (~pb − ~pb )z · (~pb × ~pb )z,

O14 = ǫ(P, pb + pb , pℓ , pj1
) ∝ (~pb + ~pb ) · (~pℓ × ~pj1

).

(3)

The symbol ∝ indicates that the CP observable is proportional to the triple product; the asterisk
symbol represents the quantity measured in the center-of-mass frame of the bb pair, where b
indicates the b antiquark; ǫ(a, b, c, d) ≡ ǫµναβaµbνcαdβ, where ǫµναβ is the Levi–Civita tensor;
P and q are the sum and difference of the four-momenta of the protons in the pp collision,
respectively; pb and pb refer to the two b jet momenta, where the b jet definition will be given

below; pℓ is the momentum of the lepton (ℓ) that originates from the W boson decay; pj1
refers

to the momentum of the highest transverse momentum (pT) jet from the hadronically decaying
W boson; Qℓ is the charge of the lepton; and the z subscript indicates a projection along the
beam axis in the CMS coordinate system.

The tabulated results are provided in the HEPData record for this analysis [13]. The paper is or-
ganized as follows. Section 2 introduces the basic features of the CMS detector. Sections 3 and 4
provide information on the data, simulations, and selection criteria. Sections 5 and 6 describe
the fitting procedures, the instrumental effects, and the resulting systematic uncertainties. The
final results are presented in Section 7, with a brief summary given in Section 8.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity (η) coverage provided by the barrel and endcap detec-
tors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke
outside the solenoid.

Events of interest are selected using a two-tiered trigger system [14]. The first level is com-
posed of specialized hardware processors using information from the calorimeters and muon
detectors to select events at a rate of around 100 kHz. The second level, known as the high-
level trigger, consists of a farm of processors running a version of the full event reconstruction
software optimized for fast processing, which reduces the event rate to around 1 kHz before
data storage [15].

A more detailed description of the CMS detector, together with a definition of the coordinate
system and kinematic variables, can be found in Ref. [16].

3 Data and simulated samples

This study involves data from pp collisions at
√

s = 13 TeV collected with the CMS detector

in 2016–2018, corresponding to an integrated luminosity of 138 fb−1 with an overall luminosity
uncertainty of 1.6% [17–19].
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The tt production events are simulated using Monte Carlo (MC) programs. The tt is simulated
using quantum chromodynamics (QCD) at next-to-leading-order (NLO) precision through the
matrix element (ME) in the POWHEG 2.0 event generator [20–23]. The value of the top quark
mass (mt) is set to 172.5 GeV. The POWHEG output is combined with the parton shower (PS)
simulation of PYTHIA 8.205 [24], with the underlying-event (UE) tune CP5 [25]. The parton
distribution functions (PDFs) NNPDF 3.1 [26] at next-to-NLO order (NNLO) are used to model
the data. The tt samples with different values of CEDM are simulated with the MADGRAPH

generator [27] at leading-order (LO) precision interfaced with PYTHIA. Those samples are used
as a cross-check of the model dependency of each CP observable.

Several backgrounds are considered with single top quark production being the leading contri-
bution. This is simulated at NLO using MADGRAPH 2.4.2 with the FxFx matching scheme [28]
for s-channel production and POWHEG for t-channel and tW production. All samples are in-
terfaced with PYTHIA through the UE tune CUETP8M1 [29] for t-channel production for the
2016 data and CP5 for the rest. Diboson (VV), W+jets, Drell–Yan (DY), and QCD multijet pro-
ductions are simulated at LO using the MADGRAPH 2.4.4 generator. They are then interfaced
with PYTHIA using the MLM matching scheme [30]. Events coming from the decay of tt into
either dilepton+jets or hadronic multijets can be incorrectly included in the signal event sam-
ple due to particle misidentification. They are considered as a background. The background
from W boson events with heavy-flavor quarks (W+HF), which is not a large background, is
important during the estimation of the systematic uncertainties, and will be discussed in detail
in Section 6.

The simulation of the experimental apparatus is based on GEANT4 [31]. To model the effect
of additional pp interactions within the same or nearby bunch crossings (pileup), simulated
minimum-bias interactions are included in the simulated samples [32]. The number of pileup
interactions in the simulation is reweighted to match the distribution in data.

4 Physical objects and event selection

The event selection criteria are based on the lepton+jets channel signature of the tt process. The
signal events are required to contain one reconstructed lepton, and at least four reconstructed
jets, including two b-tagged jets (defined below) originating from tt decays. The events are
further categorized into two channels based on the lepton flavor: either electron or muon.
Events are selected at the trigger level using single-lepton triggers, which require the presence
of an isolated lepton with a pT threshold in the range 24–35 GeV, depending on the year, and
|η| < 2.4. The same trigger selection is applied to data and to the simulated samples. All
physics objects are reconstructed offline using a particle-flow (PF) algorithm [33]. The aim of
the algorithm is to reconstruct all final-state particles (photons, charged and neutral hadrons,
muons, and electrons) in the event, using combined information from the CMS detector. The
reconstructed vertex with the largest sum of object p2

T is taken to be the primary pp interaction
vertex.

Electron candidates are identified using the combination of the silicon tracker and the corre-
sponding ECAL cluster information [34]. Electron energies are determined using the momenta
derived from the electron track in the tracker system, the energy of the spatially compatible
ECAL cluster, and the sum of all compatible bremsstrahlung photon energies. In order to reject
events with misidentified electron candidates and candidates originating from photon con-
versions, additional electron identification requirements are applied. A PF-based combined
relative isolation, Irel, is defined as the pT sum of all neutral hadron, charged hadron, and pho-
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ton candidates within a cone of size ∆R =
√
(∆η)2 + (∆φ)2 < 0.4 (where φ is the azimuthal

angle in radians) around the lepton direction, divided by the lepton pT, with a correction to
suppress the residual effect of pileup [35]. The isolated electron candidate is required to have
pT > 38 GeV, |η| < 2.4, and Irel < 0.0287 + 0.506/pT (0.0445 + 0.963/pT) in the barrel (end-
caps), with pT in GeV. Due to reduced reconstruction efficiency, the gap (1.44 < |η| < 1.57)
between the barrel and endcap parts of the ECAL is excluded. Events with additional elec-
trons satisfying a looser set of selection criteria with a lower-pT threshold and a looser isolation
requirement are rejected to reduce the background contribution (e.g., from DY production).

Muon candidates are reconstructed using information obtained in the tracker, combined with
the muon system [36]. Identification methods are applied to reject muon candidates that are
misidentified or muons that originated from decay-in-flight. The isolated muon candidate is
required to have pT > 30 GeV, |η| < 2.4, and Irel < 0.15. Events with additional muons
satisfying a looser set of selection criteria are rejected as well.

Jets are clustered using the anti-kT algorithm with a distance parameter of 0.4 [37, 38]. The jet
~pT is defined as the vectorial sum of the momenta of all PF candidates in the jet cone. Pileup
can contribute additional tracks and calorimetric energy depositions to the jet momentum. To
mitigate this effect, tracks identified as originating from pileup vertices are discarded, and an
offset correction is applied to correct for remaining contributions from neutral particles from
pileup [33]. Corrections to the jet energy are applied as a function of jet pT and η by studying
discrepancies between simulation and data. At least four jets are required with pT > 30 GeV,
|η| < 2.4, and angular separation relative to the selected lepton of ∆R > 0.4. Jets are iden-
tified as arising from the hadronization of b quarks, denoted as either b-tagged jets or b jets,
using the deep-learned combined secondary-vertex algorithm (DEEPCSV). This combines the
information for a given jet from track impact parameters and secondary vertices into a model
optimized through a deep neural network. The selected working point has a signal identifi-
cation efficiency of 68%, with a probability to misidentify c quark, and light-flavor quark and
gluon jets as b jets of approximately 12 and 1.1% in tt events, respectively [39].

The top quark and antiquark candidates associated with W bosons decaying to qq are recon-
structed using one of the b-tagged jets and two non-b-tagged jets in the event through a χ2

algorithm that uses the top quark and W boson masses as constraints [40]. Those candidates
are chosen from the combination having the lowest χ2 value, with the χ2 defined as

χ2 =

(

mjjb − mt

σt

)2

+

(

mjj − mW

σW

)2

, (4)

where mjjb is the invariant mass of the two non-b-tagged jets and the associated b-tagged jet;
mt and σt are the default top quark mass and average top quark invariant mass resolution of
172.5 and 16.3 GeV, respectively; mjj is the invariant mass of the two non-b-tagged jets; and mW

and σW are the default W boson mass and average W boson invariant mass resolution of 82.9
and 9.5 GeV, respectively [41].

The other b-tagged jet associated with the leptonically decaying W boson candidate is assigned
as being from the hadronization of a bottom quark or antiquark based on the charge sign of the
lepton. The b jets are correctly assigned in 60% of tt events. However, from simulation it is
found that when the invariant mass of the combined isolated lepton and associated b-tagged
jet (mℓb) is greater than 150 GeV, the events have a large fraction of incorrect b jet assign-

ments. Therefore, from studies of the simulated tt sample, further requirements of χ2 < 20
and mℓb < 150 GeV are imposed. This improves the fraction of correctly assigned b jets to

≈74%, while keeping ≈65% of the tt events. After these selection criteria, the purity of the
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tt events is 95%, with single top quark production contributing a background of 3%. The up-
per panels in Figs. 1 and 2 show the distributions of the CP observables for the electron and
muon channels, respectively. The middle panels display the ratio of the data to the simulated
distributions, which show reasonable agreement within the one-standard-deviation band. The
bottom panels present the ratio of the CEDM to the SM predictions for dtG = ±3. In these

figures, the values of the CP observables are divided by m3
t to convert the units to GeV. The

systematic uncertainties shown in Figs. 1 and 2, as well as in later figures and tables, include all
the systematic uncertainties, except for that coming from changing the background templates.
This uncertainty contributes only to the final ACP measurements instead of the number of sig-
nal events and will be discussed in detail in Section 6. Table 1 shows the predicted signal and
background contributions to the signal events from simulation for the electron and muon chan-
nels. The QCD and tt multijet events are highly suppressed by the selection requirements and
provide negligible contributions of around 0.2% and 0.05%, respectively, to the signal events.
The estimation of the number of misidentified signal events coming from tt decays to dilep-
ton+jets is discussed in Section 5.

Table 1: The predicted tt signal and background contributions to the signal events from simu-
lation for the electron and muon channels.

Process Electron channel (%) Muon channel (%)

tt in lepton+jets 89.9 89.5

tt in dilepton+jets 5.5 5.5

tt multijet 0.1 0.1

Single t 2.9 2.9

W+jets 1.0 1.1

DY+jets 0.4 0.2

QCD multijet 0.2 0.6

ZZ / WW / WZ 0.1 0.1

Background events can induce spurious measurements of the asymmetries, so a sample of
background-enriched data events is used to check for such effects. In order to enhance the
fraction of background events and minimize the contribution from tt, events are required to
have no b-tagged jets. The b jet veto is defined using a weakly restrictive working point of
DEEPCSV, corresponding to an 84% efficiency in identifying b jets and an 11% misidentifica-
tion rate for light-flavor quark and gluon jets [39]. The isolation requirement in the looser set
of selection criteria for leptons is relaxed, so events with additional leptons produced through
the decay of a bottom quark can be more highly rejected. The rest of the selection criteria are
the same as used for the signal events. The misidentified b jet from the hadronically decaying
top quark is determined through the χ2 algorithm, and the other misidentified b jet is assigned
to the jet closest to the isolated lepton. The background-enriched events are expected to be
dominated by non-tt processes (≈90%), including a major contribution from W+jets.

5 Fitting procedure and extraction of asymmetries

5.1 Fitting procedure

The presence of CPV can manifest itself through a nonzero value of the asymmetry defined as

ACP(Oi) =
Nevents(Oi > 0)− Nevents(Oi < 0)

Nevents(Oi > 0) + Nevents(Oi < 0)
, i = 3, 6, 12, 14. (5)
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The CP-violating asymmetries ACP(Oi) are expected to vanish in the SM. However, nonzero
CP-violating couplings of the top quark from BSM phenomena can lead to sizable asymmetries.
An anomalous CEDM contribution [9] can be as large as 8 and 0.4% for ACP(O3) and ACP(O12),
respectively.

Experimental factors, such as the misreconstruction of the physical objects, can affect the mea-
surements of the asymmetries [9]. For example, misidentified signal events coming from tt in
the dilepton+jets channel can cause spurious asymmetry measurements. We denote ACP as the
asymmetry that would be measured with an ideal detector and A′

CP as the measured effective
asymmetry, including experimental factors. An estimate of ACP can be obtained after correcting
the measured asymmetry for instrumental effects. Given that the SM predicts negligible ACP in
the top quark sector, a nonzero effective A′

CP would be a strong hint of BSM phenomena. For
this reason, measurements of A′

CP can be computed using tt events and are the primary results
presented in this paper.

Because tt multijet events are highly suppressed by the signal-event requirements, only the
tt to lepton+jets and dilepton+jets channels are considered in the tt contribution, with the
latter assumed to be background. The signal and background yields are determined through
an extended maximum likelihood fit to the mℓb distributions in data using simulated-event

templates. The tt template is obtained from simulation, and the background template from
the background-enriched events in data. For each CP observable, the templates are classified
according to the sign of the CP observable. The extended likelihood function is defined as

Lext =
e−(n+

s +rbnb)

N+!

N+

∏
i=1

n+
s f+s (mi

ℓb) + rbnb f+b (mi
ℓb)

+
e−(n−

s +(1−rb)nb)

N−!

N−

∏
i=1

n−
s f−s (mi

ℓb) + (1 − rb)nb f−b (mi
ℓb),

(6)

where nb, n+
s , and n−

s are the parameters of interest and refer to the yields of background, and
tt events with positive and negative CP observable values, respectively; rb refers to the frac-
tion of background events with positive CP observable values obtained from the background
template; f+s (mℓb), f−s (mℓb), f+b (mℓb), and f−b (mℓb) refer to the probability density functions

(pdf) of mℓb obtained from the tt and background templates according to the sign of the CP

observable, respectively; and N+ and N− are the number of events according to the sign of the
CP observable. To improve the fit results, the upper bound on mℓb is relaxed to 500 GeV in the
fit in order to include more sideband events. However, to be consistent with the signal-event
requirements, events with mℓb > 150 GeV are excluded after the fit in determining the final
event yields for each CP observable.

Figure 3 displays the normalized mℓb distributions from the signal and background-enriched
events for the electron (left) and muon (right) channels. The upper plots compare the distri-
bution for the background-enriched data events to that from the MC prediction. Good agree-
ment is observed between the two distributions, showing that the background-enriched events
are consistent with being entirely background. The lower plots display the distributions for
the background-enriched events in data and the predicted MC background in the signal-event
sample. The mℓb distribution of background-enriched events in data is slightly wider than the
predicted MC background in signal events. This difference is taken as one of the systematic
uncertainties, as discussed in Section 6.

The mℓb distributions in data are shown in Fig. 4, along with the results of the fit. The measured

numbers of tt signal and background events in the electron and muon channels from the fits,
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6.1 Detector and reconstruction effects

The CP-violating asymmetries can arise due to both couplings from BSM processes and de-
tector and reconstruction effects. The precision of the resulting CP-violating asymmetries from
detector and reconstruction effects can be improved using signal events, and therefore an event-
mixing method is used to evaluate the possible bias resulting in a nonzero value of A′

CP. The
event-mixing method is performed by mixing the four-momentum information of the b-tagged
jet from the hadronically decaying top quark and the highest pT light-flavor jet among the
events. A total of 1000 mixed data sets are produced by applying the event-mixing method to
the data in the signal events to eliminate possible effects from any BSM coupling. For the ith

mixed data set, the corresponding four-momentum information of the jth event is passed cir-
cularly to the (j + i)th event. The resulting sets of asymmetries are independent of the physical
processes involved in the signal and background events and represent only the bias from the
detector and reconstruction effects. Separate measurements are performed for each CP observ-
able, year of data taking, and lepton flavor. The resulting mean values of A′

CP are presented
in Table 4 and show no statistically significant detector or reconstruction bias for either lepton
flavor.

Table 4: The A′
CP values and their statistical uncertainties in percent for each CP observable

from the electron and muon event-mixing samples and their combination, used to search for
detector or reconstruction bias.

A′
CP from event-mixing samples (%)

CP observable e+jets µ+jets Combined

O3 −0.004 ± 0.004 +0.005 ± 0.003 +0.003 ± 0.003

O6 −0.006 ± 0.005 +0.003 ± 0.003 +0.003 ± 0.003

O12 +0.005 ± 0.005 −0.001 ± 0.003 +0.001 ± 0.002

O14 −0.008 ± 0.004 −0.001 ± 0.003 −0.005 ± 0.002

6.2 Other experimental and theoretical systematic uncertainties

In order to avoid bias from a single estimation of a systematic uncertainty, pseudo-experiments
are employed instead. For each systematic change, a reference histogram is created using a
nominal signal template. Four thousand sets of pseudo-data are sampled from the reference
histogram and fitted with the nominal (varied) signal and background templates to get the
nominal (varied) fitted signal yields. The A′

CP can then be measured using the signal yields
in the positive and negative regions of each CP observable. The 4000 A′

CP values for each
CP observable are fit to a Gaussian function to obtain a mean and standard deviation. The
larger of the absolute value of the mean and the standard deviation is then used to estimate the
systematic uncertainty from this source. The results are summarized in Table 5 and described
in the following subsections.

6.2.1 Other experimental systematic uncertainties

The systematic uncertainty due to the modeling of pileup is estimated by shifting the total
inelastic cross section up and down by 4.6% [32]. The contribution to the overall uncertainty in
A′

CP is less than 0.005%.

To assess the uncertainty coming from the b tagging scale factors, the factors are varied ac-
cording to their uncertainties. The effect of changing the heavy-flavor quark (b and c), and
light-flavor quark and gluon (u, d, s, and g) scale factors, are calculated separately. The two
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Table 5: The sources and values of the systematic uncertainties in A′
CP for each of the CP ob-

servables in percent, averaged over the two lepton-flavor channels. The experimental sources
are listed first and then the theoretical ones.

Systematic sources A′
CP (%)

O3 O6 O12 O14

Pileup
−0.0008
+0.0010

−0.0003
+0.0007

+0.0023
−0.0017

+0.0040
−0.0044

b tagging scale factor

(b and c quarks)
+0.0002
−0.0002

+0.0001
−0.0003

<0.0001
<0.0001

<0.0001
−0.0002

b tagging scale factor

(light-flavor quarks and gluons)
−0.0003
+0.0004

−0.0003
<0.0001

−0.0009
+0.0007

−0.0007
+0.0005

Lepton efficiencies
−0.0002
+0.0002

−0.0001
−0.0001

−0.0001
<0.0001

−0.0004
+0.0001

Jet energy resolution
−0.0028
−0.0029

−0.0069
+0.0032

−0.0024
−0.0021

−0.0070
+0.0026

Jet energy scale
−0.0051
−0.0018

−0.0046
+0.0065

−0.0046
+0.0011

−0.0062
+0.0041

Background template +0.0061 +0.0050 +0.0139 +0.0016

PDF
+0.0008
−0.0008

−0.0008
+0.0006

+0.0003
−0.0004

+0.0003
−0.0006

QCD renormalization
and factorization

+0.0008
+0.0012

+0.0008
−0.0002

+0.0013
−0.0033

+0.0007
−0.0004

Initial-state
QCD radiation

+0.0006
−0.0004

−0.0005
+0.0004

+0.0017
−0.0015

+0.0024
−0.0021

Final-state
QCD radiation

−0.0001
−0.0008

−0.0215
+0.0122

+0.0053
−0.0017

−0.0129
+0.0060

Color reconnection
−0.0162
<0.0001

+0.0186
−0.0206

+0.0091
−0.0464

+0.0384
+0.0304

ME-PS matching
−0.0235
+0.0399

−0.0043
+0.0177

−0.0185
+0.0139

+0.0352
+0.0376

Underlying event
−0.0515
−0.0099

−0.0576
+0.0355

−0.0082
+0.0218

+0.0116
+0.0424

Flavor response
−0.0017
−0.0024

−0.0007
+0.0024

−0.0033
−0.0004

−0.0105
+0.0070

Top quark
mass variation

+0.0049
−0.0179

+0.0152
−0.0118

+0.0119
−0.0097

+0.0082
−0.0046

Per-event resolution
−0.0027
−0.0004

−0.0022
+0.0040

+0.0023
+0.0014

−0.0005
+0.0048

W+HF fraction −0.0174 −0.0132 −0.0102 −0.0098

No top quark pT

reweighting
−0.0008 −0.0005 <0.0001 <0.0001
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variations are combined in quadrature to give the total b tagging uncertainty, which contributes
<0.001% to the final A′

CP measurements.

The uncertainties from lepton identification, isolation, and trigger efficiencies are determined
by changing the corresponding scale factors according to their uncertainties. Among the
sources of experimental uncertainty, those associated with these sources have the smallest val-
ues, with a contribution of <0.0005% to the total systematic uncertainty.

The jet energy scale (JES) and jet energy resolution are changed according to their pT- and
η-dependent uncertainties [42]. Both impact the mℓb distribution and contribute <0.007% un-
certainties to the final results.

In this paper, a background template derived from the background-enriched events in data is
used. However, this template is not identical to the predicted MC background in signal events.
The difference is considered as one of our systematic uncertainties, obtained by replacing the
nominal template by the simulated one. The resulting ≈0.01% uncertainty in A′

CP is the largest
experimental uncertainty.

6.2.2 Theoretical systematic uncertainties

The uncertainty from the PDF used in the simulation of the tt process is estimated by reweight-
ing the corresponding variations in the NNPDF 3.1 sets [43]. This results in one of the smallest
contributions among all the sources of theoretical uncertainty with a value of <0.001% in the
final A′

CP measurements.

The impact of the QCD renormalization and factorization scales on the tt simulation is obtained
by changing them independently during the production of the simulated samples by a factor
of 0.5, 1, or 2. The two contributions where one scale is moved up while the other is changed
down are excluded. The total uncertainty is estimated by taking the maximum deviation from
the nominal result. The resulting uncertainties are <0.003% to the final results.

The uncertainty from the modeling of the PS is obtained by changing the renormalization scale
for initial- and final-state QCD radiation (ISR and FSR) up and down by a factor of 2 (for ISR)
and

√
2 (for FSR). The resulting uncertainties are around 0.002 and 0.02% for ISR and FSR,

respectively.

The default MC simulation uses the multiple-parton interaction (MPI) scheme for color re-
connection (CR) with early-resonance decays switched off in the PYTHIA package. The uncer-
tainty from this method is estimated using two other CR models within PYTHIA, a gluon-move
scheme and a QCD-inspired scheme [44, 45]. The resulting systematic uncertainty associated
with CR is <0.05%.

The uncertainty in the matching scale between the ME and PS is derived by varying a damping
parameter in POWHEG. Its nominal value in simulation of 1.379mt is changed to 2.305mt and
0.8738mt [25]. The resulting estimation of the systematic uncertainty in A′

CP is <0.04%.

The uncertainty from modeling of the UE is estimated by varying the CP5 tune in the tt MC
samples [25]. Among the theoretical uncertainties, this has the largest value of ≈0.05% in the
A′

CP measurement.

The uncertainty coming from the jet response to gluons and c, b, and light quarks is estimated
by varying separately the JES responses for each of the four jet flavors within their uncertain-
ties. A systematic uncertainty of about 0.002% in A′

CP was found.

The top quark mass value in the simulation is varied by ±1 GeV to estimate the uncertainty
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due to this parameter, leading to a value of ≈0.01%.

An average mass resolution for the reconstructed top quark and W boson invariant masses is
used in the χ2 calculation. The actual event-by-event resolutions depend on the detector re-
sponse within different η and φ regions. With different detector responses, the measured mass
resolutions of the reconstructed top quark and W boson masses change accordingly. However,
the overall effects have a negligible impact compared to using the average resolution. To esti-
mate the worst-case scenario, the top quark and W boson mass resolutions are scaled up and
down by 10% per event. The resulting uncertainty is <0.005% in the final A′

CP measurements.

The fraction of W+HF events might be different in the background-enriched events than in
the signal events because of the requirement of not having a b-tagged jet. This would cause
a misestimation of the background in the signal region. To estimate the effect of this possible
bias, the W+HF events in the signal region are reweighted in the simulation by a factor of 10 in
the signal region to raise the corresponding fraction. The systematic uncertainties are estimated
by replacing the original W+jets samples, which leads to an estimated systematic uncertainty
of about 0.01%.

The measured pT spectrum of top quarks in data is considerably softer than predicted by the
MC simulations. This feature has been seen by both the ATLAS and CMS experiments in pre-
vious measurements [46–49]. To correct for this, the simulated pT spectrum in the nominal
tt samples is reweighted to match the measured distribution in data. To estimate the uncer-
tainty in the A′

CP measurement from this effect, the pT reweighting is removed. A resulting
uncertainty of <0.001% is determined.

From Table 5, we see that the dominant sources of systematic uncertainty are from the ME-PS
matching, the UE simulation, and the correction for the W+HF content.

7 Results

7.1 Asymmetry measurements

The effective asymmetries A′
CP are obtained after implementing the fitting procedure described

in Section 5. The final results for A′
CP in each lepton-flavor channel are displayed in Fig. 6 and

the values given in Table 6. The results from the previous CMS search at
√

s = 8 TeV [12] are
shown for comparison in Fig. 6. There is no statistically significant evidence for CPV from the
present analysis in either lepton-flavor channel for any of the CP observables. The measured
A′

CP values are in agreement with the SM expectations and have uncertainties roughly a factor
of 3 smaller than the previous CMS result.

7.2 Constraint on the dimensionless CEDM

Each of the measured A′
CP values from the combined lepton+jets channel is divided by the

dilution factor for that CP observable to obtain the corrected asymmetry ACP. These values
are independent of any detector or reconstruction bias and can therefore be used to search for
CPV in the top quark sector. The constraints on the dimensionless CEDM dtG are determined
based on the ACP value of each CP observable, and are then combined using the best linear
unbiased estimator method [50], taking into account the correlation of the dtG measurements
among the CP observables. Since there is no statistically significant evidence of CPV for any
CP observable, the expected dilution factor D from the SM simulation given in Table 3 is used
to convert the measured A′

CP for each CP observable to the corresponding ACP value. Since
the unbiased estimator method only uses symmetric uncertainties, the larger of the plus and
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From this relation, the dimensionless CEDM parameter dtG is obtained from the measured ACP

value, and the uncertainty in dtG is calculated using the full covariance matrix from the fit:

∆2
dtG
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, (9)

where ∆2
dtG

, ∆2
ACP

, ∆2
a, ∆2

b, ∆2
c , and ∆2

d are the uncertainties in dtG, ACP, a, b, c, and d, respectively.

The resulting CP-violating asymmetry ACP and the dimensionless CEDM dtG, with their sta-
tistical and systematic uncertainties, are shown in Table 7 for each of the CP observables.
The final systematic uncertainties are taken as the larger value of the total systematic uncer-
tainties between the up and down directions. The resulting constraints on dtG are displayed
in Fig. 7. Combining the results from the four asymmetries, leads to an overall value of
dtG = 0.04 ± 0.10 (stat) ± 0.07 (syst). This corresponds to a limit of |dtG| < 0.25 at the 95%
confidence level (CL). The final results are in agreement with the SM expectation.

Table 7: The measured ACP and corresponding dtG values for each of the CP observables using
the SM simulation predictions for the dilution factor D in the combined lepton+jets channel.
The first uncertainty is statistical and the second is systematic.

CP observable ACP (%) dtG

O3 −0.10 ± 0.20 ± 0.14 +0.04 ± 0.11 ± 0.07

O6 −0.30 ± 0.21 ± 0.16 +0.25 ± 0.20 ± 0.15

O12 +0.12 ± 0.13 ± 0.07 +0.45 ± 0.47 ± 0.27

O14 −0.29 ± 0.16 ± 0.14 −0.81 ± 0.48 ± 0.44

Constraints on the CEDM of the top quark have also been set by CMS from measurements of
the spin correlations [51] in dilepton tt events using d̂t , which is the dimensionless parameter

of CEDM in the convention of Ref. [52]. The relation between d̂t and d
g
t can be expressed as

d̂t = mtd
g
t [53]. From Eq. (2), with the BSM scale Λ at 1 TeV, the combined dtG values from this

analysis can be converted into a 95% CL limit of |d̂t | < 0.015. This is competitive with the 95%

CL limits obtained by the spin-correlation measurement [51] of −0.020 < d̂t < 0.012.

8 Summary

The results of a search have been presented for the combined charge conjugate and parity (CP)
violation effects in top quark-antiquark events performed in the electron+jets and muon+jets
final states. The top quark and antiquark are each assumed to decay into a bottom quark and
a W boson, with one W boson decaying hadronically and the other leptonically into an elec-
tron or muon and accompanying neutrino. This study uses data collected by the CMS experi-
ment at the LHC from proton-proton collisions at

√
s = 13 TeV, corresponding to an integrated

luminosity of 138 fb−1. The CP-violating asymmetries are obtained with four different triple-
product T-odd observables, where T is the time-reversal operator, constructed using linearly
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Figure 7: The measured dimensionless CEDM dtG for each CP observable (blue squares) in the
lepton+jets channel and the combined result (red point). The inner horizontal bars on the points
represent the statistical uncertainty and the outer bar the combined statistical and systematic
uncertainties added in quadrature.

independent four-momentum vectors associated with the final-state particles. The uncorrected
asymmetries are computed using the fitted signal. There are no statistically significant indica-
tions of CP violation, with all the CP asymmetries being consistent with the standard model
expectations. The resulting combined measurement of the dimensionless chromoelectric dipole
moment gives dtG = 0.04± 0.10 (stat)± 0.07 (syst) and exhibits no evidence for CP-violating ef-
fects, consistent with expectations from the standard model. These results are compatible with
a previous study performed by CMS in data from pp collisions at

√
s = 8 TeV [12] with uncer-

tainties improved by roughly a factor of 3.
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