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of pp collisions are measured using a data sample collected with the LHCb detector at a

centre-of-mass energy of 13 TeV in 2016. The data sample corresponds to an integrated lu-

minosity of 1.6 fb−1. Differential cross-sections are measured as a function of the transverse

momentum and of the pseudorapidity of the leading jet, of the rapidity difference between

the jets, and of the dijet invariant mass. A fiducial region for the measurement is defined

by requiring that the two jets originating from the two b or c quarks are emitted with

transverse momentum greater than 20 GeV/c, pseudorapidity in the range 2.2 < η < 4.2,

and with a difference in the azimuthal angle between the two jets greater than 1.5. The

integrated bb̄-dijet cross-section is measured to be 53.0±9.7 nb, and the total cc̄-dijet cross-

section is measured to be 73 ± 16 nb. The ratio between cc̄- and bb̄-dijet cross-sections is

also measured and found to be 1.37 ± 0.27. The results are in agreement with theoretical

predictions at next-to-leading order.
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1 Introduction

Measurements of bb̄ and cc̄ production cross-sections provide an important test of quantum

chromodynamics (QCD) in proton-proton collisions. In these collisions, bottom and charm

quarks are mostly produced in pairs by quark and gluon scattering processes, predominantly

by flavour creation, flavour excitation and gluon splitting [1, 2]. At the LHC energies beauty

and charm quarks produced in the collisions are likely to generate jets through fragmenta-

tion and hadronization processes. Experimentally, one can infer the production of a beauty

(charm) quark either through exclusively identifying b (c) hadron decays, or through the

reconstruction of jets that are tagged as originating in heavy flavour quark fragmentation.

As bb̄- and cc̄-dijet differential cross-sections can be calculated in perturbative QCD

(pQCD) as a function of the dijet kinematics, comparisons between data and predictions

provide a critical test of next-to-leading-order (NLO) pQCD calculations [3, 4]. Measure-

ments of differential cross-sections of heavy-flavour dijets can also be a sensitive probe of

the parton distribution functions (PDFs) of the proton. Among the LHC experiments,
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the PDF region with low Bjorken-x values is accessible only to LHCb, due to its forward

acceptance [5]. Moreover, the knowledge of the inclusive b and c quarks production rate

from QCD processes is necessary to understand the background contributions in searches for

massive particles decaying into b or c quarks, such as the Higgs boson or new heavy particles.

In 2013, the LHCb collaboration measured the integrated bb̄ and cc̄ production cross-

sections at a centre-of-mass energy of
√

s = 7 TeV in the region of pseudorapidity 2.5 < η <

4.0, tagging the quark flavour via the reconstruction of displaced vertices [6]. The LHCb

collaboration has also measured the b-quark production cross-section at
√

s = 7 and 13 TeV

in the region with pseudorapidity 2 < η < 5, using semileptonic decays of b-flavoured

hadrons [7]. The ATLAS collaboration has measured the inclusive bb̄-dijet production cross-

section [8], while the CMS collaboration has performed a measurement of the inclusive b-jet

production cross-section [9]. The latter two measurements were performed at
√

s = 7 TeV

in the central pseudorapidity region, with |η| < 2.5.

In this paper, a measurement of the inclusive bb̄- and cc̄-dijet cross-sections at√
s = 13 TeV is presented. The data sample used corresponds to a total integrated lu-

minosity of proton-proton (pp) collisions of 1.6 fb−1, collected during the year 2016. Cross-

section measurements are also performed differentially as a function of the dijet kinematics.

The ratio of the cc̄ to the bb̄ cross-sections is also determined. This is the first cc̄-dijet dif-

ferential cross-section measurement at a hadron collider.

This paper is structured as follows. The LHCb detector and the simulation samples

used in this analysis are introduced in section 2. Section 3 presents the selection of the

events and the tagging of jets as originating from b and c quarks, as well as the definition of

the variables used for the cross-section measurement. The fitting procedure is described in

section 4. The unfolding procedure used to convert the raw observables into generator-level

observables is described in section 5. Systematic uncertainties on the cross-section measure-

ments are discussed in section 6. The determination of the cross-section ratios is introduced

in section 7. Finally, results are shown in section 8 and conclusions are drawn in section 9.

2 Detector and simulation

The LHCb detector [10, 11] is a single-arm forward spectrometer covering the

pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c

quarks. The detector includes a high-precision tracking system consisting of a silicon-strip

vertex detector surrounding the pp interaction region [12], a large-area silicon-strip detector

located upstream of a dipole magnet with a bending power of about 4 Tm, and three sta-

tions of silicon-strip detectors and straw drift tubes [13] placed downstream of the magnet.

The tracking system provides a measurement of the momentum, p, of charged particles

with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c.

The minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is

measured with a resolution of (15 + 29/pT)µm, where pT is the component of the momen-

tum transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished

using information from two ring-imaging Cherenkov detectors [14]. Photons, electrons and

hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower
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detectors, an electromagnetic and a hadronic calorimeter. Muons are identified by a sys-

tem composed of alternating layers of iron and multiwire proportional chambers [15]. The

online event selection is performed by a trigger [16], which consists of a hardware stage,

based on information from the calorimeter and muon systems, followed by a software stage,

which applies a full event reconstruction.

At the hardware trigger stage, events for this analysis are required to contain a recon-

structed muon with high pT or a hadron, photon or electron with high transverse energy

in the calorimeters. A global event cut (GEC) on the number of hits in the scintillating-

pad detector is also applied. The software trigger requires at least one charged particle to

be reconstructed with pT > 1.6 GeV/c that is inconsistent with originating from any PV,

as well as the presence of two jets. Both jets are reconstructed as described below, and

required to have pT > 17 GeV/c and a secondary vertex (SV) in the jet cone.

Simulation is required to model and correct for the effects of the detector acceptance

and the imposed selection requirements. In the simulation, pp collisions are generated using

Pythia [17, 18] with a specific LHCb configuration [19]. Decays of unstable particles are

described by EvtGen [20], in which final-state radiation is generated using Photos [21].

The interaction of the generated particles with the detector, and its response, are imple-

mented using the Geant4 toolkit [22, 23] as described in ref. [24].

This work uses simulated samples of bb̄-dijets, cc̄-dijets and dijets generated from light

partons (u, d, s quarks, and gluons, indicated in the following by q). These samples are

used to model the distributions of observables employed in the heavy flavour identification,

to measure the b- and c-jet selection efficiencies and to determine the unfolding matrices

used to convert to generator-level quantities. In order to cover the full range of jet pT,

several simulated samples with different values of transverse momentum exchanged in the

hard interaction (p̂T) are generated. When combining the samples appropriate weights are

used, depending on the range of p̂T. These weights are taken to be proportional to the

cross-sections evaluated with Pythia [17, 18] for the different p̂T ranges.

3 Jet reconstruction and event selection

Jets are reconstructed using particle flow objects as input [25]. The objects are combined

employing the anti-kT algorithm [26], as implemented in the Fastjet software package [27],

with a jet radius parameter of R = 0.5. The offline and online jet reconstruction algorithms

are identical, however minor differences between offline and online may arise from different

reconstruction routines for tracks and calorimeter clusters that are used in the two contexts.

Systematic uncertainties are evaluated to cover these small differences and described in

section 6.

To improve the rejection of fake jets, such as jets originating from noise and high energy

isolated leptons, additional criteria, similar to those explained in ref. [25], are imposed. In

particular jets are required to contain at least two particles matched to the same PV, at least

one track with pT > 1.2 GeV, no single particle with more than 10% of the jet pT and to have

the fraction of the jet pT carried by charged particles greater than 10%. These requirements

have been optimized using simulated samples produced with 2016 running conditions.

– 3 –



J
H
E
P
0
2
(
2
0
2
1
)
0
2
3

pT(j0) > 20 GeV/c

pT(j1) > 20 GeV/c

2.2 < η(j0) < 4.2

2.2 < η(j1) < 4.2

|∆φ| > 1.5

Table 1. List of fiducial requirements on jet transverse momentum, pseudorapidity and the az-

imuthal angle between the jets.

In this paper the jet flavours are distinguished by using a heavy-flavour jet-tagging

algorithm, that is referred to as “SV-tagging”. The SV-tagging algorithm reconstructs

secondary vertices (SVs) using tracks inside and outside of the jet and is described in

detail in ref. [28]. In this algorithm tracks that have a significant pT and displacement

from every PV are combined to form two-body SVs. Then good quality two-body SVs are

linked together if they share one track, in order to form n-body SVs. If a SV is found

inside the cone of the jet, the jet is tagged as likely to be originating from b- or c-quark

fragmentation. The SV-tagging efficiency, determined in simulation, is about 60% for b-jets

and 20% for c-jets. These values are lower with respect to those obtained in the
√

s = 7

and 8 TeV datasets studied in ref. [28]. The relative efficiency loss is below the 10% level,

and is explained by the higher particle multiplicity of
√

s = 13 TeV events with respect

to
√

s = 7 and 8 TeV events, that introduces more noise in the SV finding. To further

distinguish light-flavour jets from heavy-flavour jets and b-jets from c-jets multivariate

analysis algorithms as described in ref. [28] are used. Two boosted decision tree (BDT)

classifiers [29–31], that use as inputs variables related to the SV, are employed: one for

heavy-/light-jet separation (BDTbc|q) and the other for b-/c-jet separation (BDTb|c).

The offline selection is applied to events that pass the trigger criteria for heavy-flavour

dijets. Two offline-reconstructed jets originating from the same PV are selected as dijet

candidates. The kinematic requirements in table 1 are applied to the reconstructed jets.

In the table and in the remainder of the paper, the leading jet, j0, is that with the largest

pT, and j1 is the other jet in the pair. The kinematic selection includes a requirement

on |∆φ|, the difference in the azimuthal angle between the jets. In 0.4% of the selected

events multiple dijet candidates exist after applying all the requirements; the jet pair with

maximum sum of the pT of the two jets is selected in these cases. It has been verified in

simulation that this choice does not bias the results. The fraction of events with multiple

candidates found in simulation is similar to that in data. The differential cross-section

is measured as a function of four observables: the leading jet pseudorapidity η(j0), the

leading jet transverse momentum pT(j0), the dijet invariant mass, mjj , and

∆y∗ =
1

2
|y0 − y1|,

where y0 and y1 are the jet rapidities.

Finally, a data sample in which a Z boson is produced in association with a jet and

decays to a µ+µ− pair is used to measure efficiencies and assess several systematic un-
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certainties in this analysis. A similar selection to that of ref. [32] is applied, with some

differences introduced to match the jet phase space considered in this analysis. This sample

is further referred to as Z + jet.

4 Fitting procedure

A fit to SV-tagging-related observables is performed in order to extract the bb̄- and cc̄-dijet

yields. The fit is performed in intervals of the dijet kinematics introduced in the previous

section. The expected distributions of the tagging observables for bb̄, cc̄ and background

samples are obtained as histograms using simulated samples. Four tagging observables are

used for disentangling the bb̄ and cc̄ processes from the background: the output of the

classifiers BDTbc|q and BDTb|c for the leading jet and BDTbc|q and BDTb|c for the second

jet. In principle a four-dimensional fit would give the best result in terms of the statistical

uncertainty, but this is not optimal given the finite simulated sample sizes. Instead, two

new observables are built, introducing linear combinations of the four tagging observables:

t0 = BDTbc|q(j0) + BDTbc|q(j1),

t1 = BDTb|c(j0) + BDTb|c(j1).
(4.1)

An alternative method, where the multiplication of SV-tagging observables is considered

instead of the sum, is used to evaluate a systematic uncertainty on the procedure.

Three different types of processes are expected in the data sample: same-flavour pro-

cesses, different-flavour processes and background from light jets. In same-flavour pro-

cesses two b-jets or two c-jets are detected in the acceptance, they are labeled as bb̄ and cc̄.

Different-flavour processes are bb̄q and cc̄q processes (with q = u, d, s, g) where one b- or

c-jet is detected in the LHCb acceptance and the second jet in the dijet is a light flavour jet,

they are labeled as bq and cq. The bb̄cc̄ process has a cross-section of about three orders of

magnitude smaller than the bb̄q and cc̄q processes [17, 18], and is neglected in the fit. The

background from light jets, where the two light jets may have different flavours, is labeled

as qq′. Fit templates are constructed as two-dimensional (t0, t1) histograms, with a 20 × 20

binning scheme and t0, t1 ∈ [−2, 2]. For the same-flavour processes and the background

from light jets, the histograms are filled with simulated events. For the different-flavour

processes, two-dimensional (BDTbc|q,BDTb|c) single-jet templates with 20×20 bins are built

using the bb̄, cc̄ and light partons simulation samples. Two-dimensional (t0, t1) different-

flavour templates are then obtained from a convolution of two single-jet templates. Same-

flavour, different-flavour and light jets template projections in t0 and t1 obtained in this

way are shown in figure 1. For different-flavour processes, separate bq, qb, cq, qc templates

are considered where the first flavour is associated to j0 and the second to j1.

The outputs of the BDTbc|q and BDTb|c classifiers show a correlation with the jet

pT, while they are almost uncorrelated with the jet pseudorapidity and the other kine-

matic variables. For this reason different templates are built for different intervals of

[pT(j0), pT(j1)]. The pT binning scheme is the following: [20,30] GeV/c, [30,40] GeV/c,

[40,50] GeV/c, [50,60] GeV/c and pT > 60 GeV/c. As by definition pT(j0) is higher than

pT(j1), only 15 non-empty [pT(j0), pT(j1)] intervals are present.
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Figure 1. Fit templates for (left) t0 and (right) t1 projections for the same-flavour and different-

flavour processes, summed over the [pT(j0), pT(j1)] bins, where t0 and t1 are the linear combinations

of the tagging observables of both jets. The templates are normalised to unit area. To simplify the

visualisation, the qb and bq samples (qc and cq) are merged in the plot.

In order to measure the differential bb̄- and cc̄-dijet yields the dataset is divided in sub-

samples for each of the kinematic observables. For a given observable the data sample is

divided in three dimensions into bins of that observable and in bins of [pT(j0), pT(j1)]. The

[pT(j0), pT(j1)] binning scheme is identical to that employed in the template construction.

For each bin a (t0, t1) fit is performed using templates corresponding to the [pT(j0), pT(j1)]

interval and the extracted bb̄- and cc̄-dijet yields are summed over the [pT(j0), pT(j1)] bins,

in order to obtain the yields for the different kinematic observable intervals. The fits are

performed with the yield of each species as a freely varying parameter and each bin is fitted

independently.

The results obtained by summing the fitted yields of bb̄, cc̄, bq +qb and cq +qc over the

η(j0) and [pT(j0), pT(j1)] bins are shown in figure 2. The uncertainty on the fit includes the

statistical uncertainty on the data and systematic uncertainties related to the fit procedure,

the template modeling and the finite size of the simulation samples used to construct the

templates. The evaluation of these systematic uncertainties is described in section 6.

Pseudoexperiments are performed to assess the fit stability and to determine the fit

bias and coverage. Relative biases of the order of 0.01% (0.02%) on the fitted bb̄ (cc̄) yields

are found, these values are used to correct the fit result. Moreover, the pseudoexperiments

indicate that relative biases of the order 10% on the fitted yield uncertainties are present.

A correction is therefore also applied to the fit uncertainty.

5 Determination of the cross-section

The yields in each of the bins of the observables are used to calculate differential cross-

sections at generator level, using an unfolding technique to correct for bin migrations due to

detector effects and resolution. A least square method with Tikhonov regularisation [33] is

employed. Generator-level jets are defined as jets clustered with the anti-kT algorithm [26]

using generated quasi-stable particles, excluding neutrinos, as inputs. The fiducial region

of the measurement is defined by the kinematic requirements in table 1 applied to jet
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Figure 2. The observables t0 and t1 obtained by summing the fitted yields over the η(j0) and

[pT(j0), pT(j1)] bins, where t0 and t1 are the linear combinations of the tagging observables of both

jets. The fit is compared against the data (black points). The statistical uncertainty on data is

small and not visible in the plot. The stacked histograms show the contribution from: (red) bb̄,

(blue) cc̄, (lavender) bq and qb, (light blue) cq and qc. The qq′ component is not displayed since its

yield is negligible. The dashed grey areas represent the total uncertainty (statistical and systematic)

on the fit result.

observables at generator level. The cross-sections are evaluated using

dσ

dz
(i) =

1

L · 1

2∆z(i)
· 1

A(i) · ǫ(i)

n
∑

j=1

Uij · N(j), (5.1)

where z is the variable under study at generator level, i indicates the index of the bin

[zi − ∆z(i), zi + ∆z(i)], 2∆z(i) is the width of the bin, L is the integrated luminosity, N(j)

is the number of fitted events in the bin [zreco
j − ∆zreco, zreco

j + ∆zreco] defined using the

reconstructed variables, A(i) is the acceptance factor for the bin i, ǫ(i) is the efficiency

for the bin i and Uij is the unfolding matrix that maps reconstructed to generator-level

variables. The acceptance factor is introduced in the cross-section formula to account for

the migration of events in to and out of the fiducial region, which is not accounted for in

the unfolding matrix.

The efficiency is written as the product

ǫtot = ǫreco · ǫtag · ǫtrig,

where ǫreco is the jet reconstruction efficiency, ǫtag is the jet tagging efficiency of recon-

structed jets and ǫtrig is the trigger efficiency evaluated on tagged jets.

The total efficiency is obtained using simulated bb̄ and cc̄ samples. Per-event weights

are applied to simulated events in order to correct for data/simulation differences. For the

trigger efficiency, ǫtrig, per-jet data/simulation weights are measured following the proce-

dure in ref. [34]. The trigger efficiency must be also corrected for the GEC requirement,
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since its efficiency is about a factor 0.6 lower in data than in simulation. The GEC effi-

ciency is determined in data using independent samples of events with no GECs applied.

Finally ǫtrig is corrected for data/simulation differences in the efficiency of the other trig-

ger requirements. To do this per-jet weights are measured with a tag-and-probe technique,

comparing data and simulation samples of Z + jet events. The total selection efficiency for

the bb̄ process is found to be about 15% and about 1.5% for the cc̄ process. This difference

is due to the SV-tagging efficiency, as explained in section 3.

Unfolding matrices are obtained for each of the four considered observables using sim-

ulation. Uncertainties due to the finite simulated sample size in the unfolding matrix

construction are propagated to the result. Since the detector response is known to be sim-

ilar for b- and c-jets and the bb̄ simulation sample is larger, the bb̄ sample is used for both

the bb̄ and cc̄ unfolding. A systematic uncertainty due to differences in the underlying dijet

kinematic for bb̄ and cc̄ is discussed in section 6.

6 Systematic uncertainties

Systematic uncertainties can affect the fitting procedure, the selection efficiencies, the ac-

ceptance factor, the unfolding and the integrated luminosity.

The systematic uncertainty affecting the GEC efficiency arises mainly from the different

values obtained in data subsamples where no GECs are applied, since these have different

compositions of bb̄, cc̄ and qq′ events. The resulting uncertainty on the efficiency determina-

tion is 6.3%, correlated across all bins. Remaining differences between data and simulation

in the trigger efficiency are taken into account using per-event weights. The statistical un-

certainty on the weights is taken as a systematic uncertainty. The mean relative uncertainty

associated to these weights is around 3%. An additional source of systematic uncertainty

arises from the difference between the online and offline physical objects reconstruction al-

gorithms. A subset of data events where only one jet is required to be SV-tagged at trigger

level is used to assess this uncertainty. This systematic uncertainty is again around 3%.

Data-simulation corrections are applied to simulated events in the evaluation of the

SV-tagging efficiency. The corrections and corresponding uncertainties follow ref. [28], in

which these values were computed with data taken at
√

s = 7 and 8 TeV. A tag-and-probe

technique was used on control samples with a jet and a W boson, or a B or D meson. The

main systematic uncertainties arise from the modeling of the IP distribution for light jets in

simulation, since a fit to this observable has been used to disentangle the different flavour

components in the control samples prior to the SV-tagging requirement. These corrections

and uncertainties are verified in ref. [34] to agree within 3% between that data sample and

the one used in this analysis. The systematic uncertainty for the SV-tagging efficiency,

of around 20%, dominates the total uncertainty on the cross-section measurements. It is

correlated across all bins of the analysis. Although the SV-tagging efficiencies are different

for b- and c-jets, the SV-tagging systematic uncertainty is of the same order for the bb̄-

and cc̄-dijet cross-sections, because it is related to the method described in ref. [28], which

affects in the same way the b- and c-jets efficiency determination. Uncertainties affecting

the jet identification efficiency are evaluated as described in ref. [25], using the Z +jet data
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sample. The relative variation of the number of selected jets is compared between data

and simulation, and the differences observed, which are at the level of 5% per-jet, are used

as a systematic uncertainty on ǫreco.

The uncertainty associated to differences between data and simulation in the jet energy

resolution and jet energy scale affect the unfolding procedure, the acceptance factor and the

efficiency measurement. Both the jet energy resolution and scale uncertainties are evaluated

as explained in ref. [32], using the Z + jet data sample introduced in section 3. To account

for the jet energy resolution uncertainty, Z + jet events are used to evaluate the maximum

gaussian smearing one needs to apply to the jet pT in simulation to have an agreement

with data within one standard deviation. To determine the uncertainty arising from the

jet energy scale, the same events are used to evaluate the multiplicative factor one needs to

apply to the jet pT in simulation to have an agreement within one standard deviation. The

uncertainty associated with both of these effects is found to be negligible in this analysis.

Systematic uncertainties associated to the modelling of the templates may arise from

differences between data and simulation in the BDT classifiers distributions and affect

the fitting procedure. In order to evaluate them, the analysis is repeated using two other

variables related to the SV employed for the jet SV-tagging: the corrected SV mass [28]

and the number of tracks in the SV. In analogy with t0 and t1, new observables are built

by summing these variables for j0 and j1, and the fits are then performed in the new

space. The difference between these and the nominal results are used to evaluate the

systematic uncertainties. These are on average at the level of 3%. Concerning the fitting

procedure itself, an alternative algorithm is applied, where rather than combining linearly,

the responses of the two BDT classifiers are multiplied. Once again, the fits are repeated

and the results compared with the nominal ones. The uncertainties for the bb̄ yields are

below 1%, for the cc̄ yields they are 13% on average.

In order to assess the uncertainty due to the finite simulated samples size in the tem-

plate construction, new templates are obtained with a “bootstrapping with replacement”

technique [35]. For each simulation sample used to build a template comprising N events,

an equal number of N events are randomly extracted from the sample allowing to take

multiple times the same event (repetitions). This new set of events is then used to obtain

a new template. It has been demonstrated that the distribution of fit results obtained with

the bootstrap technique mimics the distribution of results due to the finite simulated sam-

ple size [36]. The width of the distribution of the fit results using the different bootstrap

templates is taken as the uncertainty associated to the simulated sample size. The relative

mean uncertainty is 0.8% for bb̄ and 3.6% for cc̄ yields. The finite simulated samples size

also affects the efficiency evaluation, as well as the unfolding matrices. For the former, their

effect is small compared to other uncertainties. For the latter, this is taken automatically

into account by the unfolding algorithm [37].

The uncertainty on the modelling of initial-state (ISR) and final-state radiation (FSR)

in simulation may affect the acceptance-factor determination, since different parametrisa-

tions of the gluon emission could change the jets kinematical distributions. Simulation

samples where ISR and FSR parameters are varied are generated to determine the uncer-

tainty. In particular the multiplicative factor applied to the renormalisation scale for ISR
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(FSR) branchings µISR
R (µFSR

R ) is varied between 0.5 and 2, and the additive non-singular

term in the ISR (FSR) splitting functions cISR
NS (cFSR

NS ) is varied between −2 and 2 [17, 18].

The new acceptance factors are compared to the nominal ones, and their relative variation

is considered as a systematic uncertainty. On average the variation is about 3%.

The unfolding matrix receives systematic uncertainties from all the different sources

described in this section. These are propagated through the unfolding procedure. In the

unfolding algorithm a regularisation parameter is chosen via a minimisation procedure.

To further cross-check the algorithm, the regularisation parameter is varied around the

minimum and the unfolding is repeated. Using a conservative approach the variation is

chosen to be ±50% of the parameter value. The difference with respect to the nominal

result is taken as systematic uncertainty associated to the unfolding procedure, which is

below 1%. Another source of uncertainty is associated to the unfolding model. It is assessed

by varying the underlying dijet kinematic distributions in the simulation samples used for

the determination of the unfolding matrix. The unfolding procedure is repeated with this

alternative set of unfolding matrices and unfolded distributions are compared with the

nominal ones. The relative variation in each bin is used as systematic uncertainty. This is

again in average below 1%.

Finally, the systematic uncertainty on the integrated luminosity is about 4%, deter-

mined as explained in refs. [34, 38].

The systematic contributions from each source are summarized in table 2. In the

table, the mean relative uncertainties calculated averaging over η(j0) intervals are reported

separately for bb̄ and cc̄ events. Since the different sources are considered to be uncorrelated,

the total uncertainties are obtained by summing the individual uncertainties in quadrature.

The unfolding-related systematic uncertainties are in principle correlated with some of the

efficiency uncertainties, but since they are sub-dominant this correlation is neglected. The

dominant systematic uncertainties are those related to the GEC efficiency, the SV-tagging

and the fit procedure. Finally, a closure test is performed to assess the validity of the

analysis procedure. For this, the simulation samples are used to prepare a test dataset, and

the full analysis chain is applied, from the fit to the unfolding. The measured and reference

cross-sections are compatible within their statistical and systematic uncertainties.

7 Ratio of cc̄- and bb̄-dijet cross-sections

This section presents the method used to determine the cross-section ratio, R, between

cc and bb production. The measurement of R is also performed in the different bins of

kinematic observables: leading jet η, leading jet pT, ∆y∗ and mjj . The same binning

scheme for reconstructed and generator-level observables is used as for the cross-section

measurements.

Since several experimental and theoretical uncertainties cancel in the ratio it provides

an excellent test of the SM and of pQCD, and can also be used to obtain valuable infor-

mation when used in the global fits to extract the proton PDFs [4].
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Systematic source σ(bb̄) σ(cc̄)

GEC 6.3 6.3

Trigger 4.2 3.8

Jet SV-tagging 16 20

Jet identification 4.5 4.7

Jet resolution < 0.1 < 0.1

Jet energy scale < 0.1 < 0.1

Templates modelling 2.8 3.0

Fit procedure 0.4 13

Simulation sample size 0.56 2.7

Unfolding procedure 0.20 0.90

Unfolding model 0.17 0.84

ISR and FSR 2.4 2.4

Luminosity 3.8 3.8

Total 19 26

Table 2. Mean relative uncertainties in percent on the cross-sections calculated averaging over

the leading jet pseudorapidity intervals for bb̄ and cc̄ events. For the total uncertainty individual

contributions are added in quadrature.

In analogy with eq. (5.1), the unfolded R can be obtained with the following formula:

R(i) =

n
∑

j=1
Uij

Ncc̄(j)
ǫcc̄

tag(j)

n
∑

j=1
Uij

Nbb̄(j)

ǫbb̄
tag(j)

, (7.1)

where i indicates the index of the bin defined for generator-level variables, N cc̄(j) (N bb̄(j))

is the number of fitted cc̄ (bb̄) events in the bin j defined for reconstructed variables, Uij

is the unfolding matrix introduced in section 5 and ǫcc̄
tag(j) (ǫbb̄

tag(j)) is the cc̄ (bb̄) tagging

efficiency in bin j. Apart from the tagging efficiency, which depends on the properties of b-

and c-hadrons, it has been verified in simulation that all other efficiencies and acceptance

factors are compatible and fully correlated between b- and c-jets, therefore they cancel

in the ratio and they are not considered in the formula. The correlation between N cc̄(j)

and N bb̄(j) is neglected when determining the uncertainty on R. This correlation leads

to a small change on the statistical uncertainty and is negligible compared to the total

uncertainty on R, which is in the order 20%.

Most sources of systematic uncertainty are common between the numerator and de-

nominator of eq. (7.1), cancelling their impact. The exceptions are the SV-tagging system-

atic uncertainty, since this is measured on complementary data samples for b- and c-jets [28];

the fit procedure systematic uncertainty; the template modelling systematic uncertainty
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and the simulation sample size uncertainty. These systematic uncertainties are considered

uncorrelated. Although those related to the fit procedure should take into account the anti-

correlations between bb̄ and cc̄ fitted yields, the systematic uncertainty introduced by ne-

glecting such anti-correlations is found to be negligible with respect to the total uncertainty.

8 Results and predictions

In this section the measurements of the bb̄- and cc̄-dijet differential cross-sections are pre-

sented, as well as the measurement of their ratio.

The measurements in this section are compared with the pQCD NLO cross-section pre-

dictions obtained with Madgraph5 aMC@NLO [3] for matrix elements computation and

Pythia for parton showers. The predictions take into account the FSR and ISR contribu-

tions [17, 18]. The NNPDF2.3_NLO set [39] has been used as PDF set for the calculation.

At least two generator-level jets are required in the fiducial region, and the two jets with

highest pT that fulfill the requirements are used to calculate the differential distributions.

The renormalisation (µr) and factorisation scales (µf ) are set dynamically to the sum of

transverse masses of all final-state particles divided by two. The scale uncertainty has been

obtained with an envelope of seven combinations of (µr,µf ) values (µr, µf = 0.5, 1, 2). The

PDF uncertainty has been obtained as the envelope of 100 NNPDF2.3_NLO replicas. The

uncertainties on the predictions are correlated across the kinematical intervals considered

for the measurement. At high leading jet pT and mjj the prediction uncertainties are of the

order of 15%, for both the bb̄ and cc̄ cross-sections. In principle more advanced techniques

can reduce the prediction uncertainty [4] in the high mjj region, while phenomenologi-

cal studies at low mass, where the renormalisation and factorisation scale uncertainty is

larger, do not exist. The measurements are also compared with a leading-order prediction

obtained with Pythia for both process generation and parton showering.

Figure 3 shows the bb̄- and cc̄-dijet differential cross-sections as a function of the leading

jet η, the leading jet pT, ∆y∗ and mjj . The cross-sections as a function of ∆y∗ and mjj

are presented in logarithmic scale, while in appendix A they are presented in linear scale.

The numerical values of the measured cross-sections, the covariance matrices for the bb̄

(cc̄) intervals and the cross-correlation matrix between bb̄ and cc̄ intervals are reported

in appendix B. The total uncertainty is almost fully correlated across the bins, since it

is dominated by common systematic uncertainties. The only uncorrelated contributions

to the total uncertainty are the statistical uncertainty and the systematic uncertainty

related to the finite simulated sample size, which are negligible with respect to the total

uncertainty. Note that the leading jet pT and mjj ranges are reduced to [20,70] GeV/c

and [40,150] GeV/c respectively, because the unfolding produces cross-sections compatible

with zero events in the high pT and high mass bins. The measurements are generally

slightly below the predictions. The compatibility of the measurements with the prediction,

obtained including the uncertainties on both, is within 1 to 2 standard deviations. It can

be noticed that the predictions at low leading jet pT and mjj show large uncertainties,

that are dominated by the renormalisation and factorisation scale uncertainty. The global
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Figure 3. Differential bb̄- and cc̄-dijet cross-sections as a function of the (top left) leading jet η,

(top right) the leading jet pT, (bottom left) ∆y∗ and (bottom right) mjj . The error bars represent

the total uncertainties, that are almost fully correlated across the bins. The next-to-leading-order

predictions obtained with Madgraph5 aMC@NLO + Pythia are shown. The prediction uncer-

tainty is dominated by the renormalisation and factorisation scale uncertainty. The leading-order

prediction obtained with Pythia is also shown.

compatibility of the measurements with predictions, calculated considering the correlations

between the different bins, is 0.9 σ for the bb̄- and 0.8 σ for the cc̄-dijet cross-sections.

Figure 4 shows the cross-section ratios R as a function of the leading jet η, the leading

jet pT, ∆y∗ and mjj . The R measurements are compatible with the prediction within its

uncertainties. It can be noticed that the measured ratio R is in the order of 1.4, significantly

lower than the inclusive cc̄/bb̄ ratio expected in pp collisions: this is due to the jet pT > 20

GeV requirement of the fiducial region that partially compensates the effect of the different

b- and c-quark masses.

The differential distributions are summed up to obtain the integrated cross-sections

in the fiducial region. In this way four different values of σ(pp → bb̄-dijet X), σ(pp →
cc̄-dijet X), where X indicates additional particles produced in the collisions, and R are

obtained, one for each observable. The different measurements of the same quantity are

in agreement within their total uncertainty. The integrated measurements obtained from

the ∆y∗ distributions have the smallest relative uncertainty from the fit procedure and are

considered as the nominal result. The total integrated bb̄- and cc̄-dijet cross-sections and

their ratio are presented in table 3. In this table the statistical, systematic and luminosity

uncertainties are presented separately. The total cross-sections and R are compatible with

the prediction from Madgraph5 aMC@NLO + Pythia within its uncertainty.
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Figure 4. Measured cc̄ to bb̄ cross-section ratio as a function of (top left) the leading jet η, (top

right) the leading jet pT, (bottom left) ∆y∗ and (bottom right) mjj . The error bars represent the

total uncertainties, that are almost fully correlated across the bins. The next-to-leading-order pre-

dictions obtained with Madgraph5 aMC@NLO + Pythia are shown. The prediction uncertainty is

dominated by the renormalisation and factorisation scale uncertainty. The leading-order prediction

obtained with Pythia is also shown.

observable measurement stat. uncertainty prediction

σ(bb̄) [nb] 53.0 ± 9.5 ± 2.1 < 0.1 70.2 +15.1
−14.7

+1.4
−1.4

σ(cc̄) [nb] 72.6 ± 16.1 ± 2.9 < 0.1 97.9 +34.5
−27.5

+1.8
−1.8

R 1.37 ± 0.27 < 0.01 1.39 +0.16
−0.13

+0.03
−0.03

Table 3. The total bb̄-dijet and cc̄-dijet cross-sections and their ratio in the fiducial region, com-

pared with the NLO predictions. The first uncertainty on the measurement is the combined sta-

tistical and systematic uncertainty and the second is the uncertainty from the luminosity. For the

measurement of R the luminosity uncertainty cancels in the ratio. The statistical uncertainty for

the cross-section and R measurements is also reported. For the predictions the first uncertainty

corresponds to the scale uncertainty, the second to the PDF uncertainty.
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9 Summary

Measurements of the total and differential bb̄- and cc̄-dijet production cross-sections in pp

collisions at
√

s = 13 TeV in the LHCb acceptance have been presented. The ratio, R,

between the cc̄- and bb̄-dijet cross-sections has also been measured. Results are presented

for the fiducial region for generator-level jets with transverse momentum pT > 20 GeV/c,

pseudorapidity 2.2 < η < 4.2 and azimuthal difference |∆φ| > 1.5.

The total measured bb̄-dijet cross-section in the fiducial region is

σ(pp → bb̄-dijet X) = 53.0 ± 9.5 ± 2.1 nb,

where the first uncertainty is the combined statistical and systematic uncertainty and the

second is due to the precision of the luminosity calibration. The statistical uncertainty

is small, corresponding to 0.012% of the measured bb̄-dijet cross-section value. The total

measured cc̄-dijet cross-section in the fiducial region is

σ(pp → cc̄-dijet X) = 72.6 ± 16.1 ± 2.9 nb,

and the statistical uncertainty corresponds to 0.03% of the measured cc̄-dijet cross-section

value. The measured ratio between the two cross-sections is

R =
σ(pp → cc̄-dijet X)

σ(pp → bb̄-dijetX)
= 1.37 ± 0.27,

and the statistical uncertainty corresponds to 0.03% of the measured cross-sections ratio

value. The total cross-sections and the ratio between the two are compatible with the

Madgraph5 aMC@NLO + Pythia expectation within the total uncertainties. Differential

cross-sections are measured as a function of the leading jet η, the leading jet pT, ∆y∗ and

mjj and found to agree within 1 to 2 standard deviations with the predictions, depending

on the intervals. The numerical values of the cross-sections and cross-sections ratios are

summarized in appendix B. This is the first inclusive, direct measurement of the differential

cc̄-dijet production cross-section at a hadron collider.
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A Differential cross sections as a function of leading jet pT and mjj in

linear scale

Figure 5 shows the bb̄- and cc̄-dijet differential cross-sections as a function of the leading

jet pT and mjj in linear scale.
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η bin dσ
dη

(bb̄) [nb] dσ
dη

(cc̄) [nb] R

[2.2, 2.4] 35.8 ± 7.0 62 ± 23 1.72 ± 0.70

[2.4, 2.6] 39.9 ± 7.2 56 ± 17 1.41 ± 0.48

[2.6, 2.8] 38.4 ± 6.8 52 ± 14 1.36 ± 0.41

[2.8, 3.0] 35.1 ± 6.3 43 ± 10 1.24 ± 0.34

[3.0, 3.2] 30.2 ± 5.4 39 ± 8 1.28 ± 0.34

[3.2, 3.4] 25.1 ± 4.5 35 ± 8 1.40 ± 0.40

[3.4, 3.6] 20.8 ± 3.8 26 ± 6 1.27 ± 0.36

[3.6, 3.8] 16.6 ± 3.1 20 ± 5 1.21 ± 0.37

[3.8, 4.0] 13.1 ± 2.5 14 ± 5 1.09 ± 0.42

[4.0, 4.2] 10.5 ± 2.0 12 ± 7 1.17 ± 0.70

Table 4. Numerical results of bb̄- and cc̄-dijet cross-sections, cc̄/bb̄ dijet cross-section ratios and

their total uncertainties as a function of the leading jet η.

∆y∗ bin dσ
d∆y∗

(bb̄) [nb] dσ
d∆y∗

(cc̄) [nb] R

[0.0, 0.1] 104.5 ± 18.6 150.2 ± 34.0 1.4 ± 0.4

[0.1, 0.2] 96.1 ± 17.1 131.8 ± 28.6 1.4 ± 0.4

[0.2, 0.3] 85.7 ± 15.3 114.7 ± 24.7 1.3 ± 0.4

[0.3, 0.4] 72.8 ± 13.0 96.1 ± 20.6 1.3 ± 0.4

[0.4, 0.5] 59.7 ± 10.6 77.8 ± 16.9 1.3 ± 0.4

[0.5, 0.6] 46.4 ± 8.3 62.9 ± 13.9 1.4 ± 0.4

[0.6, 0.7] 32.3 ± 5.8 48.3 ± 11.0 1.5 ± 0.4

[0.7, 0.8] 20.2 ± 3.7 27.4 ± 6.5 1.4 ± 0.4

[0.8, 0.9] 9.3 ± 1.7 12.9 ± 3.4 1.4 ± 0.4

[0.9, 1.0] 2.7 ± 0.5 3.9 ± 1.4 1.4 ± 0.6

Table 5. Numerical results of bb̄- and cc̄-dijet cross-sections, cc̄/bb̄ dijet cross-section ratios and

their total uncertainties as a function of ∆y∗.

B Numerical results and covariance matrices

The numerical values of the measured differential bb̄- and cc̄-dijet cross-sections, cc̄/bb̄

dijet cross-section ratios and their uncertainties are reported in tables 4, 5, 6 and 7. The

covariance matrices for the bb̄ (cc̄) intervals and the cross-correlation matrix between bb̄

and cc̄ intervals are reported in tables 8–19.
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pT bin [ GeV/c ] dσ
dpT

(bb̄) [ nb
GeV/c

] dσ
dpT

(cc̄) [ nb
GeV/c

] R

[20, 30] 2.671 ± 0.481 3.60 ± 0.82 1.4 ± 0.4

[30, 40] 1.685 ± 0.302 2.38 ± 0.54 1.4 ± 0.4

[40, 50] 0.684 ± 0.130 0.64 ± 0.29 0.9 ± 0.5

[50, 70] 0.155 ± 0.034 0.17 ± 0.08 1.1 ± 0.6

Table 6. Numerical results of bb̄- and cc̄-dijet cross-sections, cc̄/bb̄ dijet cross-section ratios and

their total uncertainties as a function of the leading jet pT.

mjj bin [ GeV/c2 ] dσ
dmjj

(bb̄) [ nb
GeV/c2 ] dσ

dmjj
(cc̄) [ nb

GeV/c2 ] R

[40, 50] 0.757 ± 0.142 1.121 ± 0.327 1.5 ± 0.5

[50, 60] 1.896 ± 0.340 2.536 ± 0.592 1.3 ± 0.4

[60, 70] 1.189 ± 0.214 1.458 ± 0.411 1.2 ± 0.4

[70, 80] 0.633 ± 0.119 0.796 ± 0.274 1.3 ± 0.5

[80, 90] 0.331 ± 0.066 0.327 ± 0.198 1.0 ± 0.6

[90, 110] 0.126 ± 0.026 0.112 ± 0.062 0.9 ± 0.5

[110, 150] 0.019 ± 0.005 0.043 ± 0.021 2.2 ± 1.2

Table 7. Numerical results of bb̄- and cc̄-dijet cross-sections, cc̄/bb̄ dijet cross-section ratios and

their total uncertainties as a function of mjj .
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[2.2, 2.4] [2.4, 2.6] [2.6, 2.8] [2.8, 3.0] [3.0, 3.2] [3.2, 3.4] [3.4, 3.6] [3.6, 3.8] [3.8, 4.0] [4.0, 4.2]

[2.2, 2.4] 49.3 50.0 47.5 43.5 37.6 31.4 26.2 21.3 17.4 14.1

[2.4, 2.6] — 51.7 48.6 44.5 38.5 32.2 26.8 21.8 17.8 14.4

[2.6, 2.8] — — 46.7 42.3 36.6 30.6 25.5 20.7 16.9 13.7

[2.8, 3.0] — — — 39.1 33.5 28.0 23.3 18.9 15.5 12.5

[3.0, 3.2] — — — — 29.3 24.2 20.2 16.4 13.4 10.8

[3.2, 3.4] — — — — — 20.4 16.9 13.7 11.2 9.0

[3.4, 3.6] — — — — — — 14.2 11.4 9.3 7.5

[3.6, 3.8] — — — — — — — 9.4 7.6 6.1

[3.8, 4.0] — — — — — — — — 6.3 5.0

[4.0, 4.2] — — — — — — — — — 4.1

Table 8. Covariance matrix, corresponding to the total uncertainties, obtained between the leading jet η intervals of the bb̄-dijet differential cross

sections. The unit of all the elements of the matrix is nb2.

–
19

–



JHEP02(2021)023

[2.2, 2.4] [2.4, 2.6] [2.6, 2.8] [2.8, 3.0] [3.0, 3.2] [3.2, 3.4] [3.4, 3.6] [3.6, 3.8] [3.8, 4.0] [4.0, 4.2]

[2.2, 2.4] 519.3 388.0 306.7 218.8 190.1 186.7 143.2 117.8 110.4 157.3

[2.4, 2.6] — 295.7 231.4 165.1 143.5 140.9 108.0 88.9 83.3 118.7

[2.6, 2.8] — — 184.8 130.5 113.4 111.3 85.4 70.3 65.9 93.8

[2.8, 3.0] — — — 94.0 80.9 79.4 60.9 50.1 47.0 66.9

[3.0, 3.2] — — — — 71.0 69.0 53.0 43.6 40.8 58.2

[3.2, 3.4] — — — — — 68.5 52.0 42.8 40.1 57.1

[3.4, 3.6] — — — — — — 40.3 32.8 30.8 43.8

[3.6, 3.8] — — — — — — — 27.3 25.3 36.0

[3.8, 4.0] — — — — — — — — 24.0 33.8

[4.0, 4.2] — — — — — — — — — 48.6

Table 9. Covariance matrix, corresponding to the total uncertainties, obtained between the leading jet η intervals of the cc̄-dijet differential cross

sections. The unit of all the elements of the matrix is nb2.
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[2.2, 2.4]cc̄ [2.4, 2.6]cc̄ [2.6, 2.8]cc̄ [2.8, 3.0]cc̄ [3.0, 3.2]cc̄ [3.2, 3.4]cc̄ [3.4, 3.6]cc̄ [3.6, 3.8]cc̄ [3.8, 4.0]cc̄ [4.0, 4.2]cc̄

[2.2, 2.4]bb̄ 0.63 0.48 0.38 0.27 0.23 0.23 0.18 0.15 0.14 0.19

[2.4, 2.6]bb̄ 0.65 0.49 0.39 0.28 0.24 0.24 0.18 0.15 0.14 0.20

[2.6, 2.8]bb̄ 0.62 0.47 0.37 0.26 0.23 0.22 0.17 0.14 0.13 0.19

[2.8, 3.0]bb̄ 0.57 0.43 0.34 0.24 0.21 0.21 0.16 0.13 0.12 0.17

[3.0, 3.2]bb̄ 0.49 0.37 0.29 0.21 0.18 0.18 0.14 0.11 0.11 0.15

[3.2, 3.4]bb̄ 0.41 0.31 0.24 0.17 0.15 0.15 0.11 0.09 0.09 0.13

[3.4, 3.6]bb̄ 0.34 0.26 0.20 0.15 0.13 0.12 0.09 0.08 0.07 0.10

[3.6, 3.8]bb̄ 0.28 0.21 0.16 0.12 0.10 0.10 0.08 0.06 0.06 0.08

[3.8, 4.0]bb̄ 0.23 0.17 0.13 0.10 0.08 0.08 0.06 0.05 0.05 0.07

[4.0, 4.2]bb̄ 0.18 0.14 0.11 0.08 0.07 0.07 0.05 0.04 0.04 0.06

Table 10. Covariance matrix, corresponding to the total uncertainties, obtained between the leading jet η intervals of the bb̄ (horizontal) and cc̄

(vertical) differential cross sections. The unit of all the elements of the matrix is nb2.
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[0.0, 0.1] [0.1, 0.2] [0.2, 0.3] [0.3, 0.4] [0.4, 0.5] [0.5, 0.6] [0.6, 0.7] [0.7, 0.8] [0.8, 0.9] [0.9, 1.0]

[0.0, 0.1] 346.36 315.22 281.25 239.06 196.04 152.71 106.49 67.22 31.46 9.87

[0.1, 0.2] — 292.71 258.55 219.77 180.22 140.39 97.90 61.80 28.92 9.08

[0.2, 0.3] — — 233.02 196.08 160.80 125.26 87.35 55.14 25.81 8.10

[0.3, 0.4] — — — 168.35 136.68 106.47 74.24 46.87 21.93 6.88

[0.4, 0.5] — — — — 113.22 87.31 60.88 38.43 17.99 5.64

[0.5, 0.6] — — — — — 68.70 47.43 29.94 14.01 4.40

[0.6, 0.7] — — — — — — 33.41 20.88 9.77 3.07

[0.7, 0.8] — — — — — — — 13.31 6.17 1.94

[0.8, 0.9] — — — — — — — — 2.92 0.91

[0.9, 1.0] — — — — — — — — — 0.29

Table 11. Covariance matrix, corresponding to the total uncertainties, obtained between the ∆y∗ intervals of the bb̄-dijet differential cross sections.

The unit of all the elements of the matrix is nb2.
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[0.0, 0.1] [0.1, 0.2] [0.2, 0.3] [0.3, 0.4] [0.4, 0.5] [0.5, 0.6] [0.6, 0.7] [0.7, 0.8] [0.8, 0.9] [0.9, 1.0]

[0.0, 0.1] 1158.31 962.80 830.51 695.21 568.46 467.37 369.53 220.41 114.05 48.32

[0.1, 0.2] — 816.54 697.31 583.71 477.28 392.41 310.26 185.06 95.75 40.57

[0.2, 0.3] — — 607.57 503.51 411.70 338.49 267.63 159.63 82.60 34.99

[0.3, 0.4] — — — 425.74 344.63 283.35 224.03 133.63 69.14 29.29

[0.4, 0.5] — — — — 284.64 231.69 183.18 109.26 56.54 23.95

[0.5, 0.6] — — — — — 192.41 150.61 89.83 46.48 19.69

[0.6, 0.7] — — — — — — 120.28 71.03 36.75 15.57

[0.7, 0.8] — — — — — — — 42.79 21.92 9.29

[0.8, 0.9] — — — — — — — — 11.46 4.81

[0.9, 1.0] — — — — — — — — — 2.06

Table 12. Covariance matrix, corresponding to the total uncertainties, obtained between the ∆y∗ intervals of the cc̄-dijet differential cross sections.

The unit of all the elements of the matrix is nb2.
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[0.0, 0.1]cc̄ [0.1, 0.2]cc̄ [0.2, 0.3]cc̄ [0.3, 0.4]cc̄ [0.4, 0.5]cc̄ [0.5, 0.6]cc̄ [0.6, 0.7]cc̄ [0.7, 0.8]cc̄ [0.8, 0.9]cc̄ [0.9, 1.0]cc̄

[0.0, 0.1]bb̄ 2.51 2.11 1.82 1.52 1.25 1.02 0.81 0.48 0.25 0.11

[0.1, 0.2]bb̄ 2.31 1.94 1.67 1.40 1.15 0.94 0.74 0.44 0.23 0.10

[0.2, 0.3]bb̄ 2.06 1.73 1.49 1.25 1.02 0.84 0.66 0.40 0.21 0.09

[0.3, 0.4]bb̄ 1.75 1.47 1.27 1.06 0.87 0.71 0.56 0.34 0.17 0.07

[0.4, 0.5]bb̄ 1.44 1.21 1.04 0.87 0.71 0.59 0.46 0.28 0.14 0.06

[0.5, 0.6]bb̄ 1.12 0.94 0.81 0.68 0.56 0.46 0.36 0.22 0.11 0.05

[0.6, 0.7]bb̄ 0.78 0.66 0.57 0.47 0.39 0.32 0.25 0.15 0.08 0.03

[0.7, 0.8]bb̄ 0.49 0.41 0.36 0.30 0.24 0.20 0.16 0.09 0.05 0.02

[0.8, 0.9]bb̄ 0.23 0.19 0.17 0.14 0.11 0.09 0.07 0.04 0.02 0.01

[0.9, 1.0]bb̄ 0.07 0.06 0.05 0.04 0.04 0.03 0.02 0.01 0.01 0.00

Table 13. Covariance matrix, corresponding to the total uncertainties, obtained between the ∆y∗ intervals of the bb̄ (horizontal) and cc̄ (vertical)

differential cross sections. The unit of all the elements of the matrix is nb2.
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[20, 30] [30, 40] [40, 50] [50, 70]

[20, 30] 0.2316 0.1440 0.0620 0.0162

[30, 40] — 0.0913 0.0389 0.0102

[40, 50] — — 0.0169 0.0044

[50, 70] — — — 0.0012

Table 14. Covariance matrix, corresponding to the total uncertainties, obtained between the

leading jet pT intervals of the bb̄-dijet differential cross sections. The unit of all the elements of the

matrix is
(

nb

GeV/c

)2

and the pT intervals are given in GeV/c.

[20, 30] [30, 40] [40, 50] [50, 70]

[20, 30] 0.6761 0.4386 0.2337 0.0665

[30, 40] — 0.2903 0.1532 0.0436

[40, 50] — — 0.0824 0.0232

[50, 70] — — — 0.0067

Table 15. Covariance matrix, corresponding to the total uncertainties, obtained between the

leading jet pT intervals of the cc̄-dijet differential cross sections. The unit of all the elements of the

matrix is
(

nb

GeV/c

)2

and the pT intervals are given in GeV/c.

[20, 30]cc̄ [30, 40]cc̄ [40, 50]cc̄ [50, 70]cc̄

[20, 30]bb̄ 0.0016 0.0010 0.0005 0.0002

[30, 40]bb̄ 0.0010 0.0006 0.0003 0.0001

[40, 50]bb̄ 0.0004 0.0003 0.0001 0.0000

[50, 70]bb̄ 0.0001 0.0001 0.0000 0.0000

Table 16. Covariance matrix, corresponding to the total uncertainties, obtained between the

leading jet pT intervals of the bb̄ (horizontal) and cc̄ (vertical) differential cross sections. The unit

of all the elements of the matrix is
(

nb

GeV/c

)2

and the pT intervals are given in GeV/c.
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[40, 50] [50, 60] [60, 70] [70, 80] [80, 90] [90, 110] [110, 150]

[40, 50] 0.02005 0.04762 0.03002 0.01662 0.00928 0.00366 0.00077

[50, 60] — 0.11536 0.07200 0.03987 0.02225 0.00878 0.00184

[60, 70] — — 0.04585 0.02513 0.01403 0.00553 0.00116

[70, 80] — — — 0.01406 0.00777 0.00306 0.00064

[80, 90] — — — — 0.00438 0.00171 0.00036

[90, 110] — — — — — 0.00068 0.00014

[110, 150] — — — — — — 0.00003

Table 17. Covariance matrix, corresponding to the total uncertainties, obtained between the mjj intervals of the bb̄-dijet differential cross sections.

The unit of all the elements of the matrix is
(

nb

GeV

)2

and the mass intervals are given in GeV.

[40, 50] [50, 60] [60, 70] [70, 80] [80, 90] [90, 110] [110, 150]

[40, 50] 0.10704 0.19180 0.13302 0.08871 0.06419 0.02014 0.00694

[50, 60] — 0.35066 0.24076 0.16056 0.11618 0.03646 0.01255

[60, 70] — — 0.16866 0.11135 0.08057 0.02528 0.00871

[70, 80] — — — 0.07501 0.05373 0.01686 0.00581

[80, 90] — — — — 0.03927 0.01220 0.00420

[90, 110] — — — — — 0.00387 0.00132

[110, 150] — — — — — — 0.00046

Table 18. Covariance matrix, corresponding to the total uncertainties, obtained between the mjj intervals of the cc̄-dijet differential cross sections.

The unit of all the elements of the matrix is
(

nb

GeV/c2

)2

and the mass intervals are given in GeV/c2.
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[40, 50]cc̄ [50, 60]cc̄ [60, 70]cc̄ [70, 80]cc̄ [80, 90]cc̄ [90, 100]cc̄ [100, 110]cc̄

[40, 50]bb̄ 0.00018 0.00033 0.00023 0.00015 0.00011 0.00003 0.00001

[50, 60]bb̄ 0.00044 0.00080 0.00055 0.00037 0.00027 0.00008 0.00003

[60, 70]bb̄ 0.00028 0.00050 0.00035 0.00023 0.00017 0.00005 0.00002

[70, 80]bb̄ 0.00015 0.00028 0.00019 0.00013 0.00009 0.00003 0.00001

[80, 90]bb̄ 0.00009 0.00016 0.00011 0.00007 0.00005 0.00002 0.00001

[90, 100]bb̄ 0.00003 0.00006 0.00004 0.00003 0.00002 0.00001 0.00000

[100, 110]bb̄ 0.00001 0.00001 0.00001 0.00001 0.00000 0.00000 0.00000

Table 19. Covariance matrix, corresponding to the total uncertainties, obtained between the mjj intervals of the bb̄ (horizontal) and cc̄ (vertical)

differential cross sections. The unit of all the elements of the matrix is
(

nb

GeV/c2

)2

and the mass intervals are given in GeV/c2.
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