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1 Introduction

Following the discovery of the Higgs boson [1, 2], measurements of its properties so far indicate consistency
with the Standard Model (SM) predictions. Nevertheless, several questions related to electroweak symmetry
breaking remain open, in particular how the Higgs bosonmass is protected against large radiative corrections
(the naturalness problem [3–5]) and whether the Higgs boson is part of an extended scalar sector.

Various models with dynamical electroweak symmetry breaking scenarios attempt to solve the naturalness
problem by assuming new strong interactions at a higher energy scale. These models generally predict the
existence of new vector resonances that naturally decay into a vector boson and a Higgs boson, for example
in Minimal Walking Technicolour [6–8], Little Higgs [9] or composite Higgs models [10, 11]. Resonance
searches are typically not designed to be sensitive to all parameters of the underlying theory, thus generally
simplified models are used, such as the Heavy Vector Triplet (HVT) parameterized Lagrangian [12, 13],
which adds an additional (* (2)! field to the SM and provides a restricted number of new couplings.

This note presents a search for the production of new heavy vector bosons, denoted hereafter by, ′, that
decay into a , boson and a SM Higgs boson � (<� = 125.09 GeV), using the full Run-2 data set of
proton-proton (??) collisions collected by the ATLAS detector. The search targets leptonic decays of the
, boson,, → ℓa, where ℓ = 4 or `, and requires 1-quark pair decays for the Higgs boson, assuming the
SM branching fractions: BR

(
� → 11̄/22̄ = 0.5809/0.0029

)
[14].

Previous searches in similar final states have been performed using a partial Run-2 data set by CMS [15]
and ATLAS [16–18]. Results have also been published in the fully-hadronic final states: ATLAS has
performed a search [19] on the full Run-2 data set and CMS has published results [20] on partial data
sets.

Apart from the significantly larger data set, several improvements have been implemented with respect
to the previous publication [16], including improved 1-tagging [21–24], lepton isolation [25, 26] and jet
reconstruction [27–29] (see Sections 4 and 5).

The search is performed by making selections of signal regions (SRs) and of background-dominated
control regions (CRs) based on requirements on kinematic properties of final-state particles and event-level
quantities. At low transverse momenta, the two decay products of the Higgs boson are reconstructed
as individual jets, while at high transverse momenta they are reconstructed as a single large-radius jet.
The dominant backgrounds are modelled using Monte Carlo (MC) simulations, while the relatively small
contribution from multĳet events is estimated from control regions in the data. The other CRs are defined
to improve the modelling of ,+jets and top-quark backgrounds. The search presented in this note is
performed by looking for a localised excess in the distribution of the reconstructed invariant mass <,� .

The results from the, ′ search are interpreted in two HVT benchmark models. In the first model, referred
to as Model A, the branching fractions to fermions and gauge bosons are comparable, as in some models
with an extended gauge symmetry [30]. For Model B, fermionic couplings are suppressed, as in strong
dynamical models such as the minimal composite Higgs model [31]. The search focuses on high resonance
masses, from 400 GeV up to 5 TeV.

This note is structured as follows. Sections 2 and 3 provide a brief description of the ATLAS experiment, as
well as the data and simulated samples. The event reconstruction and selections are discussed in Sections 4
and 5. The background estimation and systematic uncertainties are described in Sections 6 and 7. Finally,
Section 8 provides the statistical analysis and a discussion of the results, while concluding remarks are
given in Section 9.
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2 ATLAS detector

The ATLAS detector [32] is a general-purpose particle detector used to investigate a broad range of
physics processes. It includes an inner tracking detector (ID) surrounded by a thin superconducting
solenoid, electromagnetic and hadronic calorimeters and a muon spectrometer (MS) incorporating three
large superconducting toroid magnets with eight coils each. The ID consists of fine-granularity silicon
pixel and microstrip detectors, and a straw-tube tracker. The silicon pixel detector includes an insertable
B-Layer [33], which was installed before the start of Run-2. The ID is immersed in a 2 T axial magnetic
field produced by the solenoid and provides precision tracking for charged particles in the range |[ | < 2.5,
where [ is the pseudorapidity.1 The straw-tube detector also provides transition radiation measurements for
electron identification. The calorimeter system covers the pseudorapidity range |[ | < 4.9. It is composed
of sampling calorimeters with either liquid argon (LAr) or scintillator tiles as the active medium, and lead,
steel, copper, or tungsten as the absorber material. The MS provides muon identification and momentum
measurements for |[ | < 2.7. The ATLAS detector has a two-level trigger system to select events for further
analysis [34].

3 Data and Monte Carlo samples

The data used in this analysis were recorded with the ATLAS detector between 2015 and 2018 in ??-
collisions at

√
B = 13 TeV and correspond to a total integrated luminosity of 139 fb−1 [35]. The data are

required to satisfy criteria that ensure that the detector was in good operating condition. MC simulation
samples are used to model background and signal processes.

Quark-antiquark annihilation induced production of, ′ bosons is generated with MadGraph5 2.3.3 [36] at
leading-order (LO) accuracy in QCD interfaced with Pythia 8.186 [37], to model the parton shower (PS),
hadronisation, and underlying event, using the A14 set of tuned parameters [38] and the NNPDF 2.3 LO
parton density function (PDF) set [39]. Events are generated for a range of resonance masses from
400 GeV to 5 TeV using the benchmark HVT Model A. Separate generation of signal events for HVT
Model A and B is not necessary as both give rise to a mass peak in the,� system with a width that is
dominated by the experimental resolution. The Higgs boson decays into 11̄ and 22̄. Even though the
search does not target the latter decay directly, it is sensitive to these types of events. However, the fraction
of surviving � → 22̄ events in the signal regions is relatively low. The, bosons are required to decay
semi-leptonically,, → ℓa, with ℓ = 4 or `.

The production of, and / bosons in association with jets is simulated with the Sherpa 2.2.1 [40] generator
using next-to-leading order (NLO) matrix elements (ME) for up to two partons, and LO matrix elements
for up to four partons calculated with the Comix [41] and OpenLoops [42–44] libraries. They are matched
with the Sherpa parton shower [45] using the MEPS@NLO prescription [46–49] using the set of tuned
parameters developed by the Sherpa authors. The NNPDF 3.0 NLO set of PDFs [50] is used and the
samples are normalised to a next-to-next-to-leading order (NNLO) prediction [51].

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis points
upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle \ as [ = − ln tan(\/2). Angular distance is measured in units of

Δ' ≡
√
(Δ[)2 + (Δq)2.
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The production of CC̄ events is modelled using the PowhegBox 2 [52–55] generator at NLO with the
NNPDF 3.0 NLO PDF set and the ℎdamp parameter2 set to 1.5 · <top [56], where <top = 172.5 GeV. The
events are interfaced to Pythia 8.230 [57], using the A14 set of tuned parameters and the NNPDF 2.3 LO
set of PDFs. The cross-section is calculated at NNLO accuracy including the resummation of next-to-
next-to-leading logarithmic (NNLL) soft gluon terms with Top++2.0 [58–64].

The associated production of top quarks with, bosons (,C), as well as B- and C-channel production of
top quarks, are modelled using the PowhegBox 2 generator at approximately NNLO in QCD for the,C
and NLO in QCD for the B and C channels, using the five-flavour scheme and the NNPDF 3.0 NLO set of
PDFs. The diagram removal scheme [65] is used to remove interference and overlap with CC̄ production.
The events are interfaced to Pythia 8.230 using the A14 set of tuned parameters and the NNPDF 2.3 LO
set of PDFs.

Diboson events (,, ,,/ , //) are simulated using Sherpa 2.2.1 with the NNPDF 3.0 NNLO PDF set,
including off-shell effects and Higgs-boson contributions, where appropriate. Diagrams with up to one
additional emission are calculated with NLO precision in QCD, while diagrams with up to three parton
emissions are described at LO accuracy [66]. They are merged and matched using the MEPS@NLO
prescription. Loop-induced diboson processes that are initiated via the 66 production mode are simulated at
LO in QCD for diagrams with up to one additional parton emission at the matrix element using OpenLoops
in Sherpa 2.2.2, using the NNPDF 3.0 NNLO PDF set.

Finally, the production of a Higgs boson in association with a vector boson is simulated using Powheg-
Box 2 [54] and interfaced with Pythia 8.212 for parton shower and non-perturbative effects. The Powheg
prediction is at NLO accuracy in QCD for the +� boson plus one jet production. The loop-induced
66 → /� process is generated separately at LO. The PDF4LHC15 PDF set [67] and the AZNLO tune [68]
of Pythia 8.212 are used. The 66 → /� production cross-section was calculated at NLO accuracy
including the resummation of next-to-leading logarithmic (NLL) soft gluon terms [69].

A summary of event generators used for the simulation of signal and background processes is provided in
Table 1.

Table 1: Summary of the Monte Carlo generators used to produce the various signal and background processes. The
column “Perturbative accuracy of fprod” gives the precision in QCD of the inclusive production cross-section fprod
applied to the respective process. The order at which the corresponding matrix elements are calculated in the Monte
Carlo simulation is not necessarily the same as for the cross-section.

Process Generator Perturbative accuracy of fprod
@@̄ → ,

′ → ,� → ;E + 11/22 MadGraph5 2.3.3 + Pythia 8 LO
, → ℓa, / → ℓℓ/aa Sherpa 2.2.1 NNLO

CC̄ PowhegBox 2 + Pythia 8 NNLO+NNLL
single-top B− and C-channels PowhegBox 2 + Pythia 8 NLO

single-top,C-channel PowhegBox 2 + Pythia 8 approx. NNLO
@6/@@̄ → ++ → ℓℓ/ℓa/aa + @@̄ Sherpa 2.2.1 NLO
66 → ++ → ℓℓ/ℓa/aa + @@̄ Sherpa 2.2.2 NLO

@6/@@̄ → ℓℓaa Sherpa 2.2.2 NLO
@@ → ,� → ℓa + 11̄ PowhegBox 2 + Pythia 8 NNLO (QCD) and NLO (EW)
@@ → /� → ℓℓ/aa + 11̄ PowhegBox 2 + Pythia 8 NNLO (QCD) and NLO (EW)
66 → /� → ℓℓ/aa + 11̄ PowhegBox 2 + Pythia 8 NLO+NLL

2 The ℎdamp parameter is a resummation damping factor and one of the parameters that controls the matching of Powheg matrix
elements to the parton shower and thus effectively regulates the high-?T radiation against which the CC̄ system recoils.
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All simulated event samples include the effect of multiple ?? interactions in the same and neighbouring
bunch crossings (pile-up) by overlaying simulated minimum-bias events on each generated signal or
background event. The minimum-bias events are simulated with the single-, double- and non-diffractive
?? processes of Pythia 8.186 using the A3 tune [70] and the NNPDF 2.3 LO PDF set.

For all MadGraph and PowhegBox samples, the EvtGen 1.6.0 program [71] is used for the bottom and
charm hadron decays.

The generated samples are processed using the Geant4-based ATLAS detector simulation [72, 73] and the
same event reconstruction algorithms are used as for the data.

Simulated events are corrected to compensate for differences between data and simulations regarding the
energy (or momentum) scale and resolution of leptons and jets, the efficiencies for the reconstruction,
identification, isolation and triggering of leptons, as well as the tagging efficiency for heavy-flavour jets as
detailed in Section 7.

4 Event reconstruction

Collision vertices are reconstructed from at least two ID tracks with transverse momentum
?T > 500 MeV [74]. Among all vertices, the one with the highest ?2

T sum of all associated tracks
is chosen to be the primary vertex (PV) of the event.

Three jet types are reconstructed, using the anti-:C [75] algorithm implemented in the FastJet pack-
age [76]. Small-radius (small-') jets are reconstructed from noise-suppressed topological clusters in the
calorimeter [77, 78] using a distance parameter of ' = 0.4. They are required to have ?T > 20 GeV for
central jets (|[ | < 2.5) and ?T > 30 GeV for forward jets (2.5 < |[ | < 4.5). To suppress central jets from
pile-up interactions, they are required to pass the jet vertex tagger [79] selection if they are in the range
?T < 120 GeV and |[ | < 2.5.

Large-radius (large-') jets are used to reconstruct Higgs-boson candidates with high momenta for which
the 1-quarks are emitted close to each other. These jets are built using a distance parameter ' = 1.0
and track-calorimeter clusters (TCCs) [29] as inputs. The TCCs are formed by combining information
from the calorimeter and the ID. Trimming [80] is applied to remove the energy of clusters that originate
from initial-state radiation, pile-up interactions or the underlying event. This is done by reclustering the
constituents of the initial jet, using the :C algorithm [81, 82], into smaller 'sub = 0.2 subjets and then
removing any subjet that has a ?T less than 5% of the ?T of the parent jet [83]. The large-' jets are required
to have ?T > 250 GeV and |[ | < 2.0.

The momenta of both the large-' and small-' jets are corrected for energy losses in passive material and
for the non-compensating response of the calorimeter. Small-' jets are also corrected for the average
additional energy due to pile-up interactions [84, 85].

The third type of jets are clustered from ID tracks using a variable radius (VR), based on the anti-:C
algorithm, that shrinks with increasing ?T of the studied proto-jet [27]. VR track jets are used in this
analysis for the identification of 1-jets from decays of boosted Higgs bosons. They must contain at least
two ID tracks compatible with the primary vertex and are required to have |[ | < 2.5. In this analysis, only
large-' jets with at least two ghost-associated [28] VR track jets with ?T > 10 GeV are retained.
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Small-' jets and VR track jets containing 1-hadrons are identified using the MV2c10 1-tagging al-
gorithm [21–24], with an operating point that corresponds to a selection efficiency of 70% for 1-jets, as
measured in simulated CC̄ events. Applying the 1-tagging algorithm reduces the number of light-flavour and
gluon jets, jets arising from hadronically decaying g-leptons and 2-quark jets by a factor of 300, 36 and
8.9, respectively [21]. To remove potential 1-tagging performance issues in the selection of jets with an
ambiguous association of tracks from heavy-flavour decays, events are removed if they contain an overlap
between one of the VR track jets used for 1-tagging and at least one VR track jet with a ?T above 5 GeV.

Electrons are reconstructed from ID tracks that are matched to clusters in the electromagnetic calorimeter
and which come from the PV. The latter condition is satisfied by requirements on the transverse impact
parameter significance, |30 |/f(30) < 5.0, and on the longitudinal impact parameter, |I0 sin(\) | < 0.5 mm.
Electrons must satisfy requirements on the electromagnetic shower shape, track quality, and track–cluster
matching, using a likelihood-based approach with a Tight working point (LHTight) [25]. They must also
be isolated: both the calorimeter energy sum and the transverse momentum sum of all ID tracks within a
variable-radius cone around the electron have to be smaller than 0.06 times the electron transverse energy
(�T). The maximum cone size is Δ' = 0.2, shrinking for larger electron �T.

Muons are reconstructed by matching tracks found in the ID to either full tracks or track segments
reconstructed in the MS (“combined muons”), or by stand-alone tracks in the MS. They must satisfy
impact-parameter requirements: |30 |/f(30) < 3.0 and |I0 sin(\) | < 0.5 mm. Muons are required to pass
Tight or HighPT identification requirements [26] based on quality requirements applied to the ID and MS
tracks. The HighPT selection criteria are applied only for muons with ?T > 300 GeV. They must also be
isolated: the ?T sum within a variable-radius cone in the ID system around the muon has to be smaller
than 0.06 times the muon transverse momentum. The maximum cone size is Δ' = 0.3, shrinking for larger
muon ?T.

Electron and muon candidates are required to have a minimum ?T of 7 GeV and to lie within |[ | < 2.5 for
muons and |[ | < 2.47 for electrons.

The missing transverse momentum ®�miss
T is calculated as the negative vectorial sum of the transverse

momenta of calibrated electrons, muons, and small-' jets. In addition, a “soft term” is added to take into
account energy deposits due to the underlying event and other sources of soft radiation. Similarly, the soft
term is computed as the negative vectorial sum of missing transverse momenta of all ID tracks from the
primary vertex not associated to any other physics object [86, 87]. The magnitude of ®�miss

T is defined to be
the missing transverse energy, �miss

T .

As leptons and jets are reconstructed and identified independently, this can lead to ambiguous identifications
when these objects are spatially close to each other. An overlap removal procedure is therefore applied to
uniquely identify these objects.

To improve the mass resolution of the reconstructed Higgs-boson candidates, dedicated energy corrections
are applied to both 1-tagged small-' and large-' jets to account for semileptonic 1-hadron decays. The
four-momentum of the closest muon to the jet axis with ?T > 5 GeV inside the jet cone is added to the jet
four-momentum after removing the energy contribution deposited by the muon in the calorimeter [88, 89].
In this so-called muon-in-jet correction, muons are not required to pass any isolation requirements. For
small-' jets including muons, an additional ?T-dependent correction is applied to the jet four-momentum
to account for biases in the response of 1-jets, improving the resolution of the dĳet mass. This correction is
determined from simulated SM +� (� → 11̄) events by calculating the ratio of the ?T of the generator
level 1-jets from the Higgs boson decay to the ?T of the reconstructed 1-tagged jets after the muon-in-jet
correction.
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5 Analysis strategy and event selection

The search targets the, ′decay mode,� → ℓ
±
a11̄ and requires an electron or muon to be reconstructed,

the presence of �miss
T , and one or two 1-tagged jets to be reconstructed.

Single-electron triggers that identify isolated electrons with the lowest ?T thresholds of 24 − 26 GeV are
used. To recover efficiency for electrons with ?T > 60 GeV, triggers without an isolation requirement are
also used. The electron candidate that satisfies the trigger is required to match a reconstructed electron
with ?T > 27 GeV.

For events containing a muon, �miss
T triggers with thresholds of 70 − 110 GeV are used for the various

data-periods, corresponding to increasing instantaneous luminosity. The �miss
T triggers are more efficient

than single-muon triggers for the relatively large momentum of the , boson required in the analysis
(?T,W > 150 GeV) [16]. The trigger efficiency is larger than 95% and fully efficient for ?T,W > 200 GeV.
Events are required to have a reconstructed muon with ?T > 27 GeV.

The Higgs-boson candidate is reconstructed from the four-momenta of its decay products, the 1-jets. When
the Higgs boson has relatively low ?T, the 1-quarks can be reconstructed as two small-' jets (“resolved”
category). As the momentum of the Higgs boson increases, the two 1-quarks become more collimated and
a selection using a single large-' jet becomes more efficient (“merged” category). Higgs-boson candidates
with one or two 1-tagged jets define the “1 1-tag” or “2 1-tag” categories, respectively.

For the resolved signal region, two or three central small-' jets are required. The dĳet system is defined by
the leading ?T and next-to-leading ?T small-' 1-tagged jets when two or three jets are present in the event.
In the case where only one 1-tagged jet is present, the dĳet pair is defined by the 1-tagged jet and the
leading ?T small-' jet in the remaining set. Events with more than two 1-tagged jets are vetoed. Moreover,
the four-momentum of the dĳet system is scaled by 125 GeV/ < 9 9 . The leading ?T jet in the pair must have
?T > 45 GeV.

For the merged signal region, a large-' jet is required and the jet should have at least one associated
1-tagged VR track jet. For the merged selection, only the leading and sub-leading VR track jets associated
with the large-' jet are considered and events with more than two 1-tags are excluded from the signal
selection. Moreover, events with a 1-tagged VR track jet that is not ghost-associated to the large-' jet are
rejected from the merged event categories. Events which satisfy the selection requirements of both the
resolved and merged categories are assigned to the resolved one due to its better dĳet mass resolution and
lower background contamination.

The momentum of the neutrino in the I-direction, ?I,a , is obtained by imposing a,-boson mass constraint
on the lepton-neutrino system. Here, ?I,a is taken as either the real component of the complex solution or
the real solution with the smallest absolute magnitude from the resulting quadratic equation. The transverse
mass of the, boson, <T,, , is calculated from the lepton transverse momentum and ®�miss

T . The mass of
the,� system, <,� , is the invariant mass calculated from the sum of the four-momenta of the lepton,
neutrino, and � (11̄) candidate jets.

Selected events are required to have exactly one isolated LHTight electron with �T > 27 GeV or one
Tight muon with ?T > 27 GeV (HighPT muon for ?T > 300 GeV, as described in Section 4). The
multĳet background is reduced by requiring �miss

T > 80 (40) GeV for electron (muon) events in the
resolved category. In the merged category, the requirement is increased to �miss

T > 100 GeV for both
electron and muon events. An <,� -dependent cut is placed on ?T,, [16]: it is required to be larger
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than the maximum value of 150 GeV or
[
710 − (3.3 × 105)/<,�

]
GeV for the resolved category and[

394 × ln
(
<,�

)
− 2350

]
GeV for the merged category, where <,� is in GeV. Finally, the transverse

mass of the,-boson candidate is required to be less than 300 GeV.

Control and signal regions are defined in the sideband and central distribution of < 9 9 (<� ) for both 1 and 2
1-tag resolved (merged) categories. For the resolved (merged) category, the control regions are defined as
50 < < 9 9 < 110 GeV | | 140 < < 9 9 < 200 GeV (50 < <� < 75 GeV | | 145 < <� < 200 GeV). Meanwhile,
the signal regions are the centre of the distribution with 110 < < 9 9 < 140 GeV and 75 < <� < 145 GeV
for resolved and merged categories, respectively. To estimate the multĳet background, a dedicated control
region is defined by inverting the lepton isolation criteria. This is discussed in Section 6. Table 2
summarises all regions used in the final fit.

Table 2: A list of the signal and control regions included in the analysis.

Region signal regions control regions
Resolved

1-tags 1, 2 1-tag 1, 2 1-tag
Mass window 110 < < 9 9 < 140 GeV 50 < < 9 9 < 110 GeV | | 140 < < 9 9 < 200 GeV

Merged
1-tags 1, 2 1-tag 1, 2 1-tag

Mass window 75 < <� < 145 GeV 50 < <� < 75 GeV | | 145 < <� < 200 GeV

Topological and kinematic selections are summarized in Table 3.

Table 3: Topological and kinematic selections for each category as described in the text for the resolved and merged
categories. (†) indicates the selection for the muons while the non indexed value is for electrons.

Variable Resolved Merged

Number of jets ≥2 central small-' jets ≥1 large-' jet
≥ 2 VR track jets (matched to leading large-' jet)

Leading jet ?T [GeV] > 45 > 250
< 9 9/<� [GeV] 110–140 75–145
Leading lepton ?T [GeV] > 27 > 27
�

miss
T [GeV] > 80 (40†) > 100
?T,, [GeV] > max

[
150, 710 − (3.3 × 105 GeV)/<,�

]
> max

[
150, 394 · ln(<,� /(1 GeV)) − 2350

]
<T,, [GeV] < 300

After all selection criteria are applied, the signal acceptance times efficiency is illustrated in Figure 1 as
a function of the , ′ mass. It ranges from 8 – 28%. At lower resonance masses, the resolved category
is most efficient, while the efficiency of the merged category increases with the mass and dominates for
masses above approximately 1.4 TeV.

The analysis sensitivity is significantly improved for high resonance masses beyond the statistical increase
of the data set compared to the previous publication [16]. This is due to the improved reconstruction
and analysis techniques described in Section 4 and this Section. Taking advantage of more advanced
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jet reconstruction techniques of the TCC large-' jets and 1-tagging for boosted topologies with the VR
track jets yielded the largest impact. Factoring out the statistical gain of the full Run 2 data set, a total
improvement of 20% with a steady increase up to 250% is seen ranging from resonance masses around 1.8
to 5 TeV.
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Figure 1: Product of acceptance and efficiency for ?? → ,
′ → ,� → ℓa11/22 as a function of the resonance

mass.

6 Background estimation

The background composition in the signal region is dominated by,+ jets and CC̄ with a non-negligible
fraction of / + jets events passing the selections. A small fraction of multĳet events is found to pass the
tight object selection criteria in the resolved 1-tag category. A data-driven method is used to estimate the
multĳet background since it is known to be difficult to model in simulation. A template is produced in a
dedicated control region enriched with multĳet events. Signal leptons from the, bosons are expected to
be well-isolated from hadronic activity, while leptons from multĳet events are close to jets. The multĳet
control region is constructed by inverting the lepton isolation requirements described in Section 4. The
shape of the <,� template is obtained by subtracting the other sources of background from data, assuming
that the other background processes are well modelled in Monte Carlo simulation. An initial normalisation
of the template is derived from a two-component fit (multĳet and “rest”) to data in the < 9 9 side-band
control region. An uncertainty on this normalisation is set to 50% for the final fit, and an uncertainty on
the shape is derived by observing the shape differences with varied �miss

T cut (±25%). Further details on
the template method can be found in Reference [90].

Simulated event samples of ,//+jets are split into different flavour components to help improve the
grouping of the background components in the final fit as the contribution varies from the 1 1-tag to
2 1-tag categories. In the resolved category, the samples are split according to the generated flavour of
the two small-' jets forming the Higgs-boson candidate. In the merged category, they are split according
to the generated flavour of the VR track jets associated with the large-' jet. The generated jet flavour
is determined by counting generated heavy-flavour hadrons with ?T > 5 GeV that are ghost-associated
to the reconstructed jet. If a 1-hadron is found, the jet is labelled as a 1-jet, otherwise if a 2-hadron is
found the jet is labelled as a 2-jet. If neither a 1-hadron nor a 2-hadron is associated with the reconstructed
jet, it is labelled as a light-flavour jet. Based on this association scheme, the,//+jets simulated event
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samples are split into three components: ,//+hf (,//+11,,//+12 and,//+22),,//+hl (,//+1l
and,//+2l) and,//+l; in this notation hf, hl and l refer to heavy-flavour jets, heavy- and light-flavour
jets, and light-flavour jets, respectively. For,+ jets, in the 1 1-tag category,+hl dominates, while for the
2 1-tag region the leading contribution is,+hf. The single-top-quark and CC̄ processes are combined into
one single background component, which is referred to as top-quark background.

In the statistical analysis described in Section 8 the global normalisations of the dominant backgrounds,
top, ,+hf, and ,+hl backgrounds are determined via fit to data. The < 9 9 (<J) sidebands are used to
constrain the,+ jets and top-quark backgrounds in the resolved (merged) category. The results of the fit
are discussed in Section 8.

7 Systematic uncertainties

Experimental and modelling uncertainties affect the <,� distribution and enter the final fit as nuisance
parameters. The largest experimental systematic uncertainties are associated with the calibration and
resolution of the small-' and large-' jet energy and of the large-' jet mass. Further dominant uncertainties
are related to the determination of the jet 1-tagging efficiency and mis-tagging rate. The uncertainties in
the small-' jet energy scale have contributions from limited accuracy in in situ calibration studies, from
the dependency on the pile-up activity, and from the flavour composition of jets [84, 85]. An additional
uncertainty in the energy calibration of 1- and 2-jets is also used. The uncertainty in the scale and resolution
of large-' jet energy and mass is estimated by comparing the ratio of calorimeter-based to track-based
measurements in dĳet data and simulation [83, 91]. Differences in the 1-tagging efficiency measured in
data and simulation result in correction factors for 1-jets, 2-jets and light-flavour jets. Uncertainties on
these correction factors are decomposed into uncorrelated components [21, 23, 24]. An additional term is
included to extrapolate the measured uncertainties to the high-?T region of interest. This term is calculated
from simulated events by considering variations of the quantities affecting the 1-tagging performance
such as the impact parameter resolution, percentage of poorly measured tracks, description of the detector
material, and track multiplicity per jet [92].

Uncertainties in the reconstruction, identification, isolation and trigger efficiencies of muons [26] and
electrons [25] and on their energy scale and resolution have only a small impact on the result. Uncertainties
on the �miss

T trigger efficiency are taken into account by following the approach described in Reference [90].
The uncertainties in the energy scale and resolution of the small-' jets and leptons are propagated to the
calculation of �miss

T , which also has additional uncertainties from the modelling of the underlying event
and momentum scale, momentum resolution and reconstruction efficiency of the tracks used to compute
the soft-term [86, 87]. Finally, a global luminosity uncertainty of 1.7% is applied to the normalisation of
all non-floating simulated background sources [93, 94].

Modelling uncertainties are derived for both the simulated signal and background processes. They are
included in the statistical analysis as shape and normalisation variations. The modelling uncertainties in CC̄
are derived as follows: to assess potential differences in the matching between matrix element and parton
shower, a comparison is made to a sample where PowhegBox 2 is replaced by MadGraph 5. The parton
shower modelling is assessed by replacing Pythia 8 by Herwig 7 (version 2.7.1). The uncertainty on the
modelling of initial-state radiation (ISR) is addressed by changing the renormalisation and factorisation
scales by a factor of two in combination with the eigenvariations of the Pythia 8 A14 set of tuned
parameters. The uncertainty on the modelling of final-state radiation (FSR) is addressed by varying the
FSR scale [38].

10



Parton shower and matrix element variations related to ,//+jets are accounted for by comparing the
nominal samples to alternative ones generated with LO-accurate ME by MadGraph 5 v2.2.2 using
NNPDF 3.0 NLO PDF and interfaced to Pythia 8 [37] using the CKKW-L merging procedure [95, 96].
The A14 set of tuned parameters of Pythia 8 is used with the NNPDF 2.3 LO PDF set and decays of
bottom and charm hadrons are performed by EvtGen 1.2.0.

For both CC̄ and,//+jets backgrounds, uncertainties on the PDF are determined by the standard variation
of the 101 NNPDF 3.0 NLO replicas, using NNPDF 3.0 NLO PDFs with varied Us [50] and by comparing
with the nominal MMHT2014 NNLO and the CT14 NNLO PDF sets [67].

For the signal processes, uncertainties in the acceptance are derived by replacing the nominal PDF set by
the MSTW2008 LO [97] and the CT10 [98] PDF sets, by using the eigenvariations of the Pythia 8 A14
set of tuned parameters [38] and by replacing Pythia 8 by Herwig 7 (version 2.7.1) [99].

For the simulation of signal and major backgrounds, the above-listed theory uncertainties translate into
priors for nuisance parameters on the global cross-section and/or acceptance, on the acceptance ratios
between different fit regions (signal and control regions, resolved and merged categories), and on the
shape of the distribution in the final mass discriminant. For the diboson and SM +� backgrounds only a
normalisation uncertainty is assigned, as these processes give only a relatively small contribution to the
studied phase space regions. This normalisation uncertainy covers effects on both the cross-section and
acceptance [100].

Additional uncertainties arise from residual mismodelling of the transverse momenta of both the large-' jet
and the, boson candidate (that is, the ?T,ℓ + �

miss
T system): the magnitude of both varies depending on

<,� and ranges from 1-10%. These are not corrected but the ratios data-to-simulation are used to define
systematic uncertainties on the relevant shapes and they are applied to all backgrounds as uncorrelated
nuisance parameters.

Due to the exclusive jet multiplicity requirements, variations of the renormalisation and factorisation scales
will underestimate uncertainties on perturbative effects [101]. Thus additional uncertainties are assigned
to the,+jets background. These uncertainties are evaluated by individually varying the contributions
from ,+jets events with less than two (more than three) jets at the generator level. In both cases, the
contribution to the signal and control regions are varied up/down by 50%. Only the shape uncertainties
are retained as the normalisation of,+jets are floating in the final fit. This uncertainty is referred to as
“JetBinMigration”.

The modelling systematic uncertainties arising discussed above are summarised in Table 4.

8 Results

In order to test the presence of a massive resonance, the <,� templates obtained from the simulated
signal and background samples are fit to data using a binned maximum-likelihood approach based on the
RooFit/RooStats framework [102–104], where the binning is optimized to maximise the sensitivity of
the search while minimising the impact of statistical fluctuations. All signal and control regions shown in
Table 2 are included in the fit. The fit is interpreted in two different signal models, as described in Section 1:
Model A, where the branching fractions to fermions and gauge bosons are comparable, as in some models
with an extended gauge symmetry [30]; and Model B, where fermionic couplings are suppressed, as in
strong dynamical models such as the minimal composite Higgs model [31]. The search focuses on high
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Table 4: Relative modeling uncertainties in the normalisation, cross-region extrapolation, and shape of the signal and
background processes included in the fits described in the text. An “S” indicates that a shape variation is included for
the sources listed, “/” indicates a ratio of the number of events in two regions, and “norm.” is the sum of cross-section
and acceptance variations. A value of “float” indicates that the parameter is not constrained in the fit. The uncertainty
on the normalisation ratios of two regions represents how much the relative normalization of the two regions can
vary in the combined fit. A range of values means that the value depends on the lepton channel.

Process Quantity/source Value
Signal acceptance 2-7%

PS, ISR/FSR, PDF S

Top norm. float
resolved / merged 18–20%
< 9 9 SR / < 9 9 CR 2–3%

PS, ISR/FSR, ME, PDF S
?T,W non-closure S

Large-' jet ?T non-closure S

/+hf norm. 50%
resolved / merged 9–18%
< 9 9 SR / < 9 9 CR 6–20%

generator, PDF, scale S
?T,W non-closure S

Large-' jet ?T non-closure S

/+hl norm. 50%
resolved / merged 12–13%
< 9 9 SR / < 9 9 CR 5–7%

generator, PDF, scale S
?T,W non-closure S

Large-' jet ?T non-closure S

/+l norm. 19%
resolved / merged 10–29%
< 9 9 SR / < 9 9 CR 29–99%

generator, PDF, scale S
?T,W non-closure S

Large-' jet ?T non-closure S

Process Quantity/source Value

, +hf norm. float
resolved / merged 15–22%
< 9 9 SR / < 9 9 CR 3%

generator, PDF, scale S
?T,W non-closure S

Large-' jet ?T non-closure S
JetBinMigration S

, +hl norm. float
resolved / merged 12–13%
< 9 9 SR / < 9 9 CR 1–2%

generator, PDF, scale S
?T,W non-closure S

Large-' jet ?T non-closure S
JetBinMigration S

, +l norm. 30%
resolved / merged 20–21%
< 9 9 SR / < 9 9 CR 2–4%

generator, PDF, scale S
?T,W non-closure S

Large-' jet ?T non-closure S
JetBinMigration S

SM + � norm. 32%
?T,W non-closure S

Large-' jet ?T non-closure S
Diboson norm. 50%

?T,W non-closure S
Large-' jet ?T non-closure S

resonance masses, from 400 GeV up to 5 TeV. The systematic uncertainties described in Section 7 are
incorporated in the fit as nuisance parameters with correlations across regions and processes taken into
account. The signal cross-section is a free parameter in the fit, as is the global normalisation of the top,
,+hf and,+hl backgrounds. Normalisation factors obtained by the fit for top,,+hf and,+hl processes
are 0.92 ± 0.04, 1.18 ± 0.14, and 1.27 ± 0.12, respectively.

The expected and observed event yields after the fit are shown in Table 5. The post-fit <,� distributions
are shown in Figure 2 for the signal region. Parameter morphing is used to interpolate results for resonance
masses that fall between the simulated signal mass points [105].
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Table 5: The predicted and observed event yields in the signal regions defined in the text. The quoted uncertainties
are the total uncertainties, including both statistical and systematic components. The uncertainties in the individual
background predictions are larger than the total background uncertainty due to correlations in the normalisation
parameters in the fit.

Resolved Merged
1 1-tag SR 2 1-tag SR 1 1-tag SR 2 1-tag SR

Top 86911 ±753 18272±111 26215±217 1100±29
/+hf 80±19 58±12 22±4.5 11±2
/+hl 561±110 6±1 107±17 1±0
/+l 117±28 1±0 38±15 0
,+hf 2674±168 1344±76 1120±56 547±28
,+hl 21439±816 126±9 5275±214 29±3
,+l 2706±443 2±1 1240±142 3±1
Diboson 235±30 24±3 370±38 49±5
SM +� 143±16 182±19 31±3 25±2
Multĳet 324±81 - - -
Total 115190±282 20015±86 34418±123 1765±27
Data 115145 20017 34403 1771

The largest deviation from the SM expectations is found at a resonance mass around 3 TeV and corresponds
to a local significance of about 1.1 standard deviations. As no significant excess over the background
prediction is observed, upper limits at the 95% confidence level (CL) are set on the production cross-section
(?? → ,

′) multiplied by the branching fraction BR(, ′ → ,�). The limits are evaluated using a
modified frequentist method known as CLs [106] and the profile-likelihood-ratio test statistic using the
asymptotic approximation [107].

The 95% CL upper limits on the production cross-section for , ′ → ,� are shown in Figure 3 as
a function of the resonance mass. The limits range from 1.3 pb for <, ′ = 400 GeV to 0.56 fb for
<, ′ = 5 TeV. , ′ masses below 2.95 TeV are excluded for the HVT benchmarkModel A with coupling
constant 6V = 1 [12]. ForModel B with coupling constant 6V = 3,, ′ masses below 3.15 TeV are excluded.
The limits on the <, ′ = 5 TeV signal hypothesis have also been calculated using pseudo-experiments to
validate the asymptotic approximation approach in a phase space region strongly limited by the low amount
of recorded data. It was found that both statistical methods agree within 20%. Constraints on the couplings
in the 6F vs. 6H plane (defined in Reference [108]) at 95% CL are shown in Figure 4 for three resonance
masses of 2, 3 and 4 TeV.3

The uncertainties on the data statistics become prevalent for resonance masses above 600 GeV. The dominant
systematic uncertainties for low resonance masses (i.e. <, ′ = 500 GeV) are due to the modelling of
the parton shower and FSR of the CC̄ background and from mismodelling of the ?T,, spectra in ,+hf
events. At intermediate resonance masses (i.e. <, ′ = 700 GeV), the major uncertainties come from the
mismodelling of the ?T,, spectra in CC̄ events and the matching of the matrix element and parton shower

3 The coupling constants 6� and 6� are described in Reference [12] as follows: the Higgs coupling 6H = 6V2H and the universal
fermion coupling 6F = 6

2
2F/6V, where 6 is the SM (* (2)L gauge coupling.
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Figure 2: Distributions of <,� for the signal region (a) in the 1-1-tagged resolved category, (b) in the 2-1-tagged
resolved category and (c)-(d) accordingly for the same in the merged category. The quantity on the vertical axis
is the event yield divided by the bin width in GeV. The background prediction is shown after a background-only
maximum-likelihood fit to the data. Small backgrounds (diboson and SM,�) are combined into the grey histogram
labeled “Other.” The background uncertainty bands include both the statistical and systematic uncertainties after the
fit. The lower panels show the ratio of the observed data to the estimated SM background, with arrows indicating bins
where the value is out of the scale of the panel. The signal for the benchmark HVT Model A with <, ′ = 2.0 TeV is
shown as a dashed red line and is normalised to a cross-section of 1 pb.
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for CC̄ and,+jets background contributions. For higher masses (i.e. <, ′ = 2 TeV) the uncertainty related
to the modelling of the large-' jet ?T for CC̄ and,+jets events dominates.
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9 Conclusion

A search for, ′ bosons that decay into a, boson and a Higgs boson � is performed using 139 fb−1 of
13 TeV ?? collision data collected with the ATLAS detector at the LHC. The search targets leptonic decays
of the, boson (, → ℓa), where ℓ = 4 or `, and requires 1-quark pair decays for the Higgs boson.

No significant excess of events is observed above the SM prediction, and upper limits are set on the
production cross-section for ?? → ,

′ times the branching fraction for, ′→ ,�. The 95% CL upper
limits range from 1.3 pb for <, ′ = 400 GeV to 0.56 fb for <, ′ = 5 TeV. , ′ masses below 2.95 TeV are
excluded for the HVT benchmarkModel A with coupling constant 6V = 1 [12]. ForModel B with coupling
constant 6V = 3 [12],, ′ masses below 3.15 TeV are excluded. The cross-section limits improve on the
search results from the analysis on the partial Run 2 data set in ATLAS [17]. The improvements range
from about 200% for a resonance mass of 400 GeV to about 350% for a mass of 5 TeV.
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