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Abstract

Production cross sections of the Higgs boson are measured in the H → ZZ → 4ℓ
(ℓ = e, µ) decay channel. A data sample of proton-proton collisions at a center-of-
mass energy of 13 TeV, collected by the CMS detector at the LHC and corresponding

to an integrated luminosity of 137 fb−1 is used. The signal strength modifier µ, defined
as the ratio of the Higgs boson production rate in the 4ℓ channel to the standard
model (SM) expectation, is measured to be µ = 0.94 ± 0.07 (stat)+0.09

−0.08 (syst) at a fixed
value of mH = 125.38 GeV. The signal strength modifiers for the individual Higgs
boson production modes are also reported. The inclusive fiducial cross section for the
H → 4ℓ process is measured to be 2.84+0.23

−0.22 (stat)+0.26
−0.21 (syst) fb, which is compatible

with the SM prediction of 2.84± 0.15 fb for the same fiducial region. Differential cross
sections as a function of the transverse momentum and rapidity of the Higgs boson,
the number of associated jets, and the transverse momentum of the leading associated
jet are measured. A new set of cross section measurements in mutually exclusive
categories targeted to identify production mechanisms and kinematical features of
the events is presented. The results are in agreement with the SM predictions.
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1 Introduction

The discovery of the Higgs boson (H) in 2012 by the ATLAS and CMS collaborations [1–3] has
been a major step towards the understanding of the electroweak symmetry breaking mecha-
nism [4–9]. Further studies by the two experiments [10–13] have shown that the properties of
the new particle are consistent with the standard model (SM) expectations for the H boson.

The H → ZZ → 4ℓ decay channel (ℓ = e, µ) has a large signal-to-background ratio thanks to
a low background rate and the complete reconstruction of the final state decay products, capi-
talizing on the excellent lepton momentum resolution of the CMS detector. The measurements
performed using this decay channel with the LHC Run 1 data set at center-of-mass energies of
7 and 8 TeV, and the Run 2 data set at 13 TeV include the determination of the mass, the spin
and the parity of the H boson [14–19], its width [20–23], the inclusive and differential fiducial
cross sections [18, 24–28], and the tensor structure of the H boson interaction with a pair of
neutral gauge bosons in both on-shell and off-shell regions [17, 19, 21, 29, 30].

This paper presents the measurement of production cross sections in granular kinematic re-
gions of the H boson in the H → ZZ → 4ℓ decay channel. A data sample of proton-proton
(pp) collisions at a center-of-mass energy of

√
s = 13 TeV, collected by the CMS detector at the

LHC and corresponding to an integrated luminosity of 137 fb−1 is used. The inclusive signal
strength modifier, defined as the ratio of the H boson production rate in the 4ℓ channel to the
SM expectation, and signal strength modifiers for the individual H boson production modes
are measured. The measurements of the inclusive and differential fiducial cross sections are
also presented, and their compatibility with the SM predictions is tested. The present analysis
is similar to that previously performed by the CMS Collaboration [18], but is based on a larger
data sample.

In addition, measurements of the H boson cross sections within the simplified template cross
section (STXS) framework [31–33] are also presented. The main goals of the STXS framework
are to increase the reinterpretability of the precision H boson measurements and to minimize
the theory dependence. This is achieved by defining exclusive kinematic regions in the H
boson production phase space. These kinematic regions, referred to as bins, are defined in dif-
ferent stages corresponding to increasing degrees of granularity. This paper presents results in
the STXS stage 0 where the bins correspond closely to the different H boson production mecha-
nisms. Previous measurements of cross sections in stage 0 production bins in the H → 4ℓ decay
channel were already presented by the CMS Collaboration [18]. In the STXS framework, ad-
ditional stages are defined by further splitting of the bins enhancing the sensitivity to possible
signature of physics beyond the SM at high transverse momentum of the H boson. Measure-
ments of stage 0, stage 1, and stage 1.1 cross sections in the H → 4ℓ decay channel were recently
published by the ATLAS Collaboration [27]. The most recent refinement of STXS binning is re-
ferred to as STXS stage 1.2. This paper presents a first set of the cross section measurements in
the STXS stage 1.2 bins in the H → 4ℓ decay channel.

The paper is organized as follows. A brief introduction of the CMS detector is given in Sec-
tion 2. The data, as well as the simulated signal and background samples, are described in
Section 3. The event reconstruction and selection, the kinematic discriminants, and the cate-
gorization of the H boson candidate events are described in Sections 4, 5, and 6, respectively.
The background estimation is detailed in Section 7 while the signal modeling is described in
Section 8. The experimental and theoretical systematic uncertainties are described in Section 9
and the results are presented in Section 10. Concluding remarks are given in Section 11.
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2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity η coverage provided by the barrel and endcap detec-
tors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke
outside the solenoid.

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [34]. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage [35].

The candidate vertex with the largest value of summed physics-object squared transverse mo-
mentum p2

T is taken to be the primary pp interaction vertex (PV). The physics objects are the
jets, clustered using the jet finding algorithm [36, 37] with the tracks assigned to candidate ver-
tices as inputs, and the associated missing transverse momentum, taken as the negative vector
sum of the pT of those jets.

The electron momentum is estimated by combining the energy measurement in the ECAL with
the momentum measurement in the tracker. The momentum resolution for electrons with pT ≈
45 GeV from Z → ee decays ranges from 1.7% to 4.5%. It is generally better in the barrel region
than in the endcaps, and also depends on the bremsstrahlung energy emitted by the electron as
it traverses the material in front of the ECAL [38]. The ECAL consists of 75 848 lead tungstate
crystals, which provide coverage of |η| < 1.48 in the barrel region and 1.48 < |η| < 3.00 in
the two endcap regions (EE). Preshower detectors consisting of two planes of silicon sensors
interleaved with a total of 3X0 of lead are located in front of each EE detector.

Muons are measured in the pseudorapidity range |η| < 2.4, with detection planes made using
three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. The single
muon trigger efficiency exceeds 90% over the full η range, and the efficiency to reconstruct and
identify muons is greater than 96%. Matching muons to tracks measured in the silicon tracker
results in a relative transverse momentum resolution, for muons with pT up to 100 GeV, of 1%
in the barrel and 3% in the endcaps. The pT resolution in the barrel is better than 7% for muons
with pT up to 1 TeV [39].

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [40].

3 Data and simulated samples

This analysis is based on the pp collision data collected by the CMS detector at the LHC in 2016,

2017, and 2018 with integrated luminosities of 35.9, 41.5, and 59.7 fb−1, respectively [41–43].
The collision events are selected by high-level trigger algorithms that require the presence of
leptons passing loose identification and isolation requirements. The main triggers select either
a pair of electrons or muons, or an electron and a muon. The minimal transverse momentum of
the leading and subleading leptons changed throughout the years to account for the different
data-taking conditions and is summarized in Table 1.
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Table 1: The minimal pT of the leading/subleading leptons for the main di-electron (e/e), di-
muon (µ/µ), and electron-muon (e/µ, µ/e) high-level trigger algorithms used in the H → 4ℓ
analysis in 2016, 2017, and 2018.

e/e (GeV) µ/µ (GeV) e/µ, µ/e (GeV)

2016 17/12 17/8 17/8, 8/23
2017 23/12 17/8 23/8, 12/23
2018 23/12 17/8 23/8, 12/23

To maximize the coverage of the H → 4ℓ phase space, triggers requiring three leptons with re-
laxed transverse momenta thresholds and no isolation requirement are also used, as are isolated
single-electron and single-muon triggers. The overall trigger efficiency for simulated signal
events that pass the full event selection (described in Section 4) is larger than 99%. The trigger
efficiency is derived from data using a sample of 4ℓ events collected by the single-lepton trig-
gers and a method based on the “tag and probe” technique. One of the four leptons is matched
to a candidate reconstructed by the single-lepton trigger and the remaining three leptons in the
event are used as probes. The probe leptons are combined in an attempt to reconstruct any of
the triggers used in the analysis. The efficiency in data is found to be in agreement with the
expectation from the simulation.

Monte Carlo (MC) simulation samples for the signals and the relevant background processes
are used to evaluate the signal shape, estimate backgrounds, optimize the event selection, and
evaluate the acceptance and systematic uncertainties. The SM H boson signals are simulated
at next-to-leading order (NLO) in perturbative QCD (pQCD) with the POWHEG 2.0 [44–46]
generator for the five main production processes: gluon fusion (ggH) [47], vector boson fusion
(VBF) [48], associated production with a vector boson (VH, where V is a W or a Z boson) [49],
and associated production with a pair of top quarks (ttH) [50]. The ZH production occurs in
two ways, qq → ZH and a much smaller contribution from gg → ZH, which is simulated
at leading order (LO) using JHUGEN 7.3.0 [51–55]. In addition to the five main production
processes, the contributions due to H boson production in association with a single top quark
(qtH) and either a quark (qtHq) or a W boson (qtHW) are simulated at LO using JHUGEN 7.0.2
and MADGRAPH5 aMC@NLO 2.2.2 [56], respectively. The associated production with a pair
of bottom quarks (bbH) is simulated at LO with JHUGEN 7.0.2. In all cases, the decay of the
H boson to four leptons is modeled with JHUGEN 7.0.2. The theoretical predictions used for
the various production and decay modes can be found in Refs. [57–79] and are summarized in
Ref. [32].

The ZZ background contribution from quark-antiquark annihilation is simulated at NLO
pQCD with POWHEG 2.0 [80], while the gg → ZZ process is generated at LO with
MCFM 7.0.1 [81]. The WZ background and the triboson backgrounds ZZZ, WZZ, and WWZ
are modeled at NLO using MADGRAPH5 aMC@NLO 2.4.2. The smaller ttZ, ttWW, and
ttZZ background processes are simulated at LO with MADGRAPH5 aMC@NLO 2.4.2. The
events containing Z bosons with associated jets (Z+jets) are simulated at NLO with MAD-
GRAPH5 aMC@NLO 2.4.2 and the tt background is simulated at NNLO with POWHEG 2.0. The
reducible background determination does not rely on the MC but is based on data, as described
in Section 7.2.

All signal and background event generators are interfaced with PYTHIA 8.230 [82] using the
CUETP8M1 tune [83] for the 2016 data-taking period and the CP5 tune [84] for the 2017 and
2018 data-taking periods, to simulate the multi-parton interaction and hadronization effects.
The NNPDF3.0 set of parton distribution functions (PDFs) is used [85]. The generated events
are processed through a detailed simulation of the CMS detector based on GEANT4 [86, 87]
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and are reconstructed with the same algorithms that are used for data. The simulated events
include overlapping pp interactions (pileup) and have been reweighted so that the distribution
of the number of interactions per LHC bunch crossing in simulation matches that observed in
data.

4 Event reconstruction and selection

The particle-flow (PF) algorithm [88] aims to reconstruct and identify each individual particle
(PF candidate) in an event, with an optimized combination of information from the various
elements of the CMS detector. The energy of photons is obtained from the ECAL measure-
ment. The energy of electrons is determined from a combination of the electron momentum
at the PV as determined by the tracker, the energy of the corresponding ECAL cluster, and the
energy sum of all bremsstrahlung photons spatially compatible with originating from the elec-
tron track. The energy of muons is obtained from the curvature of the corresponding track. The
energy of charged hadrons is determined from a combination of their momentum measured in
the tracker and the matching ECAL and HCAL energy deposits, corrected for the response
function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is
obtained from the corresponding ECAL and HCAL energies.

The missing transverse momentum vector ~pmiss
T is computed as the negative vector sum of

the transverse momenta of all the PF candidates in an event, and its magnitude is denoted as
pmiss

T [89]. The ~pmiss
T is modified to account for corrections to the energy scale of the recon-

structed jets in the event.

Muons with p
µ

T > 5 GeV are reconstructed within the geometrical acceptance, corresponding
to the region |ηµ | < 2.4, by combining information from the silicon tracker and the muon sys-
tem [90]. The matching between the inner and outer tracks proceeds either outside-in, starting
from a track in the muon system, or inside-out, starting from a track in the silicon tracker. Inner
tracks that match segments in only one or two stations of the muon system are also considered
because they may belong to very low-pT muons that do not have sufficient energy to penetrate
the entire muon system. The muons are selected among the reconstructed muon track candi-
dates by applying minimal requirements on the track in both the muon system and the inner
tracker system, and taking into account the compatibility with small energy deposits in the
calorimeters.

To discriminate between prompt muons from Z boson decay and those arising from elec-
troweak (EW) decays of hadrons within jets, an isolation requirement of Iµ < 0.35 is imposed,
where the relative isolation is defined as

Iµ ≡
(

∑ p
charged
T + max

[

0, ∑ pneutral
T + ∑ p

γ

T − p
µ ,PU
T

]

)

/p
µ

T . (1)

In Eq. (1), ∑ p
charged
T is the scalar sum of the transverse momenta of charged hadrons originating

from the chosen PV of the event. The quantities ∑ pneutral
T and ∑ p

γ

T are the scalar sums of
the transverse momenta for neutral hadrons and photons, respectively. The isolation sums
involved are all restricted to a volume bound by a cone of angular radius ∆R = 0.3 around the
muon direction at the PV, where the angular distance between two particles i and j is ∆R(i, j) =√
(ηi − η j)2 + (φi − φj)2. Since the isolation variable is particularly sensitive to energy deposits

from pileup interactions, a p
µ,PU
T contribution is subtracted, defined as p

µ ,PU
T ≡ 0.5 ∑i pi,PU

T ,
where i runs over the charged hadron PF candidates not originating from the PV, and the factor
of 0.5 corrects for the different fraction of charged and neutral particles in the cone [91].



5

Electrons with p
e
T > 7 GeV are reconstructed within the geometrical acceptance, correspond-

ing to the pseudorapidity region |ηe | < 2.5 [38]. Electrons are identified using a multivariate
discriminant which includes observables sensitive to the presence of bremsstrahlung along the
electron trajectory, the geometrical and momentum-energy matching between the electron tra-
jectory and the associated cluster in the ECAL, the shape of the electromagnetic shower in the
ECAL, and variables that discriminate against electrons originating from photon conversions.
Instead of an additional isolation requirement, similar to the one for muons, the electron mul-

tivariate discriminant also includes the isolation sums described above (∑ p
charged
T , ∑ pneutral

T ,
and ∑ p

γ

T ) but computed around the electron direction. The inclusion of isolation sums helps
suppressing electrons originating from electroweak decays of hadrons within jets [92] and has
a better performance than a simple requirement on the relative isolation observable. The pack-
age XGBOOST [93] is used for the training and optimization of the multivariate discriminant
employed for electron identification and isolation. The training is performed with simulated
events that are not used at any other stage of the analysis. Events are divided into six regions
defined by two transverse momentum ranges (7–10 GeV and >10 GeV) and three pseudora-
pidity regions: central barrel (|ηe | < 0.8), outer barrel (0.8 < |ηe | < 1.479), and endcaps
(1.479 < |ηe | < 2.5). Separate training is performed for the three different data-taking periods
and selection requirements are determined such that the signal efficiency remains the same for
all three periods.

The effect of the final-state radiation (FSR) from leptons is recovered as follows. Photons re-
constructed by the PF algorithm within |ηγ | < 2.4 are considered as FSR candidates if they
satisfy the conditions p

γ

T > 2 GeV and Iγ < 1.8, where the photon relative isolation Iγ is de-
fined as for the muon in Eq. (1). Every such photon is associated to the closest selected lepton
in the event. Photons that do not satisfy the requirements ∆R(γ, ℓ)/(p

γ

T)
2 < 0.012 GeV−2 and

∆R(γ, ℓ) < 0.5 are discarded. The lowest-∆R(γ, ℓ)/(p
γ

T)
2 photon candidate of every lepton, if

any, is retained. The photons thus identified are excluded from the isolation computation of
the muons selected in the event.

In order to suppress muons from in-flight decays of hadrons and electrons from photon conver-
sions, leptons are rejected if the ratio of their impact parameter in three dimensions, computed
with respect to the PV position, to their uncertainty is greater or equal to four.

The momentum scale and resolution of electrons and muons are calibrated in bins of pℓT and ηℓ

using the decay products of known dilepton resonances as described in Refs. [38, 39].

A “tag and probe” technique [94] based on samples of Z boson events in data and simulation
is used to measure the efficiency of the reconstruction and selection for prompt electrons and
muons in several bins of pℓT and ηℓ. The difference in the efficiencies measured in simulation
and data is used to rescale the yields of selected events in the simulated samples.

For each event, hadronic jets are clustered from the reconstructed particles using the infrared-
and collinear-safe anti-kT algorithm [36, 37] with a distance parameter of 0.4. The jet momen-
tum is determined as the vectorial sum of all particle momenta in the jet, and is found from
simulation to be within 5 to 10% of the true momentum over the whole pT spectrum and de-
tector acceptance. Additional pp interactions within the same or nearby bunch crossings can
contribute extra tracks and calorimetric energy depositions to the jet. To mitigate this effect,
tracks identified as originating from pileup vertices are discarded and an offset correction is
applied to correct for the remaining contributions. Jet energy corrections are derived from sim-
ulation to match that of particle level jets on average. In situ measurements of the momentum
balance in dijet, photon + jet, Z+ jet, and multijet events are used to account for any resid-
ual differences in jet energy scale in data and simulation [95]. Jet energies in simulation are
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smeared to match the resolution in data. The jet energy resolution amounts typically to 16%
at 30 GeV, 8% at 100 GeV, and 4% at 1 TeV. Additional selection criteria are applied to remove
jets potentially dominated by anomalous contributions from various subdetector components
or reconstruction failures. To be considered in the analysis, jets must satisfy the conditions

p
jet
T > 30 GeV and |ηjet| < 4.7, and be separated from all selected lepton candidates and any se-

lected FSR photons by ∆R(ℓ/γ, jet) > 0.4. Jets are also required to pass the tight identification
criteria and the tight working point of pileup jet identification described in Ref. [91].

For event categorization, jets are tagged as qb jets using the DeepCSV algorithm [96], which

combines information about impact parameter significance, secondary vertex, and jet kinemat-
ics. Data to simulation scale factors for the qb tagging efficiency are applied as a function of jet

pT, η, and flavor.

The event selection is designed to extract signal candidates from events containing at least four
well-identified and isolated leptons, each originating from the PV and possibly accompanied
by an FSR photon candidate. In what follows, unless otherwise stated, FSR photons are in-
cluded in invariant mass computations.

First, Z candidates are formed with pairs of leptons of the same flavor and opposite-charge
(e+e−, µ+µ−) that pass the requirement 12 < mℓ+ℓ− < 120 GeV. They are then combined into
ZZ candidates, wherein we denote as Z1 the Z candidate with an invariant mass closest to the
nominal Z boson mass [97], and as Z2 the other one. The flavors of the involved leptons define
three mutually exclusive subchannels: 4e, 4µ, and 2e2µ.

To be considered for the analysis, ZZ candidates have to pass a set of kinematic requirements
that improve the sensitivity to H boson decays. The Z1 invariant mass must be larger than
40 GeV. All leptons must be separated in angular space by at least ∆R(ℓi, ℓj) > 0.02. At least
two leptons are required to have pT > 10 GeV and at least one is required to have pT > 20 GeV.
In the 4µ and 4e subchannels, where an alternative ZaZb candidate can be built out of the same
four leptons, we discard candidates with mZb

< 12 GeV if Za is closer to the nominal Z bo-
son mass than Z1 is. This rejects events that contain an on-shell Z and a low-mass dilepton
resonance. To further suppress events with leptons originating from hadron decays in jet frag-
mentation or from the decay of low-mass resonances, all four opposite-charge lepton pairs that
can be built with the four leptons (irrespective of flavor) are required to satisfy the condition
mℓ+ℓ′− > 4 GeV, where selected FSR photons are disregarded in the invariant mass computa-
tion. Finally, the four-lepton invariant mass m4ℓ must be larger than 70 GeV, which defines the
mass range of interest for the subsequent steps of the analysis.

In events where more than one ZZ candidate passes the above selection, the candidate with
the highest value of Dkin

bkg (defined in Section 5) is retained, except if two candidates consist of

the same four leptons, in which case the candidate with the Z1 mass closest to the nominal Z
boson mass is retained.

5 Kinematic discriminants

The full kinematic information from each event using either the H boson decay products and/or
the associated particles in the H boson production is extracted by means of matrix element cal-
culations and is used to form several kinematic discriminants. These computations rely on
the MELA package [51–53, 55] and exploit the JHUGEN matrix elements for the signal and the
MCFM matrix elements for the background. Both the H boson decay kinematics and the kine-
matics of the associated production of H + 1 jet, H + 2 jets, VBF, ZH, and WH are explored.
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The full event kinematics is described by decay observables ~ΩH→4ℓ or observables describing

the associated production ~ΩH+jj, which may or may not include the H → 4ℓ decay kinematic
information depending on the use case. The definition of these observables can be found in
Refs. [51–53].

Two types of kinematic discriminants are exploited in the H → 4ℓ analysis. First we construct
the three categorization discriminants in order to classify signal events into exclusive categories
defined in Section 6.2. Categorization discriminants are designed to increase the purity of the
targeted production mechanism in a dedicated event category. In addition, we define another
set of three kinematic discriminants that are taken as an observable in the two-dimensional
likelihood fits carried out to extract the results, as described in Section 10. These kinematic
discriminants are designed to separate the targeted H boson production mechanism from its
dominant background.

Categorization discriminants are calculated following the prescription in Refs. [18, 21, 98]. The
discriminants sensitive to the VBF signal topology with two associated jets, the VBF signal
topology with one associated jet, and the VH (either ZH or WH) signal topology with two
associated jets are:

DVBF
2jet =

[

1 +
PHjj(~Ω

H+jj|m4ℓ)

PVBF(~Ω
H+jj|m4ℓ)

]−1

DVBF
1jet =

[

1 +
PHj(~Ω

H+j|m4ℓ)
∫

dηjPVBF(~Ω
H+jj|m4ℓ)

]−1

DWH
2jet =

[

1 +
PHjj(~Ω

H+jj|m4ℓ)

PWH(~ΩH+jj|m4ℓ)

]−1

DZH
2jet =

[

1 +
PHjj(~Ω

H+jj|m4ℓ)

PZH(~ΩH+jj|m4ℓ)

]−1

,

(2)

where PVBF, PHjj, PHj, and PVH are the probabilities for the VBF process, the ggH process in

association with two jets (combination of gg/qg/qq′ parton collisions producing H + 2 jets),
the ggH process in association with one jet (H + 1 jet), and the VH process, respectively. The
quantity

∫

dηjPVBF is the integral of the two-jet VBF matrix element probability over the η j

values of the unobserved jet, with the constraint that the total transverse momentum of the

H + 2 jets system is zero. The discriminant DVH
2jet , used for event categorization, is defined as

the maximum value of the two discriminants, DVH
2jet = max(DZH

2jet ,DWH
2jet ).

A set of three discriminants used in the likelihood fits is calculated as in Refs. [17, 18]. The
discriminant sensitive to the gg/qq → 4ℓ process exploits the kinematics of the four-lepton
decay system. It is used in most of the event categories described in Section 6 to separate signal
from background and is defined as:

Dkin
bkg =



1 +
Pqq

bkg(
~ΩH→4ℓ|m4ℓ)

Pgg
sig(

~ΩH→4ℓ|m4ℓ)





−1

, (3)

where Pgg
sig is the probability for the signal and Pqq

bkg is the probability for the dominant qq → 4ℓ

background process, calculated using the LO matrix elements. In the VBF-2jet-tagged and VH-
hadronic-tagged event categories (defined in Section 6.2), the background includes the QCD
production of ZZ/Zγ∗/γ∗γ∗ → 4ℓ in association with two jets, the EW background from the
vector boson scattering (VBS), as well as the triboson (VVV) production process. We therefore
use dedicated production-dependent discriminants based on the kinematics of the four-lepton
decay and information from the associated jets (noted with VBF+ dec or VH+ dec), defined
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as:

DVBF+dec
bkg =



1 +
cVBF(m4ℓ)[PEW

bkg(
~ΩH+jj|m4ℓ) + PQCD

bkg (~ΩH+jj|m4ℓ)]

PEW
sig (~ΩH+jj|m4ℓ)





−1

(4)

DVH+dec
bkg =



1 +
cVH(m4ℓ)[PEW

bkg(
~ΩH+jj|m4ℓ) + PQCD

bkg (~ΩH+jj|m4ℓ)]

PEW
sig (~ΩH+jj|m4ℓ)





−1

, (5)

where PEW
sig is the probability for the VBF and VH signal, PEW

bkg is the probability for the VBS and

VVV background processes, and PQCD
bkg is the probability for ZZ/Zγ∗/γ∗γ∗ → 4ℓ QCD pro-

duction in association with two jets. The quantity cp(m4ℓ) for category p is the m4ℓ-dependent
parameter that allows to change the relative normalization of the EW probabilities, separately
for the VBF and VH topologies. For each slice of m4ℓ, the distributions of the signal and back-
ground discriminants are plotted, and the cp(m4ℓ) value is determined in such a way that the
two distributions cross at 0.5. This procedure allows rescaling of the distributions for the linear-
scale binning of the templates used in the likelihood fits described in Section 10.

6 Event categorization

In order to improve the sensitivity to the H boson production mechanisms, the selected events
are classified into mutually exclusive categories based on the features of the reconstructed ob-
jects associated with the H → 4ℓ candidates. Event categorization is organized in two steps
with increasing granularity of the categories. First step is primarily designed to separate the
ggH, VBF, VH, and ttH processes. There is little sensitivity to bbH or qtH, even though these
production modes are considered explicitly in the analysis. The reconstructed event categories
from the first step are further subdivided (as discussed in Section 6.2) in order to study each
production mechanism in more detail. This subdivision is carried out by matching the recom-
mended binning of the framework of STXS described in the following section.

6.1 STXS production bins

The STXS framework has been adopted by the LHC experiments as a common framework
for studies of the H boson. It has been developed to define fine-grained measurements of
the H boson production modes in various kinematic regions, and to reduce the theoretical
uncertainties that are folded into the measurements. It also allows for the use of advanced
categorization techniques and provides a common scheme for combining measurements in
different decay channels or by different experiments. The regions of phase space defined by
this framework are referred to as production bins and are determined by using generator-level
information for H bosons with rapidity |yH | < 2.5. Generator-level jets are defined as anti-kT

jets with a distance parameter of 0.4 and a pT threshold of 30 GeV; no requirement is placed on
the generator-level leptons.

The STXS framework has been designed to complement the Run I measurements of the produc-
tion signal strength modifiers and fiducial differential cross sections of the H boson by combin-
ing their advantages. The sensitivity to theoretical uncertainties in the signal strength modifier
results is suppressed by excluding dominant theoretical uncertainties causing production bin
migration effects from the STXS measurements. They are included only when comparing the
results with the theoretical predictions. In contrast to the fiducial differential cross section
measurements, in the STXS framework measurements are optimized for sensitivity by means
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of event categories and matrix element discriminants. To account for the evolving experimental
sensitivity, different stages of production bins with increasing granularity are developed.

The stage 0 production bins are called ggH, qqH, VH-lep, and ttH and are designed to closely
match the main H boson production mechanisms. The qqH bin includes the EW production
of the H boson in association with two quarks from either VBF or VH events with hadronic
decays of the vector boson V. The VH-lep production bin includes VH events with leptonic
decays of the vector boson V. The low rate bbH and qtH production processes are considered
together with the ggH and ttH production bins, respectively. In this analysis, a modified version
of the stage 0 production bins is also studied, where instead of VH-lep and qqH bins we define
the WH, ZH, and VBF bins that map the H boson production mechanisms without the splitting of
the VH events in leptonic and hadronic decays.

Stage 1 of the STXS framework was designed by further splitting the bins from the stage 0, one
of the main motives being the enhanced sensitivity to possible signatures of physics beyond
the SM. This is achieved by dividing stage 0 bins with additional requirements on generator-

level quantities that include the transverse momentum of the H boson (p
H
T ), the number of

associated jets (Nj), the dijet invariant mass (mjj), the transverse momentum of the H boson

and the leading jet (p
Hj
T ), and the transverse momentum of the H boson and the two leading

jets (p
Hjj
T ). These bins were designed in order to maximize sensitivity to new physics while

also taking into account the current experimental sensitivity limited mostly by the amount of
collected data. The most recent set of bins defined in the STXS framework is referred to as stage
1.2. This paper presents a first set of cross section measurements in the H → 4ℓ channel for the
stage 1.2 of the STXS framework. However, several stage 1.2 production bins are merged as the
full set of bins cannot be measured with the current data sample. The merging scheme results
in 19 production bins; it is illustrated in Fig. 1 and discussed in more detail below.

The ggH production process is split into events with p
H
T < 200 GeV and p

H
T > 200 GeV. The

events with p
H
T > 200 GeV are placed into one single production bin called ggH/pT > 200.

The events with p
H
T < 200 GeV are split in events with zero, one, and two or more jets.

The events with zero or one jets are split into the following production bins according to
the H boson pT: ggH-0j/pT[0, 10], ggH-0j/pT[10, 200], ggH-1j/pT[0, 60], ggH-1j/pT[60, 120], and
ggH-1j/pT[120, 200]. The events with two or more jets are split according to the dijet invariant
mass as follows. The events with mjj < 350 GeV are split into three production bins according
to the H boson pT: ggH-2j/pT[0, 60], ggH-2j/pT[60, 120], and ggH-2j/pT[120, 200]. The events
with mjj > 350 GeV are all placed into one production bin ggH-2j/mjj > 350, which merges
four bins originally suggested in stage 1.2 of the STXS framework.

The merging scheme of the electroweak qqH production bins is as follows. The events with zero
jets, one jet, or with two or more jets with mjj < 60 GeV or 120 < mjj < 350 GeV correspond
to production bins with insufficient statistics; they are all merged into one bin called qqH-rest.
The events with two or more jets and 60 < mjj < 120 GeV are placed in the qqH-2j/mjj[60, 120]

bin. The events with two or more jets and mjj > 350 GeV are split into events with p
H
T < 200 GeV

and p
H
T > 200 GeV. The events with p

H
T > 200 GeV are placed into one single production bin

called qqH-2j/pT > 200. The events with p
H
T < 200 GeV and p

H jj
T < 25 GeV are split into two

production bins, qqH-2j/mjj[350, 700] and qqH-2j/mjj > 700, and otherwise if p
H jj
T > 25 GeV

are merged in a single bin called qqH-3j/mjj > 350.

The three production processes qq
′ → WH, gg → ZH, and qq → ZH are combined to build
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Figure 1: Binning of the gluon fusion production process, the electroweak production process
(combines VBF and VH with hadronic V decay), the VH production process with leptonic V
decay (combining WH, ZH, and gluon fusion ZH production), and the ttH production process
in the merged stage 1.2 of the STXS framework used in the H → ZZ → 4ℓ analysis.



6.2 Reconstructed event categories 11

VH-lep reduced stage 1.2 production bins. Several proposed production bins are merged into

just two bins according to the pT of the H boson: VH-lep/p
H
T [0, 150] and VH-lep/p

H
T > 150.

In stage 1.2 of the STXS framework the ttH stage 0 production bin is split in five different bins
according to the pT of the H boson. Because of the very low expected yields all these bins are
merged into a single bin that includes the qtH production process as well.

Finally, in stage 1.2 the bbH production process, which has small cross section, is classified in
the ggH-0j/pT[10, 200] production bin.

6.2 Reconstructed event categories

In order to be sensitive to different production bins, the ZZ candidates that pass the event selec-
tion described in Section 4 are classified into several dedicated reconstructed event categories.
The category definitions are based on the multiplicity of jets, qb-tagged jets, and additional

leptons in the event. Additional leptons are not involved in the ZZ candidate selection but,
if present, should satisfy the identification, vertex compatibility, and isolation requirements.
Requirements on the categorization discriminants described in Section 5, the invariant mass of
the two leading jets, and the transverse momentum of the ZZ candidate are also exploited.

The event categorization is carried out in two steps. In the first step, the ZZ candidates are split
into seven initial categories to target the main H boson production mechanisms corresponding
to the stage 0 production bins. The first step of the categorization closely follows the analysis
strategy from the previous publication [18]. To ensure exclusive categories, an event is con-
sidered for the subsequent category only if it does not satisfy the requirements of the previous
one.

In the first categorization step, the following criteria are applied:

• The VBF-2jet-tagged category requires exactly 4 leptons. In addition there must be
either 2 or 3 jets of which at most 1 is qb-tagged, or at least 4 jets and no qb-tagged

jets. Finally, DVBF
2jet > 0.5 is required.

• The VH-hadronic-tagged category requires exactly 4 leptons. In addition there must
be 2 or 3 jets with no qb-tagging requirements, or at least 4 jets and no qb-tagged

jets. Finally, DVH
2jet > 0.5 is required.

• The VH-leptonic-tagged category requires no more than 3 jets and no qb-tagged jets

in the event, and exactly 1 additional lepton or 1 additional pair of opposite sign,
same flavor leptons. This category also includes events with no jets and at least 1
additional lepton.

• The ttH-hadronic-tagged category requires at least 4 jets, of which at least 1 is qb-

tagged, and no additional leptons.

• The ttH-leptonic-tagged category requires at least 1 additional lepton in the event.

• The VBF-1jet-tagged category requires exactly 4 leptons, exactly 1 jet and DVBF
1jet >

0.7.

• The untagged category consists of the remaining events.

Reconstructed events are further subdivided in the second step of the categorization that is de-
signed to closely match the merged stage 1.2 production bins described in the previous section.
In the second categorization step, the untagged, VBF-2jet-tagged, VH-hadronic-tagged, and
VH-leptonic-tagged categories are further split exploiting additional variables like the invari-
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ant mass of the two leading jets and the transverse momentum of the ZZ candidate. A total
number of twenty-two reconstructed event categories is defined and details of the categoriza-
tion are presented in Table 2.

Table 2: Event categorization criteria of the H → 4ℓ analysis targeting stage 1.2 STXS produc-
tion bins. Events from the first step of the categorization are further classified based on the
kinematical properties listed in the table. A dash indicates no requirement.

Reconstructed event category 1st categorization step Number of jets Kinematical requirements ( GeV) Targeted production bin

Untagged-0j-p4ℓ
T [0, 10] Untagged 0 0 < p4ℓ

T < 10 ggH-0j/pT[0, 10]
Untagged-0j-p4ℓ

T [10, 200] Untagged 0 10 < p4ℓ
T < 200 ggH-0j/pT[10, 200]

Untagged-1j-p4ℓ
T [0, 60] Untagged 1 0 < p4ℓ

T < 60 ggH-1j/pT[0, 60]
Untagged-1j-p4ℓ

T [60, 120] Untagged 1 60 < p4ℓ
T < 120 ggH-1j/pT[60, 120]

Untagged-1j-p4ℓ
T [120, 200] Untagged 1 120 < p4ℓ

T < 200 ggH-1j/pT[120, 200]
Untagged-2j-p4ℓ

T [0, 60] Untagged 2 0 < p4ℓ
T < 60, mjj < 350 ggH-2j/pT[0, 60]

Untagged-2j-p4ℓ
T [60, 120] Untagged 2 60 < p4ℓ

T < 120, mjj < 350 ggH-2j/pT[60, 120]

Untagged-2j-p4ℓ
T [120, 200] Untagged 2 120 < p4ℓ

T < 200, mjj < 350 ggH-2j/pT[120, 200]

Untagged-p4ℓ
T > 200 Untagged — p4ℓ

T > 200 ggH/pT > 200

Untagged-2j-mjj > 350 Untagged 2 mjj > 350 ggH-2j/mjj > 350

VBF-1jet-tagged VBF-1jet-tagged — — qqH-rest

VBF-2jet-tagged-mjj[350, 700] VBF-2jet-tagged — p4ℓ
T < 200, p

4ℓjj
T < 25, 350 < mjj < 700 qqH-2j/mjj[350, 700]

VBF-2jet-tagged-mjj > 700 VBF-2jet-tagged — p4ℓ
T < 200, p

4ℓjj
T < 25, mjj > 700 qqH-2j/mjj > 700

VBF-3jet-tagged-mjj > 350 VBF-2jet-tagged — p4ℓ
T < 200, p

4ℓjj
T > 25, mjj > 350 qqH-3j/mjj > 350

VBF-2jet-tagged-p4ℓ
T > 200 VBF-2jet-tagged — p4ℓ

T > 200, mjj > 350 qqH-2j/pT > 200

VBF-rest VBF-2jet-tagged — mjj < 350 qqH-rest

VH-hadronic-tagged-mjj[60, 120] VH-hadronic-tagged — 60 < mjj < 120 qqH-2j/mjj[60, 120]

VH-rest VH-hadronic-tagged — mjj < 60 or mjj > 120 qqH-rest

VH-leptonic-tagged-p4ℓ
T [0, 150] VH-leptonic-tagged — p4ℓ

T < 150 VH-lep/p
H
T [0, 150]

VH-leptonic-tagged-p4ℓ
T > 150 VH-leptonic-tagged — p4ℓ

T > 150 VH-lep/p
H
T > 150

ttH-leptonic-tagged ttH-leptonic-tagged — — ttH

ttH-hadronic-tagged ttH-hadronic-tagged — — ttH

7 Background estimation

7.1 Irreducible backgrounds

The irreducible background to the H boson signal in the 4ℓ channel, which comes from the
production of ZZ via qq annihilation or gluon fusion, is estimated using simulation. The
fully differential cross section for the qq → ZZ process is computed at NNLO [99], and the
NNLO/NLO K factor as a function of mZZ is applied to the POWHEG sample. This K fac-
tor varies from 1.0 to 1.2 and is 1.1 at mZZ = 125 GeV. Additional NLO electroweak correc-
tions that depend on the initial state quark flavor and kinematics are also applied in the region
mZZ > 2mZ following the prescription in Ref. [100].

The production of ZZ via gluon fusion contributes at NNLO in pQCD. It has been shown
that the soft collinear approximation is able to describe the cross section for this process and
the interference term at NNLO [101]. Further calculations also show that the K factors are
very similar at NLO for signal and background [102] and at NNLO for signal and interference
terms [103]. Therefore, the same K factor is used for signal and background [104]. The NNLO
K factor for the signal is obtained as a function of mZZ using the HNNLO v2 program [105–107]
by calculating the NNLO and LO gg → H → 2ℓ2ℓ′ cross sections for the H boson decay width
of 4.07 MeV and taking their ratios. The NNLO/LO K factor for gg → ZZ varies from ≈2.0
to 2.6 and is 2.27 at mZZ = 125 GeV; a systematic uncertainty of 10% is assigned to it when
applied to the background process.

The triboson background processes ZZZ, WZZ, and WWZ, as well as ttZ, ttWW, and ttZZ
are also considered. These rare backgrounds are all estimated from simulation and are jointly
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referred to as the EW backgrounds.

Simulated samples are used to obtain shapes of the four-lepton invariant mass that are later
used to build the likelihood function. For each irreducible background contribution, events
are divided in three final states (4µ, 4e, and 2e2µ) and 22 event sub-categories defined in Sec-
tion 6.1. To extract the shape of the m4ℓ distribution, expected yields are fitted to empirical
functional forms built from a third order Bernstein polynomial. In sub-categories with not
enough statistics to perform a fit, the shape is extracted from the inclusive distribution in the
corresponding final state.

7.2 Reducible backgrounds

Additional backgrounds to the H boson signal in the 4ℓ channel arise from processes in which
decays of heavy-flavor hadrons, in-flight decays of light mesons within jets, or (for electrons)
charged hadrons overlapping with π0 decays are misidentified as leptons. The main processes
leading to these backgrounds are Z+jets, tt+jets, Zγ+jets, WW+jets, and WZ+jets production.
We denote these reducible backgrounds as ”Z+X” since they are dominated by the Z+jets pro-
cess. The contribution from the reducible background is estimated with two independent meth-
ods, each with dedicated control regions in data. The control regions are defined by the pres-
ence of both a lepton pair satisfying all the requirements of a Z1 candidate and two additional
opposite sign (OS) or same sign (SS) leptons; the two additional leptons satisfy identification
requirements looser than those used in the analysis. These four leptons are then required to
pass the analysis ZZ candidate selection. The event yield in the signal region is obtained by
weighting the control region events by the lepton misidentification probability fe ( fµ ), defined
as the fraction of non-signal electrons (muons) that are identified by the analysis selection cri-
teria. A detailed description of both methods can be found in Ref. [18].

The lepton misidentification rates fe and fµ are measured as a function of pℓT and ηℓ by means
of a sample that includes a Z1 candidate consisting of a pair of leptons, both passing the selec-
tion requirements used in the analysis, and exactly one additional lepton passing the relaxed
selection. Furthermore, the pmiss

T is required to be less than 25 GeV in order to suppress con-
tamination from WZ and tt processes.

For the OS method, the mass of the Z1 candidate is required to satisfy the condition |Z1 −mZ | <
7 GeV in order to reduce the contribution of (asymmetric) photon conversions, which is esti-
mated separately. In the SS method, the contribution of photon conversions to the misidentifi-
cation rate is estimated with dedicated samples.

The predicted yields of the reducible background from the two methods are in agreement
within their uncertainties for each final state (4µ, 4e, and 2e2µ). The final yield used in the
analysis is a weighted average of the two independent estimates. To extract the shape of the
m4ℓ distribution for the reducible background a maximum-likelihood fit is performed in each of
the 22 event sub-categories defined in Section 6.1. For each sub-category, the expected ”Z+X”
yields from the OS and SS methods are binned as a function of m4ℓ and fitted to empirical func-
tional forms built from Landau distributions [108]. In sub-categories with not enough statistics
to perform a fit, the shape is extracted from the inclusive distribution in the corresponding final
state.

The dominant systematic uncertainty on the reducible background estimation arises from the
difference in the composition of the sample from which the misidentification rate is computed
and that of the control regions. It is determined from the MC simulation and is found to be
around 30%, depending on the final state. Additional sources of systematic uncertainty arise
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sources are the uncertainties in the luminosity measurement, the lepton reconstruction and se-
lection efficiency, the lepton and jet energy scale and resolution, the qb tagging efficiency, and

the reducible background estimate. The theoretical uncertainties account for the uncertainties
in the modeling of the signal and background processes.

Both types of uncertainties can affect the signal selection, cause migrations between the event
categories, and affect the signal or background shapes used in the fit. All the uncertainties
affecting this analysis are modeled as nuisance parameters (NPs) that are profiled in the maxi-
mum likelihood fit described in Section 10.

In the combination of the three data-taking periods, all theoretical uncertainties are treated as
correlated across these periods. The experimental uncertainties related to reconstruction and
selection efficiency, the lepton energy scale and resolution, and the qb-tagging efficiency are

also considered correlated across data-taking periods. Luminosity uncertainty is treated as par-
tially correlated. All other experimental uncertainties are treated as uncorrelated. Correlated
sources of uncertainty are assigned the same NP and uncorrelated sources have a dedicated
NP in the likelihood fit described in Section 10.

The dominant sources of uncertainties and their effect on the analysis are discussed in detail
in the following subsections. The impact of a NP on a parameter of interest (POI) is defined as
the shift induced on POI when NP is varied by a ±1 standard deviation from its post-fit value,
with all other parameters profiled as usual. The relative impact of the dominant systematic
uncertainties on some of the measurements discussed in Section 10 is illustrated in Fig. 3.

9.1 Experimental uncertainties

The integrated luminosities of the 2016, 2017, and 2018 data-taking periods are individually
known with uncertainties in the 2.3–2.5% range [41–43], while the total Run 2 (2016–2018) in-
tegrated luminosity has an uncertainty of 1.8%, the improvement in precision reflecting the
(uncorrelated) time evolution of some systematic effects. The experimental uncertainty on the
integrated luminosity measurement affects all final states, both signal and background. An-
other experimental uncertainty common to all final states is the uncertainty in the lepton recon-
struction and selection efficiency. Here selection efficiency includes all the steps from trigger
to impact parameter significance and finally identification and isolation requirements. The un-
certainty ranges from 1 to 2.3% in the 4µ channel and from 11 to 15.5% in the 4e channel. While
for muon efficiency measurements in the low p

µ

T regions we rely on low mass di-muon reso-
nances, the electron efficiency measurement relies solely on the Z boson resonance, resulting
in a higher uncertainty in the low p

e
T region.

Lepton momentum scale and resolution uncertainties are estimated from dedicated studies on
the Z → ℓ+ℓ− mass distribution in data and simulation. Events are classified according to the
pT and η of one of the two leptons, determined randomly, and integrated over the other. The
dilepton mass distributions are then fit by a Breit-Wigner parameterization convolved with the
double-sided Crystal Ball function described in Section 8. The scale uncertainty is found to be
0.04% in the 4µ channel and 0.3% in the 4e channel, while the resolution uncertainty is 20%
for both channels. In both cases full correlation between the leptons in the event is assumed.
Both scale and resolution uncertainties alter the signal shape by allowing the corresponding
parameters of the double-sided Crystal Ball function to vary. The impact is found to be non-
negligible only in the case of fiducial cross section measurements.

The effects of the jet energy corrections are studied in a similar manner. While jet energy scale
and smearing do not alter signal selection efficiency, they cause event migrations between the
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from 1 to 2%. A detailed description of the determination of the jet energy scale and smearing
uncertainties can be found in [113]. The effect on the analysis is studied in detail by propagating
the uncertainties and estimating the effect on event migration in each of the 22 sub-categories.
Their impact on the inclusive measurements is found to be negligible. However, the impact
is significant in measurements of the VBF and VH production modes and differential cross
section measurements as a function of jet kinematics, where it is one of the leading sources of
uncertainty.

The uncertainty in the qb-tagging efficiency is found to be 1% in the high jet pT range and

increases up to 3% in the low jet pT range. The impact from the category migration is found to
be negligible in all categories.

Finally, experimental uncertainties in the reducible background estimation, described in Sec-
tion 7.2, originating from the background composition and misidentification rate uncertainties
vary between 30 and 45% depending on the final state and category. However, the impact of
this uncertainty on the measurements is found to be negligible.

Other sources of experimental uncertainties are also studied but their impact is negligible com-
pared to the sources described above.

9.2 Theoretical uncertainties

Theoretical uncertainties that affect both the signal and background estimation include those
related to the renormalization and factorization scales, and the choice of the PDF set. The
uncertainty from the renormalization and factorization scales is determined by varying these
scales between 0.5 and 2 times their nominal value, while keeping their ratio between 0.5 and
2. The uncertainty due to the PDF set is determined following the PDF4LHC recommendations
by taking the root mean square of the variation of the results when using different replicas of
the default NNPDF set [114, 115]. The uncertainties just described have an effect both on the
signal and background yields, as well as on the migration of events between the categories.
An additional 10% uncertainty in the K factor used for the gg → ZZ prediction is applied
as described in Section 7.1. A systematic uncertainty of 2% [32] in the branching fraction of
H → 4ℓ only affects the signal yield.

Theoretical uncertainties that affect the predictions of the STXS production bins are described
in Ref. [32]. From here on we will refer to these uncertainties as the theoretical uncertainty
scheme (THU).

The THU for the ggH process includes 9 NPs, which account for uncertainties in the cross
section prediction for exclusive jet bins (including the migration between the 0 and 1-jet, as
well as between the 1 and ≥2-jet bins), the 2 jet and ≥3 jet VBF phase space, migrations around

the p
H
T bin boundaries at 10, 60, and 120 GeV, and the uncertainty in the p

H
T distribution due to

missing higher order finite top quark mass corrections.

In the THU uncertainties for VBF and VH production, additional sources are introduced to

account for the uncertainty in the modeling of the p
H
T , mjj and p

Hjj
T distributions, as well as that

of the number of jets in the event. A total of 6 NPs account for the migrations of events across
the mjj boundaries at 60, 120, 350, 700, 1000, and 1500 GeV. Two additional NPs account for

migrations across the p
H
T = 200 GeV and p

Hjj
T = 25 GeV bin boundaries. Finally, a single source

is introduced to account for migrations between the zero and one jet, as well as the the two or
more jet bins. In each case, the uncertainty is computed by varying the renormalization and
factorization scales and recalculating the fractional breakdown of the qqH STXS stage 1.2 cross
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sections.

A set of THU uncertainties is considered as NPs in the likelihood fit when signal strength
modifiers, rather than STXS, are measured. In the STXS framework, THU uncertainties only
enter at the interpretation step and are thus applied only to the SM cross section predictions.

Additional theoretical effects that only cause migration of signal and background events be-
tween categories originate from the modeling of the hadronization and the underlying event.
The underlying event modeling uncertainty is determined by varying initial- and final-state
radiation scales between 0.25 and 4 times their nominal value. The effects of the modeling of
hadronization are determined by simulating additional events with the variation of the nomi-
nal PYTHIA tune described in Section 3.

10 Results

The reconstructed four-lepton invariant mass distribution is shown in Fig. 4 for the 4e, 4µ

and 2e2µ events together, and is compared with the expectations for signal and background
processes. The error bars on the data points correspond to the intervals at 68% confidence
level (CL) [116]. The observed distribution agrees with the expectation within the statistical
uncertainties over the whole spectrum.
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Figure 4: Four-lepton mass distribution, m4ℓ, up to 500 GeV with 4 GeV bin size (left) and in
the low-mass range with 2 GeV bin size (right). Points with error bars represent the data and
stacked histograms represent the expected distributions for the signal and background pro-
cesses. The SM Higgs boson signal with mH = 125 GeV, denoted as H(125), the ZZ and rare
electroweak backgrounds are normalized to the SM expectation, the Z+X background to the
estimation from data.

The reconstructed four-lepton invariant mass distribution is shown in Fig. 5 for the three 4ℓ
final states and is compared with the expectations from signal and background processes.

The number of candidates observed in the data and the expected yields for 137 fb−1, for the
backgrounds and H boson signal after the full event selection, are given in Table 3 for each of
the 22 reconstructed event categories (described in Section 6.2) for the 105 < m4ℓ < 140 GeV
mass window around the Higgs boson peak. Figure 6 shows the number of expected and
observed events for each of the categories.

The reconstructed invariant masses of the Z1 and Z2 dilepton systems are shown in Fig. 7
for 118 < m4ℓ < 130 GeV, together with their 2D distribution in the 105 < m4ℓ < 140 GeV
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Figure 5: Four-lepton mass distribution in three final states: 4e upper left), 4µ (upper right),
and 2e2µ (lower). Points with error bars represent the data and stacked histograms represent
the expected distributions for the signal and background processes. The SM Higgs boson sig-
nal with mH = 125 GeV, denoted as H(125), the ZZ and rare electroweak backgrounds are
normalized to the SM expectation, the Z+X background to the estimation from data.

mass region. The distribution of the discriminants used for event categorization along with the
corresponding working point values are shown in Fig. 8.

The results presented in Sections 10.1 and 10.2 are extracted with a two-dimensional likelihood
fit that relies on two variables, the four-lepton invariant mass m4ℓ and the matrix element kine-
matic discriminant D. The fit is performed in the 105 < m4ℓ < 140 GeV mass region. The pa-
rameters of interest (POIs) are estimated with their corresponding confidence intervals using a
profile likelihood ratio test statistic [117, 118], in which the experimental and theoretical uncer-
tainties are incorporated via NPs. The choice of the POIs depends on the specific measurement
under consideration, while the remaining parameters are treated as NPs. All the POIs consid-
ered in the analysis are forced to be greater than or equal to zero; this reflects the fact that the
signal yield is substantially larger than the background yield in the mass range studied. Neg-
ative POIs would imply negative signal strength modifiers and a negative probability density
function (pdf). We define a two-dimensional pdf as the product of two one-dimensional pdfs:

f (m4ℓ,D) = P(m4ℓ)P(D|m4ℓ). (6)

The first term, P(m4ℓ), is the unbinned analytical shape described in Section 8 for signals and
Section 7 for backgrounds. The second term, P(D|m4ℓ), is a binned template of D that is con-
ditional to m4ℓ. This is achieved by creating a two-dimensional template of m4ℓ vs. D and
normalizing it to 1 for each bin of m4ℓ.
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Table 3: Number of expected background and signal events and number of observed candi-
dates after full analysis selection, for each event category, in the mass range 105 < m4ℓ <

140 GeV and for an integrated luminosity of 137 fb−1. The yields are given for the different
production modes. The uncertainties listed are statistical only. Signal is estimated from MC
simulation at mH = 125 GeV, ZZ and rare electroweak backgrounds are also estimated from
MC simulation, and Z+X is estimated from data.

Reconstructed event Signal Background Expected Observed

category ggH VBF WH ZH ttH bbH qtH qq → ZZ gg → ZZ EW Z+X signal total

Untagged-0j-p4ℓ
T [0, 10] 27.7 0.09 0.03 0.03 0.00 0.15 0.00 71.5 3.06 0.01 3.21 27.9±0.1 106±0 114

Untagged-0j-p4ℓ
T [10, 200] 96.2 1.69 0.60 0.77 0.01 1.01 0.00 98.1 11.6 0.35 37.8 100±0 248±1 278

Untagged-1j-p4ℓ
T [0, 60] 26.8 1.51 0.56 0.48 0.01 0.45 0.01 25.3 3.02 0.64 14.2 29.8±0.1 72.9±0.4 74

Untagged-1j-p4ℓ
T [60, 120] 13.5 1.31 0.51 0.41 0.02 0.11 0.01 7.81 0.82 0.62 7.95 15.9±0.1 33.1±0.3 20

Untagged-1j-p4ℓ
T [120, 200] 3.51 0.60 0.17 0.17 0.01 0.02 0.00 1.15 0.19 0.25 1.63 4.48±0.05 7.69±0.16 11

Untagged-2j-p4ℓ
T [0, 60] 3.45 0.29 0.15 0.14 0.08 0.09 0.02 2.14 0.32 0.63 4.75 4.20±0.06 12.1±0.2 14

Untagged-2j-p4ℓ
T [60, 120] 5.26 0.56 0.24 0.19 0.12 0.04 0.03 2.19 0.30 0.72 4.14 6.43±0.06 13.8±0.2 15

Untagged-2j-p4ℓ
T [120, 200] 3.07 0.40 0.16 0.13 0.07 0.01 0.02 0.75 0.14 0.34 1.19 3.86±0.05 6.28±0.14 7

Untagged-p4ℓ
T > 200 2.79 0.62 0.21 0.17 0.07 0.01 0.02 0.43 0.21 0.21 0.73 3.89±0.04 5.47±0.11 3

Untagged-2j-mjj > 350 0.77 0.16 0.06 0.04 0.05 0.01 0.01 0.34 0.06 0.31 1.71 1.12±0.02 3.54±0.14 3

VBF-1jet-tagged 15.5 3.29 0.22 0.16 0.00 0.13 0.01 6.85 1.53 0.20 2.44 19.3±0.1 30.3±0.2 27
VBF-2jet-tagged-mjj[350, 700] 0.83 1.19 0.01 0.01 0.00 0.01 0.00 0.19 0.07 0.11 0.14 2.05±0.03 2.55±0.05 2

VBF-2jet-tagged-mjj > 700 0.43 1.96 0.00 0.00 0.00 0.00 0.00 0.07 0.05 0.12 0.03 2.40±0.02 2.67±0.03 1

VBF-3jet-tagged-mjj > 350 2.52 2.35 0.06 0.06 0.03 0.03 0.05 0.62 0.21 0.64 2.43 5.11±0.05 9.01±0.17 12

VBF-2jet-tagged-p4ℓ
T > 200 0.44 0.79 0.01 0.01 0.01 0.00 0.01 0.03 0.03 0.04 0.06 1.26±0.02 1.42±0.03 0

VBF-rest 2.48 0.94 0.13 0.09 0.04 0.04 0.01 0.98 0.20 0.39 2.18 3.74±0.05 7.49±0.17 5
VH-hadronic-tagged-mjj[60, 120] 4.11 0.25 1.09 0.96 0.13 0.06 0.02 1.69 0.22 0.52 2.93 6.62±0.06 12.0±0.2 12

VH-rest 0.57 0.03 0.09 0.06 0.03 0.01 0.00 0.16 0.02 0.06 0.33 0.79±0.02 1.36±0.06 0

VH-leptonic-tagged-p4ℓ
T [0, 150] 0.33 0.04 0.85 0.26 0.10 0.03 0.03 2.16 0.36 0.19 1.11 1.64±0.02 5.47±0.13 10

VH-leptonic-tagged-p4ℓ
T > 150 0.02 0.01 0.21 0.06 0.04 0.00 0.01 0.05 0.01 0.03 0.08 0.35±0.01 0.52±0.03 0

ttH-leptonic-tagged 0.02 0.01 0.02 0.02 0.68 0.00 0.03 0.08 0.01 0.23 0.21 0.79±0.01 1.32±0.07 0
ttH-hadronic-tagged 0.18 0.05 0.03 0.05 0.86 0.01 0.03 0.03 0.01 0.82 1.06 1.22±0.01 3.15±0.14 2

In almost all sub-categories we use a decay-only kinematic discriminant (D = Dkin
bkg) to separate

the H boson signal from the background as defined in Eq. (3). Conversely, in the sub-categories
of the VBF-2jet-tagged, the D = DVBF+dec

bkg discriminant (defined in Eq. (4)) is used, which

is sensitive to the VBF production mechanism. Similarly, in two sub-categories of the VH-

hadronic-tagged category, the D = DVH+dec
bkg discriminant (defined in Eq. (5)) is used.

The ggH, VBF, WH, ZH and ttH samples are used to build different signal templates for each
of the nineteen STXS production bins described in Section 6.1. Irreducible background tem-
plates are built starting from qq → ZZ and gg → ZZ samples. Finally, reducible background
templates are built using data driven methods described in Section 7.2. Following the described
procedure, P(D|m4ℓ) templates are obtained for the twenty-two event categories and the three
final states (4µ, 4e, 2e2µ).

The unbinned likelihood function, L(~µ), is defined as the product over N observed events:

L(~µ) = 1

N ∏
events

(

19

∑
i=1

µiS
jk
i f

ijk
S (m4ℓ,D) + Bjk f

jk
B (m4ℓ,D)

)

e−∑i µiS
jk
i +Bjk

, (7)

where µi is the signal strength modifier for the production bin i, S
jk
i are the predicted SM rates

of events in the production bin i that are observed in the reconstructed event category j and
final state k, Bjk are the predicted background rates in the reconstructed event category j and

final state k, f
ijk
S (m4ℓ,D) are the pdfs for the signal, and f

jk
B (m4ℓ,D) the pdfs for the background.

The correlation of the kinematic discriminants Dkin
bkg, DVBF+dec

bkg , and DVH+dec
bkg with the four-

lepton invariant mass is shown in Fig. 9 for the mass interval 105 < m4ℓ < 140 GeV. Their
distributions for the mass interval 118 < m4ℓ < 130 GeV are shown in Fig. 10.
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Figure 6: Distributions of the expected and observed number of events for the reconstructed
event categories in the mass region 105 < m4ℓ < 140 GeV. Points with error bars represent
the data and stacked histograms represent the expected numbers of the signal and background
events. The yields of the different H boson production mechanisms with mH = 125 GeV, de-
noted as H(125), and those of the ZZ and rare electroweak backgrounds are normalized to the
SM expectations, while the Z+X background yield is normalized to the estimate from the data.

10.1 Signal strength modifier

A simultaneous fit to all categories is performed to extract the signal strength modifier, defined
as the ratio of the observed H boson yield in the H → 4ℓ decay channel to the standard model
expectation.

The combined measurement of the inclusive signal strength modifier is measured to be µ =
0.94+0.12

−0.11 or µ = 0.94 ± 0.07 (stat)+0.07
−0.06 (theo)+0.06

−0.05 (exp) at a fixed mass value mH = 125.38 GeV,
which is the current most precise measurement of the H boson mass published by the CMS Col-
laboration [119]. In all subsequent fits, mH is fixed to this value. The dominant experimental
sources of systematic uncertainty are the uncertainties in the lepton identification efficiencies
and luminosity measurement, while the dominant theoretical source is the uncertainty in the
total gluon fusion cross section. The contributions to the total uncertainty from experimental
and theoretical sources are found to be similar in magnitude. The signal strength modifiers
are further studied in terms of the five main SM Higgs boson production mechanisms, namely
ggH, VBF, ZH, WH, and ttH. The contributions of the bbH and qtH production modes are

also taken into account. The relative normalizations of the bbH and the gluon fusion contribu-
tions are kept fixed in the fit, and so are the qtH and ttH ones. The results are shown in Fig. 11
for the observed and expected profile likelihood scans of the inclusive signal strength modifier
and those for the signal strength modifiers of the five main SM Higgs boson production mech-
anisms. The corresponding numerical values, including the decomposition of the uncertainties
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Figure 8: Distribution of categorization discriminants in the mass region 118 < m4ℓ < 130 GeV:

DVBF
2jet (upper left), DVBF

1jet (upper right), DVH
2jet (lower) = max(DWH

2jet ,DZH
2jet ). Points with error bars

represent the data and stacked histograms represent expected distributions of the signal and
background processes. The SM Higgs boson signal with mH = 125 GeV, denoted as H(125),
and the ZZ backgrounds and rare electroweak backgrounds are normalized to the SM expec-
tation, the Z+X background to the estimation from data. The vertical dashed lines denote the
working points used in the event categorization. The SM H boson signal is separated into two
components: the production mode which is targeted by the specific discriminant, and other
production modes, where the gluon fusion process dominates.

10.2 Simplified template cross section

The results for the H boson product of cross section times branching fraction for H → ZZ
decay, (σB)obs, and comparisons with the SM expectation, (σB)SM, for the stages of production
bins defined in Section 6.1, are shown in Fig. 13 for the stage 0 and in Fig. 14 for the merged
stage 1.2. The corresponding numerical values are given in Tables 5 and 6.

As discussed, the set of THU uncertainties described in Section 9.2 is not considered for the
STXS measurements: THU uncertainties are model dependent and should be only considered
in the interpretation of the results. Therefore, the THU uncertainties are included in the SM
predictions of the cross section. The correlation matrices are shown in Fig. 15. The dominant
experimental sources of systematic uncertainty are the same as for the signal strength mod-
ifiers measurement, while the dominant theoretical source is the uncertainty in the category
migration for the ggH process.
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Figure 10: Distribution of kinematic discriminants in the mass region 118 < m4ℓ < 130 GeV:

(upper left) Dkin
bkg , (upper right) DVBF+dec

bkg , (lower) DVH+dec
bkg . Points with error bars represent

the data and stacked histograms represent expected distributions of the signal and background
processes. The yields of the different H boson production mechanisms with mH = 125 GeV, de-
noted as H(125), and those of the ZZ and rare electroweak backgrounds are normalized to the
SM expectations, while the Z+X background yield is normalized to the estimate from the data.
In the middle and right figures the SM H boson signal is separated into two components: the
production mode which is targeted by the specific discriminant, and other production modes,
where the gluon fusion process dominates.

10.3 Fiducial cross section

In this section the cross section measurement for the process pp → H → 4ℓ within a fiducial
volume that closely matches the reconstruction level selection is presented. In particular, the
integrated fiducial cross section is measured as well as differential cross sections as a function

of the transverse momentum of the H boson (p
H
T ), its rapidity (|yH |), the number of associated

jets (Nj), and the transverse momentum of the leading jet (p
j
T). These measurements are largely

independent of the assumptions on the relative fractions and kinematic distributions of the in-
dividual production modes. The definition of the fiducial volume is based on generator-level
quantities and is identical to that in Ref. [18]. In order to reduce the experimental uncertainties,

only jets with p
j
T > 30 GeV and |ηj| < 2.5 are considered for the differential cross sections as

a function of jet observables. An increase in model dependence compared to Ref. [25] is ob-
served when using the ZZ candidate selection at reconstruction level where the candidate with
the best Dkin

bkg discriminant value is chosen. Therefore, the fiducial cross section measurement

is performed using the event selection algorithm in Ref. [25]. Specifically, the Z1 candidate is
chosen to be the one with m(Z1) closest to the nominal Z boson mass, and in cases where mul-
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4ℓ mass distribution, Nobs(m4ℓ), is performed to extract the integrated fiducial cross section
for the process pp → H → 4ℓ (σfid). The fit is carried out inclusively (i.e., without any
event categorization) and does not use the Dkin

bkg observable in order to minimize the model

dependence. The fit is performed simultaneously in all final states and assumes a H bo-
son mass mH = 125.38 GeV, while the branching fractions of the H boson to different final
states (4e, 4µ, 2e2µ) are free parameters in the fit. The systematic uncertainties described in
Section 9 are included in the form of NPs and the results are obtained using an asymptotic
approach [118] with a test statistic based on the profile likelihood ratio [117]. This procedure
accounts for the unfolding of detector effects from the observed distributions and is the same
as in Refs. [25] and [120].

The number of expected events in each final state f and in each bin i of a given observable is

Table 6: Best fit values and ±1 standard deviation uncertainties for the measured cross sections
(σB)obs, the SM predictions (σB)SM, and their ratio for the merged stage 1.2 STXS production
bins at mH = 125.38 GeV for H → ZZ decay.

(σB)obs (fb) (σB)SM (fb) (σB)obs/(σB)SM

ggH-0j/pT[0, 10] 145+45
−40 164 ± 11 0.89+0.28

−0.24

ggH-0j/pT[10, 200] 611+98
−90 561 ± 87 1.09+0.17

−0.16

ggH-1j/pT[0, 60] 214+78
−87 177 ± 18 1.21+0.44

−0.49

ggH-1j/pT[60, 120] 59+44
−53 121 ± 14 0.48+0.37

−0.44

ggH-1j/pT[120, 200] 53+25
−22 20 ± 4 2.62+1.24

−1.08

ggH-2j/pT[0, 60] 0+27
−0 35 ± 6 0.00+0.76

−0.00

ggH-2j/pT[60, 120] 78+41
−37 51 ± 9 1.53+0.81

−0.73

ggH-2j/pT[120, 200] 27+22
−19 26 ± 6 1.06+0.87

−0.72

ggH-2j/mjj > 350 4+72
−4 23 ± 3 0.17+3.2

−0.17

ggH/pT > 200 7+8
−7 15 ± 6 0.47+0.56

−0.47

qqH-rest 11+161
−11 71 ± 5 0.15+2.27

−0.15

qqH-2j/mjj[60, 120] 12+30
−12 12.1 ± 1.2 1.01+2.45

−1.01

qqH-2j/mjj[350, 700] 15+23
−15 10.5 ± 0.7 1.41+2.21

−1.41

qqH-2j/mjj > 700 0+12
−0 15 ± 1 0.00+0.77

−0.00

qqH-3j/mjj > 350 43+30
−43 8.9 ± 0.5 4.84+3.38

−4.84

qqH-2j/pT > 200 0+3
−0 4.2 ± 0.2 0.00+0.72

−0.00

VH-lep/p
H
T [0, 150] 56+58

−40 22.3 ± 1.1 2.49+2.60
−1.79

VH-lep/p
H
T > 150 0+10

−0 3.6 ± 0.1 0.00+2.79
−0.00

ttH 0+15
−0 15.9 ± 1.4 0.00+0.91

−0.00
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Figure 15: Correlation matrices between the measured cross sections for the stage 0 (upper)
and the merged stage 1.2 (lower) for H → ZZ decay.

expressed as a function of m4ℓ as:

N
f ,i

exp(m4ℓ) = N
f ,i

fid(m4ℓ) + N
f ,i

nonfid(m4ℓ) + N
f ,i

nonres(m4ℓ) + N
f ,i

bkg(m4ℓ)

= ∑
j

ǫ
f
i,j

(

1 + f
f ,i

nonfid

)

σ
f ,j

fidLPres(m4ℓ)

+ N
f ,i

nonresPnonres(m4ℓ) + N
f ,i

bkgPbkg(m4ℓ).

(8)

The shape of the resonant signal contribution, Pres(m4ℓ), is described by a double-sided Crystal
Ball function as discussed in Section 8, and the normalization is used to extract the fiducial cross
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Table 7: Summary of requirements used in the definition of the fiducial phase space for the
H → 4ℓ cross section measurements.

Requirements for the H → 4ℓ fiducial phase space

Lepton kinematics and isolation

Leading lepton pT pT > 20 GeV

Next-to-leading lepton pT pT > 10 GeV

Additional electrons (muons) pT pT > 7(5)GeV

Pseudorapidity of electrons (muons) |η| < 2.5 (2.4)

Sum of scalar pT of all stable particles within ∆R < 0.3 from lepton < 0.35pT

Event topology

Existence of at least two same-flavor OS lepton pairs, where leptons satisfy criteria above
Inv. mass of the Z1 candidate 40 < mZ1

< 120 GeV

Inv. mass of the Z2 candidate 12 < mZ2
< 120 GeV

Distance between selected four leptons ∆R(ℓi, ℓj) > 0.02 for any i 6= j

Inv. mass of any opposite sign lepton pair mℓ+ℓ′− > 4 GeV

Inv. mass of the selected four leptons 105 < m4ℓ < 140 GeV

section. The non-resonant signal function, Pnonres(m4ℓ), is determined by the WH, ZH, and
ttH contributions where one of the leptons from the H boson decay is lost or not selected. It
is modeled by a Landau distribution with shape parameters constrained in the fit to be within
a range determined from simulation. This contribution is referred to as the “combinatorial
signal” and is treated as a background in this measurement.

The quantity ǫ
f
i,j represents the detector response matrix that maps the number of expected

events in bin j of a given observable at the fiducial level to the number of expected events in
bin i at the reconstruction level. This response matrix is determined using simulated signal
samples and includes corrections for residual differences between data and simulation. In the
case of the integrated fiducial cross section measurement, the response matrices become single
numbers, which are listed in Table 8 for different SM production mechanism.

An additional resonant contribution arises from events which are accepted but do not originate
from the fiducial phase space. These events are due to detector effects that cause differences
between the quantities used for the fiducial phase space definition and the corresponding quan-
tities at the reconstruction level. This contribution is treated as background and is referred to as
the “non-fiducial signal” contribution. A simulated sample is used to verify that the shape of
the distribution for these events is identical to that of the fiducial signal, and its normalization
is fixed to the corresponding fraction of the fiducial signal. The value of this fraction, which
we denote as fnonfid, is determined from simulation for each of the signal models studied. The
value of fnonfid for different signal models is shown in Table 8.

The integrated fiducial cross section is measured to be

σfid = 2.84+0.34
−0.31 = 2.84+0.23

−0.22 (stat)+0.26
−0.21 (syst) fb

at mH = 125.38 GeV. This can be compared to the SM expectation σSM
fid = 2.84 ± 0.15 fb. The

measured inclusive fiducial cross sections in different final states and integrated as a function
of center-of-mass energy are shown in Fig. 16. The corresponding numerical values, includ-
ing the decomposition of the uncertainties into statistical and systematic components, and the
corresponding expected uncertainties, are given in Table 9.

The measured differential cross sections as a function of the H boson transverse momentum
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Table 8: Summary of the fraction of signal events for different SM signal production modes
within the fiducial phase space (acceptance Afid), reconstruction efficiency (ǫ) for signal events
in the fiducial phase space, and ratio of the number of reconstructed events outside the fiducial
phase space to that of the reconstructed events in the fiducial phase space ( fnonfid). For all
production modes the values given are for mH = 125 GeV. Also shown in the last column is the
factor (1+ fnonfid)ǫ which regulates the signal yield for a given fiducial cross section, as shown
in Eq. (8). The uncertainties listed are statistical only. The theoretical uncertainty in Afid for the
SM is less than 1%.

Signal process Afid ǫ fnonfid (1 + fnonfid)ǫ
ggH (POWHEG) 0.402 ± 0.001 0.598 ± 0.002 0.054 ± 0.001 0.631 ± 0.002
VBF 0.445 ± 0.002 0.615 ± 0.002 0.043 ± 0.001 0.641 ± 0.003
WH 0.329 ± 0.002 0.604 ± 0.003 0.078 ± 0.002 0.651 ± 0.004
ZH 0.340 ± 0.003 0.613 ± 0.005 0.082 ± 0.004 0.663 ± 0.006
ttH 0.315 ± 0.004 0.588 ± 0.007 0.181 ± 0.009 0.694 ± 0.010

4l µ2e2 µ4 4e

 (
fb

)
fi
d

σ

1

2

3

4

5
 syst)⊕ (stat -1Combined Data, 137 fb

 syst)⊕ (stat -12018 Data, 59.7 fb

 syst)⊕ (stat -12017 Data, 41.5 fb

 syst)⊕ (stat -12016 Data, 35.9 fb

Systematic uncertainty

H (NNLOPS) + XH→gg

H (POWHEG) + XH→gg

XH = VBF + VH + ttH (POWHEG)

=125.38 GeV)
H

(LHC HXSWG YR4, m

LHC Run 2 (13 TeV)CMS

 (TeV) s
6 7 8 9 10 11 12 13 14

 (
fb

)
fi
d

σ

0

1

2

3

4

5

6

 syst)⊕LHC Run 1 data (stat 

 syst)⊕LHC Run 2 data (stat 

Systematic uncertainty

 = 125.00 GeV)  
H

Standard model (minloHJ, m

 = 125.38 GeV)  
H

Standard model (NNLOPS, m

 (13 TeV) 
-1

 (8 TeV), 137 fb
-1

 (7 TeV), 19.7 fb
-1

5.1 fb

CMS

 4l) + X→ (H →pp 

Figure 16: The measured inclusive fiducial cross section in different final states (left) and inte-
grated as a function of

√
s (right). The acceptance is calculated using POWHEG at

√
s = 13 TeV

and HRES [107, 109] at
√

s = 7 and 8 TeV, and the total gluon fusion cross section and un-
certainty are taken from Ref. [58]. The fiducial volume for

√
s = 6–9 TeV uses the lepton iso-

lation definition from Ref. [25] and the SM predictions and measurements are calculated at
mH = 125.0 GeV, while for

√
s = 12–14 TeV the definition described in the text is used and SM

predictions and measurements are calculated at mH = 125.38 GeV.

and rapidity are shown in Fig. 17. The corresponding numerical values are given in Tables 10
and 11. Finally, the measured differential cross sections as a function of the number of associ-
ated jets and the transverse momentum of the leading jet are shown in Fig. 18. The correspond-
ing numerical values are given in Tables 12 and 13.

For all the fiducial measurements the dominant systematic uncertainties are those on the lepton
identification efficiencies and luminosity measurement, while the theoretical uncertainties are
smaller. In order to assess the model dependence of the measurement, the unfolding procedure
is repeated using different response matrices created by varying the relative fraction of each SM
production mode within its experimental constraints. The uncertainty is negligible with respect
to the experimental systematic uncertainties.
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Table 9: The measured inclusive fiducial cross section and ±1 standard deviation uncertain-
ties for different final states and data-taking periods at mH = 125.38 GeV. The statistical and
systematic uncertainties are given separately for the inclusive measurements.

2e2µ (fb) 4µ (fb) 4e (fb) Inclusive (fb)

2016 1.22+0.38
−0.30 0.89+0.22

−0.19 1.07+0.44
−0.33 3.19+0.68

−0.56 = 3.19+0.48
−0.45 (stat)+0.48

−0.33 (syst)

2017 1.64+0.41
−0.35 0.82+0.21

−0.18 0.56+0.29
−0.22 3.01+0.60

−0.50 = 3.01+0.44
−0.41 (stat)+0.41

−0.27 (syst)

2018 1.17+0.27
−0.24 0.66+0.15

−0.13 0.73+0.24
−0.20 2.57+0.42

−0.38 = 2.57+0.33
−0.31 (stat)+0.27

−0.23 (syst)

2016–2018 1.31+0.20
−0.19 0.78+0.10

−0.10 0.76+0.18
−0.16 2.84+0.34

−0.31 = 2.84+0.23
−0.22 (stat)+0.26

−0.21 (syst)
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Figure 17: Differential cross sections as a function of p
H
T (left) and |yH | (right). The acceptance

and theoretical uncertainties in the differential bins are calculated using POWHEG. The sub-
dominant component of the signal (VBF + VH + ttH) is denoted as XH.

Table 10: The measured differential fiducial cross section and ±1 standard deviation uncertain-
ties for the p

H
T observable at mH = 125.38 GeV. The breakdown of the total uncertainty (unc.)

into statistical and systematic components is given.

Bin range (GeV) dσfid (fb) unc. (stat) (syst)

0–10 0.32 +0.11
−0.10

+0.10
−0.09

+0.04
−0.03

10–20 0.67 +0.14
−0.13

+0.13
−0.12

+0.06
−0.05

20–30 0.41 +0.12
−0.10

+0.11
−0.10

+0.04
−0.04

30–45 0.51 +0.12
−0.10

+0.11
−0.10

+0.04
−0.04

45–80 0.45 +0.10
−0.09

+0.10
−0.09

+0.04
−0.03

80–120 0.30 +0.08
−0.07

+0.07
−0.07

+0.02
−0.02

120–200 0.19 +0.06
−0.05

+0.06
−0.05

+0.01
−0.01

200–13000 0.03 +0.02
−0.02

+0.02
−0.01

+0.00
−0.00
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Table 11: The measured differential fiducial cross section and ±1 standard deviation uncertain-
ties for the |yH | observable at mH = 125.38 GeV. The breakdown of the total uncertainty (unc.)
into statistical and systematic components is given.

Bin range dσfid (fb) unc. (stat) (syst)

0.0–0.15 0.41 +0.10
−0.08

+0.09
−0.08

+0.05
−0.03

0.15–0.3 0.36 +0.08
−0.07

+0.07
−0.07

+0.03
−0.02

0.3–0.6 0.62 +0.13
−0.11

+0.11
−0.10

+0.07
−0.05

0.6–0.9 0.57 +0.12
−0.10

+0.10
−0.10

+0.06
−0.04

0.9–1.2 0.36 +0.10
−0.09

+0.09
−0.08

+0.05
−0.03

1.2–2.5 0.64 +0.15
−0.13

+0.13
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+0.08
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Figure 18: Differential cross sections as a function of the number of associated jets (left), and
pT of the leading jet (right). The acceptance and theoretical uncertainties in the differential bins
are calculated using POWHEG. The sub-dominant component of the signal (VBF + VH + ttH)
is denoted as XH.

Table 12: The measured differential fiducial cross section and ±1 standard deviation uncertain-
ties for the Nj observable at mH = 125.38 GeV. The breakdown of the total uncertainty (unc.)
into statistical and systematic components is given.

Bin range dσfid (fb) unc. (stat) (syst)

0 2.00 +0.29
−0.26

+0.21
−0.20

+0.20
−0.17

1 0.64 +0.15
−0.14

+0.14
−0.13

+0.06
−0.04

2 0.23 +0.09
−0.08

+0.09
−0.08

+0.02
−0.01

3 0.03 +0.05
−0.03

+0.05
−0.03

+0.01
−0.00

≥4 0.00 +0.03
−0.00

+0.03
−0.00

+0.01
−0.00
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Table 13: The measured differential fiducial cross section and ±1 standard deviation uncertain-
ties for the p

j
T observable at mH = 125.38 GeV. The breakdown of the total uncertainty (unc.)

into statistical and systematic components is given.

Bin range (GeV) dσfid (fb) unc. (stat) (syst)

0–10 0.32 +0.11
−0.10

+0.10
−0.09

+0.04
−0.03

10–20 0.67 +0.14
−0.13

+0.13
−0.12

+0.06
−0.05

20–30 0.41 +0.12
−0.10

+0.11
−0.10

+0.04
−0.04

30–45 0.51 +0.12
−0.10

+0.11
−0.10

+0.04
−0.04

45–80 0.45 +0.10
−0.09

+0.10
−0.09

+0.04
−0.03

80–120 0.30 +0.08
−0.07

+0.07
−0.07

+0.02
−0.02

120–200 0.19 +0.06
−0.05

+0.06
−0.05

+0.01
−0.01

200–13000 0.03 +0.02
−0.02

+0.02
−0.01

+0.00
−0.00
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11 Summary

Several measurements of the Higgs boson production in the four-lepton final state at
√

s =
13 TeV have been presented, using data samples corresponding to an integrated luminosity of

137 fb−1. Thanks to a large signal-to-background ratio and the complete reconstruction of the
final state decay products, this channel enables a detailed study of the Higgs boson production
properties. The measured signal strength modifier is µ = 0.94± 0.07 (stat)+0.07

−0.06 (theo)+0.06
−0.05 (exp)

and the integrated fiducial cross section is measured to be σfid = 2.84+0.23
−0.22 (stat)+0.26

−0.21 (syst) fb
with a standard model prediction of 2.84 ± 0.15 fb for the same fiducial region.. The signal
strength modifiers for the main Higgs boson production modes are also reported. A new set of
measurements, designed to quantify the different Higgs boson production processes in specific
kinematical regions of phase space, have also been presented. The differential cross sections
as a function of the transverse momentum and rapidity of the Higgs boson, the number of
associated jets, and the transverse momentum of the leading associated jet are determined. All
results are consistent, within their uncertainties, with the expectations for the standard model
Higgs boson.
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H. Stadie, G. Steinbrück, A. Tews, B. Vormwald, I. Zoi

Karlsruher Institut fuer Technologie, Karlsruhe, Germany
J. Bechtel, T. Berger, E. Butz, R. Caspart, T. Chwalek, W. De Boer, A. Dierlamm, A. Droll,
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INFN Sezione di Napoli a, Università di Napoli ’Federico II’ b, Napoli, Italy, Università della
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S. Belfortea, V. Candelisea ,b, M. Casarsaa, F. Cossuttia, A. Da Rolda ,b, G. Della Riccaa ,b,
F. Vazzolera,b

Kyungpook National University, Daegu, Korea
S. Dogra, C. Huh, B. Kim, D.H. Kim, G.N. Kim, J. Lee, S.W. Lee, C.S. Moon, Y.D. Oh, S.I. Pak,
B.C. Radburn-Smith, S. Sekmen, Y.C. Yang

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju,
Korea
H. Kim, D.H. Moon

Hanyang University, Seoul, Korea
B. Francois, T.J. Kim, J. Park

Korea University, Seoul, Korea
S. Cho, S. Choi, Y. Go, B. Hong, K. Lee, K.S. Lee, J. Lim, J. Park, S.K. Park, J. Yoo

Kyung Hee University, Department of Physics, Seoul, Republic of Korea
J. Goh, A. Gurtu

Sejong University, Seoul, Korea
H.S. Kim, Y. Kim

Seoul National University, Seoul, Korea
J. Almond, J.H. Bhyun, J. Choi, S. Jeon, J. Kim, J.S. Kim, S. Ko, H. Kwon, H. Lee, S. Lee, B.H. Oh,
M. Oh, S.B. Oh, H. Seo, U.K. Yang, I. Yoon

University of Seoul, Seoul, Korea
D. Jeon, J.H. Kim, B. Ko, J.S.H. Lee, I.C. Park, Y. Roh, D. Song, I.J. Watson



54

Yonsei University, Department of Physics, Seoul, Korea
S. Ha, H.D. Yoo

Sungkyunkwan University, Suwon, Korea
Y. Choi, Y. Jeong, H. Lee, Y. Lee, I. Yu

College of Engineering and Technology, American University of the Middle East (AUM),
Egaila, Kuwait
T. Beyrouthy, Y. Maghrbi

Riga Technical University, Riga, Latvia
V. Veckalns45

Vilnius University, Vilnius, Lithuania
M. Ambrozas, A. Juodagalvis, A. Rinkevicius, G. Tamulaitis, A. Vaitkevicius

National Centre for Particle Physics, Universiti Malaya, Kuala Lumpur, Malaysia
W.A.T. Wan Abdullah, M.N. Yusli, Z. Zolkapli

Universidad de Sonora (UNISON), Hermosillo, Mexico
J.F. Benitez, A. Castaneda Hernandez, J.A. Murillo Quijada, L. Valencia Palomo

Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico
G. Ayala, H. Castilla-Valdez, E. De La Cruz-Burelo, I. Heredia-De La Cruz46, R. Lopez-
Fernandez, C.A. Mondragon Herrera, D.A. Perez Navarro, A. Sanchez-Hernandez

Universidad Iberoamericana, Mexico City, Mexico
S. Carrillo Moreno, C. Oropeza Barrera, M. Ramirez-Garcia, F. Vazquez Valencia

Benemerita Universidad Autonoma de Puebla, Puebla, Mexico
I. Pedraza, H.A. Salazar Ibarguen, C. Uribe Estrada

University of Montenegro, Podgorica, Montenegro
J. Mijuskovic47, N. Raicevic

University of Auckland, Auckland, New Zealand
D. Krofcheck

University of Canterbury, Christchurch, New Zealand
S. Bheesette, P.H. Butler

National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan
A. Ahmad, M.I. Asghar, A. Awais, M.I.M. Awan, H.R. Hoorani, W.A. Khan, S. Qazi, M.A. Shah,
M. Shoaib

AGH University of Science and Technology Faculty of Computer Science, Electronics and
Telecommunications, Krakow, Poland
V. Avati, L. Grzanka, M. Malawski

National Centre for Nuclear Research, Swierk, Poland
H. Bialkowska, M. Bluj, B. Boimska, T. Frueboes, M. Górski, M. Kazana, M. Szleper, P. Traczyk,
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C. Galloni, H. He, M. Herndon, A. Hervé, U. Hussain, A. Lanaro, A. Loeliger, R. Loveless,
J. Madhusudanan Sreekala, A. Mallampalli, A. Mohammadi, D. Pinna, A. Savin, V. Shang,
V. Sharma, W.H. Smith, D. Teague, S. Trembath-reichert, W. Vetens

†: Deceased
1: Also at Vienna University of Technology, Vienna, Austria
2: Also at Institute of Basic and Applied Sciences, Faculty of Engineering, Arab Academy for
Science, Technology and Maritime Transport, Alexandria, Egypt, Alexandria, Egypt



62
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