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Abstract

Laser-plasma acceleration (LPA) [1] offers acceleration gradients several orders of magni-

tude higher than in conventional radio-frequency accelerators, enabling the acceleration

of electrons to hundreds of MeV in just a few millimetres. These small-scale accelerators

and in particular X-rays generated from LPA electron beams could potentially be used in

material science or medicine [2]. However, LPAs are not commercially used yet, partly

because repetition rate and shot-to-shot beam stability are not sufficient for industrial or

medical applications and the investigation of the long-term stability on the order of several

hours required for the industrial use of LPA has only just started [3, 4].

In this thesis, an electron source was developed to match parameters required for the

use of LPA in X-ray fluorescence imaging experiments [5–7]. To generate stable electron

beams, self-truncated ionisation injection using a weakly relativistic laser was experimen-

tally implemented for the first time [8]. The long-term stability of these beams was

investigated in an 8 hour run at a repetition rate of 2.5 Hz, resulting in a total of 72000

acceleration events. During this time, the average charge stayed constant while the mean

energy decreased by 7 percent, showing the necessity to further investigate long-term sta-

bility LPA, as such a drift would likely not have been detectable from the only tens to

hundreds of shots that are usually considered.

Furthermore, a new diagnostic technique based on Thomson scattering [9] was de-

veloped, which offers the first in-situ measurement of electron parameters during the ac-

celeration inside the wakefield. Using this technique, the electron-energy evolution was

measured inside the plasma, showing an energy increase from 35 MeV to 61 MeV over a

distance of 400 µm. The results agree well with particle-in-cell simulations and were used

to study the dephasing of the electron bunch inside the accelerator. By combining mea-

surements and simulations, the influence of the laser strength parameter on the dephasing

length could be isolated, showing the power of this method.

This newly developed diagnostic technique could be transferred to other electron pa-

rameters such as divergence or emittance [10–12] to obtain a full picture of the electron

bunch during acceleration. This could help to study experimentally issues of LPA such as

emittance growth and increase the stability of electron beams from plasma accelerators.

In combination with further long-term stability studies, these measurements could help

to transfer LPA from proof-of-principle experiments to X-ray sources for a broad range of

applications.
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Zusammenfassung

Laser-Plasma-Beschleunigung (LPB) [1] erlaubt Beschleunigungsgradienten, die mehrere

Größenordnungen höher sind, als in konventionellen Hochfrequenzbeschleunigern. So

ermöglicht sie die Beschleunigung von Elektronen auf mehrere hundert MeV in wenigen

Millimetern. Diese Miniaturbeschleuniger und insbesondere Röntgenstrahlung, die von

LPB stammt, könnten für verschiedenste Anwendungen in der Materialwissenschaft oder

der Medizin genutzt werden [2]. Allerdings wird LPB noch nicht kommerziell genutzt,

unter anderem, weil die Wiederholungsrate und Strahlqualität noch nicht für industrielle

oder medizinische Anwendungen ausreicht. Zudem haben Untersuchungen der Langzeit-

stabilität über mehrere Stunden, die für die industrielle Nutzung von LPB benötigt wird,

gerade erst begonnen [3, 4].

Im Rahmen dieser Thesis wurde eine Elektronenquelle entwickelt, die genutzt werden

kann, um LPB für Röntgenfluoreszenzbildgebung zu testen [5–7]. Um stabile Elektro-

nenpakete zu erzeugen, wurde zum ersten Mal selbstkürzende Ionisierungsinjektion mit

einem schwach relativistischen Laser experimentell umgesetzt [8]. Die Langzeitstabilität

der Elektronen wurde über einen Zeitraum von acht Stunden bei einer Wiederholungsrate

von 2.5 Hz untersucht. Die Durschnittsladung dieser 72 000 Strahlen blieb dabei kon-

stant, während die mittlere Energie um sechs Prozent abgesunken ist. Dies zeigt die

Notwendigkeit weiterer Langzeitstudien auf, da diese Verringerung der Energie nicht mit

einigen zehn oder hundert Schüssen messbar gewesen wäre, die normalerweise betrachtet

werden.

Zudem wurde eine neue Elektronendiagnostik auf Basis von Thomson-Streuung [9] ent-

wickelt, die als erste die Messung von Elektronenparametern während der Beschleunigung

im Kielfeld ermöglicht. Mit dieser Methode konnte die Entwicklung der Elektronenenergie

über eine Länge von 400 µm im Plasma gemessen werden, die sehr gut mit Simulationen

übereinstimmt. Die Messung wurde genutzt, um die Dephasierung des Elektronenstrahls

im Beschleuniger zu untersuchen, was die Nützlichkeit der Methode aufzeigt.

Die neu entwickelte Diagnosetechnik könnte auch auf andere Elektronenparameter wie

die Divergenz oder die Emittanz [10–12] erweitert werden, um ein ganzheitliches Bild des

Elektronenstrahls während der Beschleunigung zu erhalten. Dies könnte helfen, um Prob-

leme von LPB wie Emittanzsteigerung experimentell zu untersuchen und so die Stabilität

der Elektronenstrahlen von Kielfeldbeschleunigern zu erhöhen. Zusammen mit weiteren

Langzeitstabilitätsstudien könnte dies helfen, LPB für eine Vielzahl von industriellen und

medizinischen Anwendungen zu nutzen.
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Chapter 1

Introduction

People-made particle accelerators have been around for more than 150 years when cathode

rays were first generated in vacuum tubes such as the Geissler or Crookes tubes [13].

While only reaching electron energies of tens of kiloelectronvolts or less, these accelerators

were immediately used for new scientific advances such as the discovery of X-rays by

Röntgen in 1895 [14] or the discovery of the first fundamental particle - the electron -

by Thomson in 1897 [15]. While accelerators have increased in size and complexity, they

still enable such important discoveries in physics today. State-of-the-art radio-frequency

(RF) particle accelerators such as the LHC at CERN or XFEL at DESY use acceleration

gradients on the order of tens of megavolts per metre to accelerate protons or electrons

over several kilometres to detect new fundamental particles such as the Higgs boson, or to

produce ultra-brilliant X-ray beams, respectively. In addition to their use in fundamental

research, particle accelerators are now widely used in medical and industrial applications,

for example in the form of X-ray tubes, which have the same fundamental working principle

as the tubes used by Röntgen.

As the maximum acceleration gradient achievable using RF technology is currently

limited to about 100 MV/m [16], further increases in energy require alternative acceleration

techniques to limit the cost and size of new accelerators. In 1979, laser-plasma acceleration

(LPA) was proposed by Tajima and Dawson [1], predicting acceleration gradients in excess

of 100 GV/m in a plasma. Advances in laser technology in the following years such as the

development of chirped-pulse-amplification (CPA) [17] enabled to reach laser intensities

required for this acceleration technique.

Since the first demonstration of quasi-monoenergetic electron beams using LPAs in

2004 [18–20], the field of plasma acceleration has made a lot of progress. The energy-

frontier has been pushed further and further [21–23], now reaching energies of almost

10 GeV in only 27 cm of acceleration distance [24]. The electron beams and X-rays gener-

ated from LPA sources have large potential for applications in many fields [2]. An example

is Thomson scattering (TS) [9], the scattering of an electron and a low-energy photon (in

the rest frame of the electron) resulting in an X-ray, which can be used with LPA electrons

for X-ray fluorescence imaging (XFI) [25]. In XFI, characteristic fluorescence photons are

detected to identify elements such as gold within an object. As conventional X-ray tubes

cannot provide the narrow bandwidths required for XFI it is currently investigated using
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large synchrotrons [5]. The use of LPA could therefore substantially shrink the size of an

accelerator required for this medical-imaging technique, offering the possibility to install

such a device at any hospital [6, 7].

Despite the potential for LPA in many fields, the technology is not yet used industri-

ally. A main reason is that the stability of LPA sources on long and short timescales needs

improvement. Long-duration stability studies of LPAs required for applications have only

just started [3, 4] and further work on this topic is required. In addition, the shot-to-shot

stability of plasma accelerators does not yet match the stability of conventional accelera-

tors. Here, more research of the processes inside the plasma is required. Currently, this

is done using particle-in-cell simulations, as available diagnostic techniques only measure

the final state of the accelerated electron bunches [26]. To study the electron bunches ex-

perimentally during the acceleration inside the wakefield, new diagnostic techniques need

to be developed.

In this thesis, the long-term and shot-to-shot stability of LPA electrons is investigated.

In an 8 hour test with a total of 72000 consecutive shots, the stability of an electron

source optimised for the operation of XFI was monitored. In addition, a non-invasive

measurement of the electron energy using Thomson scattering was used for the first time

in the context of plasma accelerators to study the electrons inside the wakefield. This

technique was then extended to measure the electron energy evolution inside the plasma

without changing the final state of the produced electron bunches.

The thesis is structured as follows. In Chapter 2, the basics of plasmas and the

fundamental principles of LPA are described. Afterwards, the FLASHForward project is

described in Chapter 3 with a focus on the laser system and the BOND laboratory used

for the LPA experiments. An optimisation of the electron bunches towards parameters

required for XFI and results of the 8 hour stability test are presented in Chapter 4. The

development of a non-invasive electron diagnostic based on Thomson scattering and the

in-situ measurement of the electron evolution inside the wakefield are described in Chapter

5. Finally, a summary of the work and an outlook for further experiments based on the

results can be found in Chapter 6.
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Chapter 2

Plasmas and acceleration

In this chapter, the foundations of plasmas and the basics of plasma acceleration are

described. This is done with respect to theoretical considerations required for the un-

derstanding of this thesis. The theory of plasma acceleration presented here is therefore

restricted to laser-plasma acceleration and to the parameter space used for the described

experiments. For a more complete theory of plasmas and plasma acceleration please refer

to standard textbooks and journal articles such as [1, 27–32], which were also used for the

writing of this chapter.

2.1 Basics of plasmas

In the most general terms, a plasma is defined as an overall electrically neutral gas in

which ions and electrons exist separately [27]. For the use of plasmas as an accelerator,

a more strict definition of a plasma is needed, which is presented in this section. This

section closely follows previous work done on the topic [33].

2.1.1 Debye length and plasma parameter

An important parameter for the length scales of plasmas is the Debye length, a measure

of the length at which charges shield each other and the electric potential drops to 1/e

[28]. The Debye length is defined as [29]

λD =

√√√√ε0kB
e2

(
ne
Te

+

N∑
i

Zini
Ti

)−1
, (2.1)

where ε0 is the vacuum permittivity, e is the elementary charge and kB is the Boltzmann

constant. The parameters ne and Te and ni and Ti are the density and temperature of

the electrons and ions respectively and N is the number of ion types. The charge of the

ions is given by Zi.

Using the Debye length, we can give a measure for the number of particles of species

x with density nx in a Debye sphere as [27]

Λ =
4π

3
nxλ

3
D. (2.2)
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The parameter Λ is called the plasma parameter and allows two cases to be distinguished.

First, for Λ� 1, the particles are strongly coupled and there is no collective behaviour, as

the motion of particles is dominated by scattering. In the second case of Λ� 1, the Debye

sphere is densely populated and collective behaviour is more important than scattering

events. Only in this second, weakly coupled case, it is possible to speak of a plasma [28,

34].

2.1.2 Plasma frequency

A small displacement δ~x of an electron slice with an area Adis against the ion background

will result in a restoring force on these particles. This has the form ~Fr = −qdis ~Er =

−mdisδ̈~x, where qdis = −eneAdis|δ~x| is the displaced charge, and me is the rest mass

of the electron,such that mdis = meneAdis|δ~x|is the total displaced mass. According to

Gauss’ Law it follows that | ~Er| = ε−10 σ,with σ = −ene|δ~x| being the surface charge density.

This leads to the following equation of motion:

d2

dt2
|δ~x|+ e2ne

meε0
|δ~x| = 0. (2.3)

This equation of motion describes an harmonic oscillator with the frequency

ωp = ωp,e =

√
e2ne
meε0

. (2.4)

This frequency is called the plasma frequency and is a measure for the typical time scales

τe for collective behaviour in a plasma [34, 35].

For the ions of the plasma background, the frequency can be derived similarly resulting

in ωp,i =
√

(e2ni)/(Zimiε0). However, as the ion mass is much higher, the ions react more

slowly, which is why their motion is usually neglected [28].

2.1.3 Definition of plasmas

With the parameters introduced above, it is now possible to state three conditions a plasma

must satisfy [27]

1. quasi neutrality, meaning that the length scale of the plasma L must be larger than

the Debye length (λD � L).

2. domination of collective effects over single-scattering events (Λ� 1).

3. domination of collective effects with respect to collisions with neutral atoms that

happen on time scales τ (ωpτ > 1).
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2.2 Plasma acceleration

Inside a plasma as defined above, the acceleration of electrons is possible with acceleration

gradients several orders of magnitude higher than in radio frequency (RF) accelerators.

One possibility to create such gradients is to use a laser as a driver of a wakefield inside

the plasma. This concept was first introduced by Tajima and Dawson in 1979 [1]. For

laser-plasma acceleration (LPA) high-intensity lasers are required with a normalised vector

potential of the laser field on the order of one. The normalised vector potential, also called

laser strength parameter is defined as a0 = eA/mec
2, where c is the vacuum speed of light.

a0 is related to the peak laser intensity I0 as [32]:

a20 = 7.3× 10−19[λ(µm)]2I0(W/cm
2), (2.5)

where λ is the laser wavelength. A laser inside a plasma will push away electrons from its

beam path due to the ponderomotive force of the laser beam, which is proportional to the

intensity gradient:

Fp = −mec
2∇a20/2. (2.6)

The electrons are expelled towards regions of low intensity (away from the laser axis),

leaving the heavier ions behind due to their higher mass as described in Sec. 2.1.2.

After the laser has passed, the electrons are pulled back, leading to an oscillatory

motion of the electrons with the frequency ωp, introduced in Eq. 2.4. The result is a

plasma wave, which can sustain electric fields in excess of E0 = cmeωp/e [32] or

E0(V/m) ≈ 96
√
n0(cm−3). (2.7)

Eq. 2.7 is referred to as the cold nonrelativistic wave-breaking field [36]. For a plasma

density of n0 = 1018cm−3, Eq. 2.7 leads to an accelerating field of 96 GV/m, exceeding

the maximum gradients in RF accelerators by more than three orders of magnitude. The

length of this plasma wave is approximately the plasma wavelength λp = 2πc/ωp. The

plasma wavelength can be linked to the plasma density via [32]

λp(µm) ≈ 3.3× 1010/
√
n0(cm−3). (2.8)

For the density given before, this leads to a length of the accelerating wave of approxi-

mately 30 µm. The duration of electron bunches accelerated in a plasma wave is therefore

intrinsicly on the order of femtoseconds. In addition to these longitudinal accelerating

fields, transverse fields focus an electron beam that is located in a region of low electron

density [32].

The generated density profile and corresponding fields of a laser wakefield accelerator

can be simulated as will be described in the following section. An example of a simulation

of a linear plasma wave driven by a laser with a laser strength parameter a0 = 0.5 is
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depicted in Fig. 2.1.

0.5

1

1.5

-5

0

5

Figure 2.1: FBPIC simulation of a laser with a normalised peak intensity of a0 = 0.5 driving a
linear wakefield in a plasma with a density of 1×1018 cm−3. (a) Resulting electron
density, (b) longitudinal electric fields and (c) on axis lineout (marked as dashed
line in (b)) of the longitudinal field and the laser field envelope.

In the simulation, the laser driver located at z = 50 µm pushed electrons away from

the axis, leading to a lower electron density as is shown in Fig. 2.1a. After the laser has

passed, the electrons are pulled back, resulting in an increased density at a distance of one

wavelength behind the laser pulse. This electron distribution leads to a roughly sinusoidal

electric field on axis (Fig. 2.1c) with a frequency of ωp.

In case of a laser strength parameter a0 >> 1, the laser pushes away all electrons from

the axis, leading to the so-called bubble regime [37]. The resulting plasma wakefield is

non-linear, as depicted in Fig. 2.2.
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-100
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100

Figure 2.2: FBPIC simulation of a laser with a normalised peak intensity of a0 = 2.0 driving
a non-linear wakefield in a plasma with a density of 1× 1018 cm−3. (a) Resulting
electron density, (b) longitudinal electric fields and (c) on axis lineout (marked as
dashed line in (b)) of the longitudinal field and the laser field envelope.

Analogous to the driving of a wakefield using an intense laser pulse, a plasma wave

can also be driven by the space charge of an electron beam [38, 39]. This beam-driven

acceleration scheme is employed at the FLASHForward facility [40, 41] using an elec-

tron beam from the FLASH accelerator as a driver. While the theory of beam-driven

plasma acceleration is not described in this thesis in more detail, a short description of

the FLASHForward experiments can be found in the Appendix in Chapter C.
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2.3 Particle-in-cell simulations

As seen above, particle-in-cell (PIC) simulations are a useful tool to study the acceleration

process inside a plasma. PIC codes simulate the interaction of charged particles and elec-

tromagnetic fields, making them a powerful way of mimicing plasma-based acceleration.

In this thesis, the PIC code FBPIC (Fourier-Bessel Particle-In-Cell) [42–45] was used. As

in other PIC codes, charged particles are represented by macroparticles in FBPIC, while

the fields are represented on a grid [46]. The time evolution is then simulated in discrete

time steps where four calculations are performed:

� The values of the E-field and the B-field are gathered from the grid onto the

macroparticles.

� The particles are pushed forward by one time step according to their velocity.

� The charge and the current of the macroparticles are deposited onto the grid repre-

senting the fields.

� The E-field and the B-field are incremented in time.

Other than most PIC codes which use a 3D Cartesian grid, FBPIC uses a set of 2D radial

grids, which represent azimuthal modes of the 3D problem. This technique is computa-

tional advantageous for problems with a close-to-cylindrical symmetry, as is the case in

laser wakefield acceleration. Another difference to other PIC codes lies in the solving of

the Maxwell equations. Often, Maxwell’s equations are discretized using finite-difference

methods, which can lead to numerical artefacts such as emittance growth [47], numerical

Cherenkov effects [48] or erroneous dephasing-length prediction [49]. In FBPIC, the fields

are solved in spectral space, which allows a more precise evaluation of the derivations

and an analytical integration of Maxwell’s equations. In contrast to other codes, this can

make FBPIC dispersion-free in all directions and intrinsically frees the code of numer-

ical Cherenkov instabilities by using co-propagating Galilean coordinates. In addition,

the spectral algorithms have better stability in Lorentz-boosted frame simulations, which

can be several orders of magnitude faster compared to laboratory-frame simulations [50].

Due to these advantages of FBPIC, especially the low computational costs of simulations

compared to other codes, it was chosen for all PIC simulations in this thesis.

2.4 Injection

To accelerate electron bunches using plasmas, they need to be injected into the accelerating

phase of the wakefield. The injection can be achieved with several different techniques, of

which four are described here, which were also used in the presented experiments.



2.4. Injection 9

2.4.1 Self-injection

Plasma electrons can be trapped in the wakefield, which is called self-injection, as the

electrons are generated from within the plasma [37, 51, 52]. The trapping of electrons

can be achieved by driving the wakefield beyond the wave-breaking threshold defined in

Eq. 2.7. If the wave is driven far beyond this threshold, the wave structure is destroyed

and large amounts of charge can be accelerated to high energies but at the cost of a

broad energy distribution, as already demonstrated in 1995 [53]. Close to the wave-

breaking threshold, electrons from the background plasma can be trapped in the wave

without destroying its structure. In this case, narrow energy-spread electron beams can

be accelerated in the non-linear wakefield, the so-called bubble regime [37] depicted in Fig.

2.2, at high acceleration gradients. This was experimentally shown in 2004 with the first

generation of quasi-monoenergetic beams [18–20].

A downside of self-injection is the difficulty in controlling it. As self-injection is a highly

non-linear process, it is very sensitive to laser and plasma parameters. Therefore, small

changes can lead to a transition from a single to multiple bunches [54]. Nevertheless,

significant improvement of the stability of self-injected beams can be accomplished by

stabilisation of experimental parameters, as was shown e.g. by the use of steady-state-

flow gas cells [55].

2.4.2 Shock-front injection

A more controlled technique for the injection is shock-front injection[56, 57], which is

based on density transitions of the driver beam inside the plasma [58, 59]. The length of

the wakefield is inversely proportional to the square root of the plasma density, as was

shown in Eq. 2.8. A decreasing plasma density will therefore result in an elongation of the

wakefield so that electrons positioned at the back of the wakefield will be trapped. This

principle is also depicted in Fig. 2.3. The increased density level is often created using a

blade positioned over a gas jet that creates a density shock-wave in the gas and therefore

a short density ramp that can be used to inject electrons.
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Figure 2.3: The principle of shock-front injection. a) density profile with two density levels
n1 and n2 with a steep transition between the two levels. b) a laser (red circle)
drives a wakefield (red dashed line) with a plasma wavelength of λp1, accumulating
electrons at the back (blue circle). After undergoing the density transition from
n1 to n2, the plasma wavelength increases to λp2 and the electrons from the back
of the wakefield are injected into it.

2.4.3 Ionisation injection

Another controlled technique to inject electrons is ionisation injection (II) [60–62]. Here,

the gas being ionised usually consists of two gas species and therefore multiple ionisation

states. The lower ionisation states will be ionised by the leading edge of the laser pulse,

forming the background plasma. To ionise the higher states, more laser intensity is re-

quired. Therefore, these states can only be ionised by the high-intensity peak of the pulse.

Electrons that are ionised near the high-intensity peak of the laser will be trapped inside

the wakefield rather than being expelled if the wakefield is driven sufficiently high. It was

shown that this process requires an a0 of 1.7 or larger in the case of nitrogen [62].

Nitrogen is a good candidate as a doping gas in hydrogen or helium as can be shown

by a calculation of the intensities required for ionisation of these elements. The required

intensity for an ionisation level (Zion) can calculated from the binding energies (Ebind) of

the elements via [63]:

I = 4× 109
E4
bind(eV )

Z2
ion

. (2.9)

While Eq. 2.9 was derived for noble gases, it has been found through experimental studies

to also apply to other gases e.g. nitrogen [64]. Using literature values for the binding

energies [65], the intensities required for the ionisation of hydrogen, helium and nitrogen

can be calculated from Eq. 2.9. These are listed in Tab. 2.1. As can be seen in the table,

hydrogen and helium as well as the five outer electrons from nitrogen require intensities

on the order of 1× 1016 W cm−2 or below to be ionised and would consequently be ionised
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Element Ion Ebind(eV ) Intensity (W/cm2)

Hydrogen H+ 13.6 1.37 ×1014

Helium He+ 24.6 1.46 ×1015

He2+ 54.4 8.76 ×1015

Nitrogen N+ 14.5 1.77 ×1014

N2+ 29.6 7.68 ×1014

N3+ 47.4 2.24 ×1015

N4+ 77.5 9.02 ×1015

N5+ 97.9 1.47 ×1016

N6+ 552.1 1.03 ×1019

N7+ 667.0 1.62 ×1019

Table 2.1: Binding energies and intensities required for ionisation of hydrogen, helium and
nitrogen.

from the outer wings of a laser pulse with a peak intensity of 1 × 1018 W cm−2 or more.

The inner two electrons of nitrogen on the other hand require intensities of more than

1× 1019 W cm−2, corresponding well to the required a0 of 1.7.

Ionisation injection was found to be able to inject and accelerate electrons in a stable

way as early experiments using this technique show [66–68]. A downside of the injection

technique is the continuous ionisation and trapping of electrons that leads to large energy

spread.

2.4.4 Self-truncated ionisation injection

Several proposals have been made to overcome the issue of continuous trapping of ioni-

sation injection while maintaining the stability of the injection technique. Examples are

the use of multiple laser pulses [69, 70], tailored density profiles [71], the use of two stages

[72] or the combination of ionisation injection and shock-front injection [57]. While these

techniques have been shown to be capable of generating narrow energy-spread electron

bunches, they complicate the setup.

Another technique to overcome the continuous trapping is self-truncated ionisation

injection (STII). Here the injection is truncated via self-focusing of the laser pulse inside

the plasma [8, 73]. One possibility for STII is to use an initially unmatched laser spot

to ionise the doped gas. In this case, the injection condition breaks due to self-focusing

of the laser pulse in the plasma and deformation of the plasma wave, as this process

shifts the relative position of the ionised electrons towards the front of the laser pulse [73].

Alternatively, a moderate laser energy (a0 ≈ 1) is used that only reaches the required

intensity for injection for a short distance inside the plasma due to self-focussing and

defocussing [8]. In both cases, the injection distance is limited to a length of typically a

few hundred micrometers, enabling the generation of low-energy-spread electron beams.

Stable generation of electron bunches with peaked electron distributions using the

former technique was shown in several experiments without further changes to the setup

[74–76]. The latter case has not yet been shown experimentally.
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2.5 Limits of acceleration

While LPA offers high acceleration gradients, the maximum energy gain achievable in a

single acceleration stage is limited by several mechanisms, mainly dephasing, depletion

and diffraction, which are described here in more detail.

Dephasing

The phase velocity vφ of the wakefield inside a uniform plasma is defined as the difference

of the group velocity of the laser and its etching velocity, which describes the etching of

the laser due to local pump depletion at the front of the pulse from driving the wakefield

[77, 78]:

vφ = c

(
1−

3ω2
p

2ω2

)
, (2.10)

where c is the speed of light in vacuum; vφ is therefore smaller than the speed of the electron

bunch, which is accelerated to relativistic energies very quickly and consequently travels

at approximately c inside the plasma. An electron bunch that is initially positioned in the

accelerating field of the wake will therefore transition into the decelerating phase. The

distance an electron will travel in the laboratory frame whilst shifting from the accelerating

field to the zero crossing of the wakefield is called the dephasing length. For a laser-strength

parameter on the order of 1, the dephasing length Ldeph can be estimated by [32]:

Ldeph =
λ3p
2λ20

(2.11)

Acceleration for distances exceeding Ldeph can be achieved by increasing the phase velocity

of the wakefield. Several techniques to overcome the dephasing limit have been proposed

and demonstrated. These include density ramps [79, 80], travelling wave acceleration [81],

multi-pulse acceleration [82] and advanced focussing optics [83]

Depletion

Another factor limiting the acceleration length of an LPA is pump depletion. While the

laser drives a plasma wave, it transfers energy from the laser pulse to the wakefield [32].

If all energy from the laser is transferred to the wakefield, the electrons can no longer be

accelerated. Therefore, the pump-depletion length Lpd can be estimated by equating the

laser pulse energy to the energy left behind in the wakefield. For an a0 on the order of

one, this results in a depletion length of [32]:

Lpd =
2λ3p
λ20a

2
0

. (2.12)

In the linear regime, the acceleration length is therefore more limited by the dephasing

length than by depletion, unless the phase velocity of the wakefield is increased.
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Diffraction

To reach intensities required for the driving of the wakefield the laser is usually focussed

into the plasma. In vacuum, the laser pulse will undergo Rayleigh diffraction, increasing

its spot size as rs(z) = r0(1 + z2/Z2
R)1/2, where r0 is the minimum spot size in the focus

(z = 0) and ZR is the Rayleigh length describing the distance over which the beam radius

has increased by a factor of
√

2 [32]. If no optical guiding for the laser pulse is present,

the acceleration distance will therefore be limited to a few Rayleigh lengths.
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Chapter 3

Overview of the experimental

laboratories

The experiments described in this thesis were conducted at a laser-plasma acceleration

(LPA) setup at DESY in Hamburg, Germany. Both laser- and experimental laboratories

are situated on top of the Free-electron LASer in Hamburg (FLASH) accelerator hall. A

floorplan of the laboratories and the control room is depicted in Fig. 3.1.

SPECTRE laser

BOND lab

control room

laser lab

LWFA setup

target
character-
isation

Figure 3.1: Layout of the laser laboratory housing the SPECTRE laser system and the BOND
laboratory with the setups for LPA studies and target characterisation. The ex-
periments in the BOND lab are conducted from the control room shown in the
bottom of the image.

The laser system used in these experiments is shared with the Future-ORiented

Wakefield Accelerator Research and Development at FLASH (FLASHForward) exper-

iment, which conducts beam-driven plasma-wakefield experiments [40, 41]. Despite the

author’s contributions to several FLASHForward experiments [84–87], the focus of this

thesis is on LPA experiments conducted in the context of PLASMED-X, which aims to

perform proof-of-principle experiments of X-ray fluorescence imaging (XFI) with an LPA

source [5–7]. The laser system used in the experiments and the Beam Optimisation and
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Novel Diagnostics (BOND) laboratory, where the LPA experiments were conducted, are

described in this Chapter.

3.1 Laser system

A main component for the LPA experiments described in this work is the SPECTRE

laser system, which is also used at FLASHForward for internal-injection experiments and

plasma-target characterisation. This section will describe fundamental laser principles

followed by specifics of TW-class laser systems - often with respect to the 25 TW laser

used for this work. A more general description of ultrashort lasers can be found in literature

which was used for writing this chapter [88–90]. Finally, a description of the laser system

and its most important parameters and diagnostics used in the experiments is given. The

focus is on the use of the laser as a driver in the LPA experiments.

3.1.1 Fundamentals of ultrashort lasers

Laser is an acronym for light amplification by stimulated emission of radiation. The fun-

damental principle of lasers, the process of stimulated emission of radiation was proposed

by Einstein in 1916 [91]. The first experimental demonstration of a laser was achieved in

1960 using ruby as gain material [92].

A laser requires three main components: a gain medium, a pump and an optical

resonator. A schematic of a basic laser setup is depicted in Fig. 3.2a. Inside the gain

medium, three or more energy levels are required, as can be seen in Fig. 3.2b. The pump

will excite electrons in the atoms of the gain medium from the ground state E0 to an

excited state E3. As this requires the specific energy of the incoming pump photons of

E3−E0 = h̄νpump, pumping can be done by e.g. another laser or flashlamps. Inside the gain

medium, the electrons decay to lower states via non-radiative (thermal) processes to the

energy level E2. From there the electron can decay further to the level E1 under emission

of a photon. This can happen without further influences on the gain medium which is

called spontaneous emission. If however a photon with the energy E2−E1 = h̄νlaser passes

by an exited atom, it will stimulate this process and amplify the light. A passing photon

could also be absorbed by the atom to excite an electron from energy level E1 to E2. As

this process has the same probability as the stimulated emission, a population inversion

of the levels E1 and E2 is required, meaning more electrons need to be in the higher

state E2 compared to the number of electrons in the lower energetic state E1, explaining

the requirement for three or more energy levels for an optically pumped laser medium.

The gain medium is placed between two cavity mirrors to reflect the light back into the

gain medium, thereby enabling the amplification of the intensity inside the cavity at each

reflection. One of the two mirrors has usually a transmission on the order of a percent to

couple out light from the cavity as laser light.
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E3

E2

E1

E0

pump laser

gain medium

pump

cavity mirror
cavity mirror/

outcouple mirror

a) b)

Figure 3.2: Basic principle of a laser. (a) required components for a laser. (b) energy levels
in a laser gain medium.

In order to accelerate electrons using laser wakefield acceleration, typically laser inten-

sities on the order of 1× 1018 W/cm2 and more are needed. To produce these intensities,

laser systems with peak powers on the order of terawatts to petawatts are required, which

often have pulse durations on the order of femtoseconds. As the maximum intensity in

the gain medium is limited due to non-linear effects to about 5 GW cm−2 [89], the ampli-

fication is often done in a stretched pulse. To reach energies on the order of terawatts and

more, the stretched pulse is then compressed again after the final amplification stage. This

technique is called chirped pulse amplification (CPA) and was introduced by Strickland

and Mourou in 1985 [17]. Strickland and Mourou were awarded the Nobel Prize in Physics

‘for their method of generating high-intensity, ultra-short optical pulses’ in 2018 [93].

stretch amplify compress

Figure 3.3: Principle of Chirped Pulse Amplification. A short broadband pulse is stretched
before amplification and afterwards compressed again to reach high intensities to
decrease the intensity inside the laser gain material.

The principle of CPA is based on the wavelength range of short laser pulses and is

depicted in Fig. 3.3. Due to Heisenberg’s uncertainty principle [94], short laser pulses are

required to have a broader wavelength range. For example, a Gaussian laser pulse with a

pulse duration of 25 fs and a central wavelength at 800 nm requires a minimal bandwidth

of 88 nm [88]. Such a pulse is then called Fourier-limited, as it cannot be compressed

further without increasing its bandwidth. As a consequence, only certain laser materials

that allow for gain in a broad spectral range can be used. A common example for such
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a gain material is titanium sapphire (Ti:Sa) [95]. In CPA, an initially short (few fs)

and broad (tens of nm) laser pulse is stretched using a dispersive element e.g. a grating

pair, by several orders of magnitude before amplification. The stretched pulse can be

amplified without reaching the intensities which would lead to non-linear effects in the

laser system. After the final amplification, the pulse is compressed by implementing a

negative dispersion to the pulse e.g. using another grating pair. Using this technique, the

first laser with similar power to the 25 TW laser system at FLASHForward was reported

in 1996 [96].

3.1.2 The SPECTRE laser system

The SPECTRE laser system is set up in a laboratory together with a diagnostics section.

An overview plan of the laser laboratory is depicted in Fig. 3.4. The main parts of the

system are located on a laser table with a size of about 2 m by 10 m. The final compression

of the pulse is done in a compressor tank next to the laser table, from where the laser beam

can be sent either to the FLASHForward experiment or into the BOND laboratory. In

addition, a laser diagnostic section is situated next to the laser table. A third optics table

offers space for small experiments and test setups inside the laser laboratory. The laser

system and its most important components, namely oscillator, booster, stretcher, ampli-

fiers and compressors are described in this section, based on the operation manuals [97,

98]. A full drawing of the laser system and its optics is depicted in Fig. 3.5. In addition,

some diagnostics and properties of the laser beam will be described in the following.

Figure 3.4: Floorplan of the laser laboratory
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The initial, spectrally broad pulses come from the oscillator. The beampath of the

oscillator is depicted in Fig. 3.6, forming a more complex version of the basic laser setup

in Fig. 3.2a. A Ti:Sa crystal is pumped by a 532 nm (frequency doubled) diode laser.

The laser cavity is formed by the mirrors M1 to M7 and the out-couple mirror OC. For

alignment of the output beam of the cavity, two more mirrors are installed, before the

beam leaves the oscillator through a window at the Brewster Angle BWo. The oscillator

delivers ultra-short laser pulses rather than continuous wave (CW) via Kerr-lens mode-

locking [89]. The Kerr-lens effect is based on the intensity-dependent refractive index of

materials. The refractive index n is formed of a constant and a nonlinear term [88, 89]:

n = n0 + n2I(t) (3.1)

The nonlinear component n2 in Eq. 3.1 is dependent on the intensity of an electric field

(or light wave) and leads to self focussing of a high-intensity laser pulse. Using this effect,

the oscillator is designed such that high-intensity pulses are favoured over CW operation

and can be mode-locked, leading to a single femtosecond pulse travelling through the

oscillator cavity [99, 100]. The repetition rate of these pulses is defined by the round-trip

time of the cavity; it is 108 MHz in this case, to enable synchronisation of the laser system

to the FLASH accelerator, which is required for several FLASHForward experiments. This

synchronisation is done by adjusting the cavity length using the motors PZslow and PZfast.

EM1
OC

EM2

P1
M1

M2

M3

M4

M5

X

M6

L

M7

BD

PH2

PH1

PM1

PM2

BWo

PZfast

Pzslow

STP

P2

Figure 3.6: Layout of the oscillator [98].

After the oscillator, the pulses go through the Booster unit, where the repetition rate

is reduced and the contrast ratio of the pulse is increased. The Booster amplifies the

oscillator pulse in a multipass amplifier setup with a total of 14 passes. After 7 passes, the

pulses are reflected in a Pockels cell [89], which is able to change the polarisation of a beam

using birefringent crystals when applying a high voltage. In combination with a polarizing

beamsplitter, this enables the repetition rate to be reduced from the 108 MHz coming from

the oscillator to 10 Hz. After the pulse picking and amplification, the pulses are focussed

onto a saturable absorber. In the saturable absorber, pre-pulses or continuous background
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radiation is absorbed up to a certain intensity threshold, after which the absorber becomes

transmissive. This is necessary, since the constant pumping of the oscillator using a CW

pump diode leads to amplified spontaneous emission of the oscillator unit [89], which needs

to be suppressed for LPA.

The next section of the laser system is the stretcher. In the SPECTRE laser, the

stretching of the pulse is done by gratings in a so-called Öffner triplet [101], made of a

grating, a concave and a convex mirror. This setup enables abberation-free stretching

of the pulse [102, 103]. In addition, an acousto-optic programmable dispersive filter (or

Dazzler) is located behind the stretcher. The Dazzler enables control of the spectral phase

of the laser pulse. This is done by an acoustic wave generated by an RF signal in a

birefringent crystal. Thereby, the Dazzler enables dispersion of later parts of the laser

chain to be pre-compensated, allowing for more advanced shaping of the spectral phase.

After the Dazzler, the beam is amplified in three more stages. First, a regenerative

amplifier is employed, where the input and output of the amplifying cavity is handled

using Pockels cells and polarisers, therefore allowing control of the number of reflections

in the cavity. Furthermore, an acousto-optic programmable gain control filter (or Mazzer)

is placed in the regenerative amplifier cavity. The Mazzler, works similarly to the Dazzler

via acousto-optic waves in a birefringent crystal, but in the case of the Mazzler, the wave is

used to flatten the gain curve. This is achieved by diffracting spectral components from the

beam to increase losses at spectral regions of high gain. This allows for broader spectra and

subsequently short pulses. After the regenerative amplifier, the beam is further amplified in

the first multi-pass amplifier stage. The working principle of the first multi-pass amplifier

is analogous to the last amplifier stage, which is described below and depicted in Fig. 3.7.

In a next step, the beam is split in a ratio of 80 percent to 20 percent. The latter part

is compressed using a grating pair, in the same way as the compression of the main beam

is done, which will be discussed later. However, due to the energy in this beam of around

5 mJ, the compression can be done in air, resulting in a beam with a pulse duration of

25 fs and an energy of about 3.5 mJ. The other 80 percent of the beam is widened using

a pair of lenses and then amplified in the second and final multipass amplifying stage. A

plan view of the second multi-pass amplifier is depicted in Fig. 3.7. Afterwards, the beam

size is increased further using another lens pair to its final diameter of about 45 mm. The

final magnification of the beam is necessary to reduce the peak-intensity on the optics

both inside and subsequent to the compressor and keep the intensity below the damage

threshold once the beam is compressed.

The final compression of the main beam is done in a vacuum tank with a diameter

of 1.2 m. During the compression, the second- and third-order dispersion introduced by

stretcher and amplifier stages can be compensated by requiring two degrees of freedom.

In the case of the compressor, these are the angle of incidence on the gratings and the

distance between them. After the compression, the leakage of a mirror in the compressor

is transferred to the diagnostic table to monitor alignment and to characterise the laser
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pump in

laser in

laser out

Ti:Sa

Figure 3.7: Layout of the second multi-pass amplifier stage. A pump laser (green) pumps the
Ti:Sa crystal. The incoming laser (red) passes the pumped crystal five times. As
no cavity mirrors are used, the intensity inside the crystal is the same intensity
the pulse reaches after its final amplification. In addition, several diagnostics for
pump and main laser as well as lenses are inside the amplifier.

beam. These diagnostics will be described below. The main part of the compressed beam

is transported into a vacuum laser beamline, from where the beam can be sent into the

BOND lab or to experiments in the tunnel. An additional laser beamline is set up between

the laser and the BOND laboratory to transport the beam from the air compressor into

the BOND lab separately.

3.1.3 Laser diagnostics

The laser defines many properties in LPA as described in Chapter 2. Detailed knowledge of

the laser and regular maintenance of the laser including an optimisation of its parameters

is therefore very important for LPA experiments. The diagnostics used for the monitoring

and characterisation of the laser pulse are described in this section.

For the temporal characterisation of the laser pulse, an important measure is the in-

tensity contrast. The contrast is the ratio of the intensity at a time t to the peak intensity

of the pulse [104] and needs to be measured on both long timescales (hundreds of picosec-

onds) and on short timescales on the order of the pulse duration (tens of femtoseconds).

For these measurements, a Sequoia [105] and a Wizzler [106] are used respectively. The

Sequoia is a third-order cross-correlator that allows the measurement of the background

level of amplified spontaneous emission (ASE) or potential pre- and post-pulses of the laser

beam [105]. While pre-pulses are especially important in ion acceleration, a low level of

ASE is also important for LPA, as was found in the experiments discussed here as well as at

other LPA experiments [107]. The working principle of the Sequoia is as follows: the input

beam is split into two parts. One part passes a non-linear crystal to generate the second

harmonic (SH) of the beam, which functions as a reference of the beam. The SH and the

fundamental of the remaining part are then sent through a second non-linear crystal to

generate the a sum-frequency wave of the beam. This third harmonic of the fundamental

is measured using a photomultiplier tube and compared to the reference beam. To scan

the contrast measurements over hundreds of picoseconds, a delay stage is implemented in
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the fundamental of the beam. The use of neutral density filters enables a dynamic range

of the devices of up to twelve orders of magnitude. A comparison of a contrast measure-

ment using the Sequoia with an optimised alignment of saturable absorber and seed in

the regenerative amplifier (therefore reducing the ASE background) and a measurement

prior to the optimisation is depicted in Fig. 3.8. In both cases, a post-pulse is visible at

about 40 ps. This post-pulse leads to a fake pre-pulse at −40 ps due to the referencing of

the post-pulse.

Figure 3.8: Sequoia measurements of an optimised and unoptimised laser pulse. The optimised
alignment of contrast booster and amplifiers (red line) increases the background
level of amplified spontaneous emission by more than two orders of magnitudes
compared to the measurement using a misaligned system. In both cases, a post-
pulse is visible at about 40 ps. This post pulse leads to a artificial pre-pulse at
−40 ps due to the referencing of the post pulse.

The Wizzler [106] is used for a measurement of the laser-pulse duration via self-

referenced spectral interferometry [108, 109]. Using a single shot, it delivers both spectral

phase and amplitude measurements and therefore enables the complete temporal charac-

terisation of an ultrashort pulse. Furthermore, the Wizzler can send phase information

of the laser pulse to the Dazzler to perform an optimisation of the laser beam. In the

Wizzler, a replica of the input pulse is created and delayed. The main pulse generates a

reference pulse via Cross-Polarized Wave Generation (XPW) [110]. XPW is a third-order

nonlinear effect that generates a wave with a linear polarisation orthogonal to the input

wave. The amplitude of the XPW pulse is linked to the input amplitude via:

EXPW (t) ∝ |EIN (t)|2 · EIN (t) (3.2)

The created XPW pulse is therefore shorter and has a broader spectrum and a flatter

phase compared to the input pulse. Both replica pulse and XPW pulse are sent to a
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spectrometer that records an interference signal. Via Fourier-transform spectral inter-

ferometry [111], the spectral phase and amplitude of the pulse are then extracted in an

iterative process. The Wizzler software enables an optimisation of the pulse within a few

seconds and a measurement of the pulse duration at 10 Hz with higher accuracy compared

to the Grenouille, which was previously used for characterisation of the SPECTRE laser

[112]. However, it is worth noting that the measurement of the pulse duration using the

Wizzler requires an input pulse close to its Fourier-limit (< 50 fs) due to the sensitivity

of the XPW process to chirp. An example of the measurement of 1000 consecutive pulses

from the SPECTRE laser after optimisation using the Wizzler can be seen in Fig. 3.9.

Figure 3.9: Measurement of the pulse duration of 1000 consecutive laser pulses. (a) waterfall
plot of the shots. (b) average temporal profile with its FWHM. (c) histogram of
the FWHM pulse duration of the 1000 shots displayed.

Especially at the plasma target, a detailed knowledge of the laser parameters is im-

portant (more information on the experimental setup will follow in the next section). The

Wizzler could therefore be transported into the experimental laboratory to measure the

pulse duration before the last focussing optic. Using a flip mirror in front of the focussing

optics in the plasma chamber, it is possible to send the laser beam through a 1 mm thin

vacuum window into the Wizzler. The Wizzler can therefore correct the laser pulse from

any dispersion originating from optics after the compressor using the feedback control of

the Dazzler to produce short pulses on target. In the measurement of the pulse duration,

the effect of the group delay dispersion (GDD) on the laser pulse duration needs to be

considered, which stretches the pulse. For the measurements described here, the laser
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passes through a 1 mm-thick window made of fused silica and approximately 1 m of air,

which results in a GDD of 36 × 10−30 s2 and 20 × 10−30 s2, respectively [113, 114] for an

800 nm laser. The resulting pulse duration tout is dependent on the initial pulse duration

tin and the total GDD φ2 and can be calculated via [113]:

tout =
√
t4in + 16(ln2)2φ22/tin. (3.3)

As the output pulse duration for the 26.4 fs pulse depicted above does only change by

about 2% from the total GDD of 56×10−30 s2, the pulses were not corrected for this effect

after the measurement.

For alignment purposes, several near- and far-field cameras are installed in the laser

beamline between the vacuum compressor and the LPA experiment to precisely measure

the position and the pointing of the laser beam and allowing a reproducible alignment

of it. To image the near- and far-field, two-inch lenses and 12 bit charge-coupled device

(CCD) cameras are used in most cases. The near-field cameras could also be used to

measure the energy stability of the laser during the experiments. In this case, the cameras

were calibrated using commercial energy meters for. An example of the energy stability

of 1000 laser shots measured using a near-field camera in the last amplifier stage (MP2) is

depicted in Fig. 3.10. The standard deviation of the energy measurement of energy meter

and camera measurement agree quite well with values of 1.1% and 1.2% respectively.

Figure 3.10: Measurement of the laser energy of 1000 laser pulses. The energy (before com-
pression) of individual shots is shown as blue dots, the mean energy is shown as
the red line, the red shaded area corresponds of the standard deviation of about
1.2%.

To image and improve the focus quality, a 14 bit charge-coupled device (CCD) camera

is installed inside the vacuum in combination with an infinity-corrected objective with

a magnification of 10. The average focal-spot image and the pointing stability of 200

consecutive shots is depicted in Fig. 3.11. The optimised focal spot shown here has a

FWHM size of about (10.1 ± 0.2) µm in the horizontal axis and (13.0 ± 0.5) µm in the
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vertical axis at a pointing stability of 2.0 µrad and 2.2 µrad, respectively.

0

0.2

0.4

0.6

0.8

1

Figure 3.11: The average focal spot (corrected for pointing) of 200 consecutive shots with the
centre-of-mass of individual shots shown as red dots. The pointing stability of
the 200 shots is 2.0 µrad in the horizontal axis and 2.2 µrad in the vertical axis.

Another important factor for the laser spot is the M2 value, as it reflects how well the

laser beam can be focussed in comparison to an ideal Gaussian beam. The calculation

of M2 is regulated by ISO Standard 11146 and is based on the the measurement of the

second-moment beam-width in horizontal(dx(z)) and vertical (dy(z)) directions at different

longitudinal positions (z) around the focus. For a detailed description of the calculation

please refer to literature such as [115]. M2 is defined as:

M2 =
d0 · θ

4

π

λ
, (3.4)

where d0 is the second moment beam width in focus, θ is the beam divergence and λ the

laser wavelength. d0 and θ can be obtained from a second order fit of the squares of the

beam width of the form:

d2x,y = A+Bz + Cz2. (3.5)

This is depicted in Fig. 3.12, where the squares of the second order beam width in the

horizontal axis and the corresponding second order polynomial fit are shown. Using the

fit, the beam width in focus can be calculated via d0 =
√
A− B2

4C and the beam divergence

via θ = sqrtC. This resulted in M2 values for the focal scan in the depicted example of

M2
x = 1.8 in the horizontal direction and M2

y = 1.9 in the vertical direction.
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Figure 3.12: Squares of the second moment beam width in the horizontal axis and second
order polynomial fit for M2 calculation.

3.2 The BOND lab

The Beam Optimisation and Novel Diagnostics lab (BOND lab) is located next to the

laser laboratory. A vacuum beamline enables the use of the SPECTRE laser for plasma

acceleration and plasma target characterisation experiments in the BOND lab. A floorplan

image of the lab showing the plasma acceleration chamber, diagnostic sections for the

LPA experiments and the target characterisation setup is depicted in Fig. 3.13. In this

section, only the general outline of the LPA setup and diagnostics will be described. For

information on the plasma-target characterisation setup and results please refer to recent

publications [86].

LWFA setup
plasma target
characterisation

interferometer

spectrometer

charge
diagnostics

beam
dump

pre
interaction
diagnostics

Figure 3.13: Floorplan of the BOND lab with LPA setup and plasma target characterisation
setup.
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3.2.1 The laser-plasma-acceleration chamber

The heart of the plasma experiments is the plasma-acceleration chamber, which is a vac-

uum chamber with a diameter of 1.4 m. The chamber houses the setup for the laser

wakefield experiments, consisting of a focussing parabola, the plasma target and several

diagnostics, motors and stages for alignment. In the chamber, the beam is focussed using

an 3 ” off-axis parabola with a focal length of either 671 mm (silver coating) or 500 mm

(dielectric coating) onto a gas-target, consisting of a sapphire capillary [116, 117] or a

gas-jet nozzle [118]. To adjust the targets to the laser focus and beamline, the capillary is

mounted on a Hexapod, allowing for alignment in all three translational dimensions and

the corresponding angles of the capillary, while the gas jet is mounted on stages to allow

movement in the longitudinal and transverse axes of the laser beam. For the gas jet, a dif-

ferential pumping cube was developed, which is described in more detail in Sec. 4.3. The

differential pumping allows low residual pressures in the vacuum interaction chamber and

the vacuum compressor to be maintained, even when firing the gas jet at high repetition

rates. A transverse laser probe enables the measurement of the plasma density of the gas

jet, as described in more detail below.

In addition, the laser infrastructure for Thomson experiments and the alignment of this

laser beamline is done in the plasma acceleration chamber. This includes corresponding

motors and stages and diagnostics for alignment of the Thomson laser arm. Furthermore,

an active plasma lens (APL) [119, 120] can be used in the plasma chamber for emittance

measurements [121], or tunable and narrow bandwidth Thomson-scattering experiments

[7, 122].

3.2.2 Electron diagnostics

A detailed characterisation of the electrons is required to make any meaningful statements

about the produced beams. Informations about several aspects of the electrons can further

help to find correlations to other parameters of the experiments and help to improve the

quality and stability of the electron source. A number of diagnostics is available to measure

the electron beam pointing, divergence, charge and energy in the BOND lab. The electron-

beam pointing and divergence is measured on a profile screen, consisting of a phosphor

screen imaged with a CCD camera. The charge can be either measured non-invasively us-

ing a cavity (the so-called DaMon [123, 124]) and an integrating current transformer (ICT,

sometimes also called toroid [125]) or using the profile screen in an invasive measurement

[112, 126]. The electron energy is measured in the electron spectrometer, consisting of

a dipole magnet and phosphor screens imaged by CCD cameras. To be able to describe

the produced electron beams in later parts of this thesis, the working principle of these

diagnostics is described here in more detail. The use of Thomson scattering as a diagnostic

described in Chapter 5. A comparison of the different charge-diagnostic techniques can

be found in Appendix B.
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Phosphor screens

Phosphor screens convert energy of particles passing through the screen into visible light.

For the case of electrons, the energy stored in a screen is roughly constant for kinetic ener-

gies larger than 1 MeV [127]. Consequently, these screens can be used for a wide variety of

diagnostics applications. In the BOND lab, phosphor screens are used to measure pointing

and divergence of the electron beam, the beam charge and, in combination with a dipole

magnet, the spectrum of produced electron bunches. The emission of light happens via

luminescent processes, which are similar to the physics in a laser gain medium described

in Sec. 3.1.1. In phosphor screens, these processes are called fluorescence and phospho-

rescence [112, 126]. Both processes describe a decay from an excited state to the ground

state under emission of a photon. The schematic Jablonski diagram [128] for fluorescence

and phosphorescence is depicted in Fig. 3.14.

S0

T1

S1

ISC

hνfl

hνph

Figure 3.14: Jablonski diagram of fluorescence and phosphorescence [128]. An electron is
excited from the ground state S0 to an excited singlet state S1. Under emission
of a fluorescence photon, the excited electron can transition back to the ground
state. Alternatively, the excitation of the electron is followed by an intersystem
crossing (ISC) from the singlet state S1 to a triplet state T1. As the transition
from the triplet state T1 to the ground state S0 is spin-forbidden, the decay is
much slower. Such a decay is called phosphorescence.

For both processes, an electron is excited from the ground state (valence band) S0

to an excited state S1 (conduction band). Within the excited state, the electron can

undergo non-radiative transitions to the lowest vibration level via vibrational relaxation.

In fluorescence, which was first described by Stokes in 1852 [129], the electron can fall

down to the ground state under emission of a photon with an energy of S1 - S0. As the

excited state is usually unstable, this process happens on timescales of microseconds. In

the case of phosphorescence, the electron changes from the excited singlet state S1 to an

excited triplet state T1 via intersystem crossing. From the triplet state, the electron can

then transition to the ground state, similarly to fluorescence, However, according to the
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quantum-mechanical selection rules (please refer to text books such as [130]), a transition

from T1 to S0 is spin-forbidden. Therefore, phosphorescence happens on slower timescales

of milliseconds up to several seconds or even minutes, depending on the materials used.

The phosphor screen used in these experiments is called DRZ-High and consists of

a phosphor layer, a thin protective layer made of PET and a plastic supporting layer.

The phosphor layer in DRZ-High is made of Gd2O2S, know as Gadox, which is doped

with terbium. This material offers high light yield due to the high atomic numbers and

densities of gadolinium and terbium. In addition, the main fluorescence line of Gadox is

at a wavelength of 545 nm, which is advantageous for imaging with modern CCD camera

chips due to the high quantum efficiency of the chips for green light [131]. The DRZ screens

were absolutely calibrated together with several different screen types and a tritium source

at the ELBE accelerator in the Helmholtz Center Dresden Rossendorf (HZDR) [132, 133].

Compared to other phosphor screens based on the same phosphoric material (e.g. LANEX

screens or BioMAX screens), DRZ-High offers higher light yield per electron charge and

is more linear at high charge densities, making it a good choice for many diagnostic

applications.

The tritium source used to calibrate the imaging systems in the absolute calibration

campaign was cross calibrated to tritium sources at DESY in the context of this work,

allowing the application of the absolute calibration to other setups in the FLASHForward

framework. The results of this cross calibration can be found in the Appendix A.

The phosphor screens were also used to detect X-rays produced in the experiments.

The detection of X-rays is an indirect detection of the secondary particles produced inside

the DRZ screen via the photoelectric effect, Compton scattering and pair production.

The detection of an X-ray beam with DRZ is then analogous to the use of phosphor

screens for the detection an electron beam. The underlying processes for the production

of secondary electrons are described in Sec. 5.3.1. Consequently, measurements done using

phosphor screens are sensitive to noise from X-rays produced during or after the electron

acceleration.

Profile Screen

The profile screen consists of a DRZ-high screen, which can be driven into the electron

beam at a distance of 1.3 m from the gas target. The screen is installed at an angle of

45 degrees with respect to the electron axis to enable imaging of the reverse side of the

screen from the top. The size of 70 mm by 50 mm leads to a sensitive area of roughly

40 mrad × 40 mrad in the two transverse axes. To prevent laser light from illuminating

the screen, two layers of 50 µm-thick anodized aluminium foil were attached to the front

surface of the screen. The screen was then imaged with an 8 mm f/1.4 lens onto a 12 bit

CCD camera. A 10 nm bandpass filter around the central Gadox wavelength of 545 nm

was installed in front of the camera to reduce residual laser light reaching the camera

chip from scattering and plasma radiation by several orders of magnitude outside the
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filter bandwidth. An additional ND1 filter was installed on a flip mount to increase the

dynamic range of the profile screen measurement and prevent saturation in case of high-

charge beams. The imaging was spatially calibrated using graph paper to enable the use of

the screen as a diagnostic of the beam pointing and beam divergence. A cross-calibration

using tritium sources enabled to apply the absolute calibration of the screen done at HZDR

to be applied. Therefore, the screen can also be used as an invasive charge diagnostic.

DaMon

Two additional diagnostics were installed for a non-invasive measurement of the electron-

bunch charge. One of these diagnostics is the DaMon [123, 124], which stands for dark

current monitor whose name derives from its original use to detect dark currents in the

FLASH accelerator. The DaMon consists of a stainless steel cavity with its first monopole

mode at f = 1.3 GHz. A beam passing through the cavity will stimulate the first monopole

mode with a voltage of

U = U0 sin(ωt)e−t/τ , (3.6)

with ω = 2πf and a decay time τ = QL/(πf), where QL is the resonator-loaded quality

factor. The amplitude of this monopole mode U0 is proportional to the beam charge q via

U0 = qS. (3.7)

S is the sensitivity defined as S = πf

√
Z

Qext

(
R
Q

)
, where Z is the line impedance, Qext is

the resonator external quality factor and
(
R
Q

)
is the normalized shunt impedance. As the

sensitivity is only defined by constants, the amplitude of the first monopole mode (also

known as TM01 mode) is directly proportional to the bunch charge. In case of knowing

the values previously stated (as is the case for the unit installed in the BOND lab), the

electron-bunch charge can therefore be determined from a measurement of the amplitude

of the TM01 mode. It should be noted that the TM01 mode is not dependant on the

position of the electron bunch inside the cavity.

For a measurement of the amplitude, two antennae were installed to provide a high

dynamic range. The signal from the antennae is then processed by a dedicated electronics

unit that filters and converts the amplitude to a logarithmic value which is then sent to

an analog-to-digital converter (ADC). By the use of two antennae and conversion to a

logarithmic scale, the DaMon can detect bunch charges with a dynamic range of seven

orders of magnitude. The minimum charge detectable is roughly 50 fC, limited by the noise

in the electronics. By upgrading of the electronics (e.g. cooling), the noise level could be

lowered below one femtocoulomb [134]. Shielded cables reduce noise of electromagnetic

pulses (EMP) being picked up, as is depicted in an image of the DaMon in Fig. 3.15.



32 Chapter 3. Overview of the experimental laboratories

Figure 3.15: Image of the DaMon. The cavity is connected to the electron beam pipe enabling
the measurement of the charge of an electron bunch travelling through it. The
antenna for measurement of the Amplitude of the TM01 mode is visible in the
front. A second antenna is at the back for higher dynamic range which can not
be seen in the image.

Integrating current transformer

The second non-invasive charge diagnostic implemented in the setup is an integrating

current transformer (ICT) [112, 125], sometimes also known as a toroid. The ICT is a

passive transformer for the measurement of charges of short electron bunches. It is made

of a single-turn, capacitively shorted transformer and a second, fast-read-out transformer

in a common magnetic circuit. A passing electron bunch loads its charge instantaneously

into the single-turn transformer. Afterwards, the charge is slowly transferred to the second

transformer, leading to a pulse with a rise time of approximately 20 ns irrespective of the

electron bunch duration while at the same time avoiding core losses.

The ICT is commonly used in plasma-acceleration experiments for charge measure-

ments [18, 20] despite its known disturbance in the presence of EMP noise from e.g.

powerful lasers, plasma EMP, or discharge units [26, 125, 127, 135]. The influence of EMP

on the measurement of the electron charge using the ICT was also found in experiments

in the BOND lab (compare Sec. B in the Appendix). Therefore all measurements of the

electron-bunch charge stated in the following experimental sections were performed with

the DaMon.

Electron spectrometer

The energy of the electrons is measured in the electron spectrometer. The spectrometer in

the BOND lab is a single-shot dipole spectrometer commonly used in wakefield experiments
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[127, 136, 137]. The dipole magnet bends the electron trajectories according to their energy

due to the Lorentz force acting on the electrons. A measurement of the bending radii using

phosphor screens therefore enables the electron spectrum to be determined in a single shot.

The dipole magnet used in the BOND lab is an electromagnet with length of 500 mm

and a maximum current of 311 A, resulting in a magnetic field strength of 245 mT. The

magnet surrounds a vacuum chamber that prevents scattering of the electrons with air.

Using the maximum current, electron energies of up to 500 MeV can be resolved. Full 3D

measurements of the magnetic field inside the dipole were performed for currents of 311 A,

250 A and 180 A. These field maps are used for a calculation of the electron trajectories,

Furthermore, a relative calibration of the maximum field as a function of the current

was done using a Hall probe at a single measurement position, allowing to scale the 3D

maps for arbitrary current settings. The result of the calibration is shown in Fig. 3.16,

indicating a linear behaviour up to currents of about 250 A. Despite the tuning ability

of the electromagnet, the spectrometer was mostly operated at a current of 180 A, which

enabled an easy comparison of the electron beams of different measurement campaigns.
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Figure 3.16: Calibration of the magnetic field of the electron spectrometer dipole magnet as
a function of the current.

For the measurement of the electron bending radii, two DRZ-high type phosphor

screens are used. The first screen is mounted in the forward direction at an angle of

125 degrees with respect to the electron beam axis to detect high-energy electrons (>

35 MeV at 180 A). The distance of the forward screen from the gas target is roughly 2.25 m.

Under the magnet, a second screen was attached to the bottom of the magnet parallel to

the electron beam axis to detect low-energy electrons. Both screens were attached to a

1 mm-thick steel plate, functioning as the vacuum window of the magnet chamber. A sup-

port for the vacuum chamber leads to a gap between the two phosphor screens preventing

the detection of electrons in that region. While the high light output of DRZ-high screens

is beneficial for the low charge density of the dispersed electron beams, the low resolution

of the screen compared to other screens leads to a broadening of the signal and potential

overestimation of the spectral bandwidth. Despite the use of screens with high light yield,
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the signal on the low-energy screen was usually not sufficient for an efficient detection of

the lower electron energies (especially in the case of quasi-monoenergetic beams), which

is why only the spectrum obtained from the high-energy screen will be shown here.

Several effects can lead to a broadening of the measured spectra and a full analysis

and deconvolution of these effects can easily fill an entire thesis [137]. The main effects

that have to be considered are the resolution of the imaging system, broadening of the

signal in the phosphor screen and the vacuum window, broadening from the electron beam

divergence and, in the case of multiple shots, pointing fluctuations of the beam. Under-

standing of the broadening effects is essential when comparing spectrum measurements of

the electron beams to those obtained from PIC simulations.

The resolution of the imaging system was measured by determining the edge sharpness

of a chessboard pattern, which resulted in a resolution of the transition of roughly 520 µm.

The resolution of the phosphor screen can be obtained from the modulation transfer func-

tion (MTF) of the screen [138, 139]. From the MTF, the point spread function (PSF),

which can be used as a measure of the resolution of the screen, can be calculated via

Fourier transformation. The resulting PSF for DRZ-high and a power law fit are depicted

in Fig. 3.17. The fit resulted in a half width at half maximum of 130 µm, such that the

screen resolution is considered to be 260 µm. For a more detailed description of the res-

olution of imaging screen please refer to literature [138]. The broadening of the electron

beam in the steel vacuum window can be estimated by the RMS scattering angle
√
〈θ2〉

arising from multiple-scattering in the material. The scattering angle is defined by [140]:

√
〈θ2〉 = 13.6

1

βp

√
x

X0

(
1 + 0.038 ln

x

X0

)
, (3.8)

where β is the velocity relative to the speed of light, p the total momentum in MeV/c, X0

the radiation length of the material and x the thickness of the material. For 1 mm of iron,

this results in a scattering angle of 3.3 degree for an electron with an energy of 50 MeV.

An upper estimate of this broadening effect can be made multiplying the thickness of the

material by the tangent of the scattering angle, which results in a broadening of the beam

by 58 µm. Compared to the other effects described here even this upper limit is relatively

small, such that the effect can be neglected for the broadening in the even thinner DRZ

screen. In total, the broadening arising from the optical imaging resolution, the screen

resolution and broadening in the vacuum window and DRZ screen is estimated with 1 mm.

More broadening originates from the electron beam divergence and pointing. The

divergence and pointing stability of the beams of several milliradian each leads to a more

significant broadening on the order of several millimetres, due to the distance of the screen

from the gas target of approximately 2.25 m. A more detailed description of the beams and

their divergence and pointing stability will be presented in the following chapter. As these

broadening effects are highly dependent on the electron beam parameters, their calculation
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Figure 3.17: Point spread function obtained from Fourier transformation of the modulation
transfer function of DRZ-high.

is also presented after a discussion of the electron beam parameters. The calculation of

the broadening from the divergence is done via tracking of the electrons through the

measured magnetic field. From the tracking, the energy dependent broadening of the

signal on the DRZ screen can be determined. An example is shown in Fig. 3.18, where

the energy dependent broadening on the DRZ screen is depicted for electrons with a

FWHM divergence of 8 mrad. Using the tracking it is also possible to study the influence

of the pointing fluctuations by tracking the electrons with a pre-defined pointing offset.

The offset of the energies at the screen from the resulting tracking matrices can then be

used to calculate the broadening of this effect. This will again be explained in more detail

in the following chapter where the measured electron spectra are compared to the result

of PIC simulations.
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Figure 3.18: Broadening of the electron beam on the DRZ screen as a function of the electron
energy for an electron beam with an FWHM divergence of 8 mrad.

Several other second order effects would have to be considered for a complete analysis

of the broadening, such as the collection efficiency of the camera as a function of the screen

position. However, a complete analysis of this and further effects would go beyond the

scope of this work. Nevertheless, a comparison of electron beams from PIC simulations
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and the measured electron spectra is possible using the broadening effects described in

this section.

3.2.3 The probe beam and density measurements

Another important parameter for electron acceleration is the plasma density. For the

LPA experiments in the BOND lab, the measurement of the plasma density is done using

interferometry [141–143]. The refractive index of a plasma is dependent on the electron

density in the plasma. A transverse laser beam passing through the plasma will therefore

experience a phase shift compared to a laser beam that travels through vacuum. The

line-integrated plasma density is then proportional to the phase shift measured by an

interferometer [144].

In the BOND lab, the probe beam originating from the air compressor of the laser

system is used for the interferometry measurements. This enables independent timing of

the probe beam which is also advantageous for the Thomson experiments (see Chapter

5). After passing through the plasma, the probe beam is transported outside the plasma

chamber and sent to a Mach-Zehnder interferometer, where a part of the probe beam that

passed through the plasma is overlapped with a part of the beam that travelled through

vacuum only. The beams are imaged onto a CCD camera using a lens. As the region

of visibility of fringes is inversely proportional to the bandwidth of the laser pulse [144]

used for interferometry, a bandpass filter around the central laser wavelength is installed

in front of the camera to enhance the contrast of the resulting fringes. A sketch of the

setup is depicted in Fig. 3.19
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Figure 3.19: Sketch of the density measurement setup. The LPA laser (red) is focussed onto
the gas jet to create a plasma. The transverse probe beam (green) is passes
the plasma channel and is transported outside the chamber. The beam is sent
through a Mach-Zehnder interferometer where a a region of the beam that passed
the plasma is overlapped with a region that did not pass the plasma. The plane
of the plasma is then imaged on a CCD camera using a lens.
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From the fringe shift, the phase shift of the beam can be acquired using Fourier trans-

formation. As the resulting phase can only take values between −π and π, the resulting

phase map needs to be unwrapped to retrieve a phase map without unphysical jumps of

the phase by 2π. From the resulting two-dimensional map of the phase shift ∆φ(z,y),

where z is the propagation direction of the LPA laser and y the axis perpendicular to

LPA laser and probe laser, it is then possible to calculate the plasma density via an Abel

inversion. This requires the assumption of a radially symmetric density profile such that

the 2D phase shift ∆φ(z,y) is transformed to a radially symmetric density ne(z, r) via:

ne(z, r) =
λ0nc
π2

∫ ∞
r

d∆φ(z, y)

dy

1√
y2 − r2

dy. (3.9)

Here, λ0 is the wavelength of the probe laser and nc is the critical plasma density. While

perfect cylindrical symmetry is not achievable due to a decreasing density away from

the gas jet and imperfections of the laser pulse, the approximation is required for density

retrieval using this technique and is usually sufficiently accurate for a density measurement.

For a more detailed description of the phase retrieval and the subsequent calculation of

the density, please refer to [144].
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Chapter 4

Development of a stable electron

source

A major part of this thesis was the development and improvement of the electron source,

starting from the first electrons in the BOND lab towards a reproducible, high-repetition-

rate electron beam. The chapter starts with a short description of the first electron

beams accelerated in the BOND lab in Sec. 4.1 and the efforts necessary for these beams.

Afterwards, results of a comparison of three different injection mechanisms that were tested

in the laboratory are presented in Sec. 4.2. In Sec. 4.3, the improvement of these beams

towards a reproducible, high-repetition-rate electron source, which was used for the data

taking of several theses [7, 121, 145, 146] and publications [3, 147], is described. Finally,

the results of an 8 hour stability test with thousands of consecutive shots is presented in

Sec. 4.4, which is also prepared for a separate publication [3]. The next steps for further

optimisation of the electron beams are presented in Sec. 4.5.

4.1 Early self-injection experiments

To accelerate electrons in a laser plasma acceleration setup, a detailed understanding

and control of the laser is necessary. Therefore, most of the components and diagnostics

described in the previous section were already installed for the first electron acceleration

in the BOND lab. A schematic of the first acceleration setup is depicted in Fig. 4.1. A

photograph of the chamber for the first experiments can be seen in Fig. 4.2.

The diagnostics required for the acceleration of the first electron beams were built up

and optimised in multiple iterations, which was part of this work. To get a better under-

standing of the processes, diagnostics such as laser spectrometers and further alignment

cameras were set up before the first successful accelerations. The cameras and spectrome-

ters helped to achieve a more precise alignment and to optimise plasma density and laser

energy in a more controlled way. The maximisation of the red shift of the laser in the

plasma for example, which indicates the driving of the wakefield, was possible after the

implementation of the spectrometers. Using the added diagnostics, the first successful

acceleration of electron beams in the BOND lab was enabled. An image of the first ever

electron beam accelerated in the BOND lab is depicted in Fig. 4.3.
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Figure 4.1: Schematic drawing of the setup for first self-injection experiments. The beam
enters the main vacuum chamber and the leakage of the first mirror is sent to the
pre-interaction diagnostics for alignment. The reflected part is sent to an f/14
off-axis parabola (OAP), which focussed the beam onto a sapphire capillary with
a length of 15 mm and a diameter of 200 µm. To check the focus quality, a wedge
could be driven into the focussed laser beam in front of the capillary, sending it
into a focal-spot camera. The focal-spot quality was then optimised in vacuum
using pico motors. Before the parabola, a pickoff mirror could be flipped into
the beam to sent the pulse to the pre-interaction diagnostics for pulse-duration
measurements. The additional dispersion of the window was compensated using
the Dazzler. After the capillary, the laser could be collected using a second wedge,
was refocussed and sent to the post-interaction diagnostics for laser alignment,
capillary alignment and spectral analysis of the laser beam. To characterise the
electron beams, a profile screen and an electron spectrometer are available. Within
the first few weeks after electron acceleration, the ICT and the DaMon, were
added, which offered a non-invasive measurement of the bunch charge.

Figure 4.2: Photograph of the LPA chamber for the first electron acceleration.

Once the key parameters for electron acceleration were found, the beams could be

optimised and also other injection techniques such as ionisation injection were successfully

tested. Subsequently, improvement of the laser and plasma parameters lead to singular

electron beams with small divergence and narrow spectra, as is shown in Fig. 4.4.

The profile image in Fig. 4.4a shows a beam with an divergence of only 3.9 mrad

in the vertical and 4.3 mrad in the horizontal axis, and all three spectra shown in Fig.
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Figure 4.3: Logbook image of the first electron beam accelerated in the BOND lab.
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Figure 4.4: (a) profile image and (b) three spectra of early electron beams.

4.4b have a bandwidth of less than 10% FWHM. First studies of betatron radiation for

emittance measurements [112] and tests of the charge diagnostics [148] were therefore

possible using these beams. However, the reproducibility and stability of the electron

beams needed improvement, as can be seen in Fig 4.5, where the pointing stability and

the resulting integrated beam profile of an ionisation-injection test with 190 shots taken

over about 4 hours in February 2017 is shown. The pointing stability of this run resulted

in a standard deviation of 3.9 mrad in the horizontal axis and 6.4 mrad in the vertical axis

and a correspondingly big integrated profile image. As diagnostics required for a detailed

study of the acceleration process such as e.g. density measurements were not available

yet, the origin of the fluctuations could not be studied in more detail. Furthermore,

measurements of the charge of the early beams were not possible in a reliable way as

described in Appendix B.
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Figure 4.5: Pointing stability and integrated profile image of an early stability run with 190
shots.

4.2 Comparison of different injection schemes

After the first successful tests of the system, the focus was on creating a stable and reliable

electron source. The development of a stable electron source was necessary for many

LPA experiments at FLASHForward such as the study of plasma lenses [121], Thomson

experiments for medical imaging [6, 7] or the measurement of electron parameters using

Thomson scattering which is described in Chapter 5. Especially the Thomson experiments

set certain requirements on the stability of the electron source, as these experiments had to

be performed as multi-shot experiments due to difficulties in the detection of the produced

X-rays. Pointing stability and spectral stability were of high importance for all of the

planned experiments. In case of the Thomson experiments, the stability was required to

integrate the X-ray signal from multiple shots on the detector. In the case of plasma-lens

experiments, a reliable pointing was required to align the beam centrally through the lens

without introducing a dipole kick to energies not imaged on the electron spectrometer

screen. The Thomson experiments further required a stable electron-beam charge to be

able to adjust the flux to the detector and prevent saturation. Lastly, a small divergence of

the beams and a narrow spectrum would be beneficial for medical-imaging experiments to

reduce the background. These experiments were also the only ones which set requirements

on the electron energy. In a design study using Thomson simulations it was found that the

optimal energy for X-ray fluorescence imaging using gold nanoparticles is 64 MeV [149,

150], which was targeted for in the experiments.

The planned experiments also required a change of the layout inside the acceleration

chamber. The sapphire capillary was exchanged for a gas-jet target in order to allow an

overlap of the Thomson laser and electron beam inside the plasma and the use of the
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capillary as a plasma lens. The 671 mm parabola was changed to a parabola with a focal

length of 500 mm. The use of a parabola with a shorter focal length is advantageous for

the Thomson experiments, as it allows similar peak intensities to be reached in the focus

even after splitting the laser beam in an LPA and a Thomson part and eases the layout

in the chamber. Due to the amount of changes necessary, a full rebuild of the acceleration

chamber was required. As the planned Thomson experiments complicated the new layout

of the chamber and less space was available, the post interaction laser diagnostics were

removed. An interferometer setup using the transverse probe beam was added to measure

the plasma density of the gas jet as described in Sec. 3.2 but was only commissioned at a

later stage. A schematic of the changed setup is depicted in Fig. 4.6.
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Figure 4.6: Schematic drawing of the setup for injection-mechanism comparison. The beam
enters the main vacuum chamber and the leakage of the first mirror is sent to the
pre-interaction diagnostic table for alignment and pulse-duration measurements.
The reflected part of the beam is sent to a 3 ” f/11 off-axis parabola (OAP). The
parabola focusses the beam onto a gas jet with a diameter of either 1 mm or 3 mm.
To check the focus quality, a wedge could be driven into the focussed laser beam
in front of the gas jet, sending the beam into a focal-spot camera. The focal spot-
quality was then optimised in vacuum using pico motors on mirror mounts and
the mount of the OAP. A transverse probe laser was used in combination with a
Mach–Zehnder interferometer to monitor the plasma density of the gas jet. To
characterise the electron beams, a profile screen for divergence and pointing and
charge measurements, an ICT and a DaMon for non-invasive charge measurements
and an electron spectrometer for energy measurements are available.

In order to produce stable electron beams with the parameters mentioned above, sev-

eral injection techniques were tested. The methods used were further studies of self-

injection beams with the gas-jet target, as well as the two more controlled injection

schemes, shock-front injection and ionisation injection. For all of these techniques, several

parameters were available for the optimisation of the electron beams. Examples are laser

energy, pointing and focus positions as well as the spectral phase of the laser, the gas

species, plasma density or the position of the gas jet. In the case of shock-front injec-

tion, the position of the blade used to create the density shock added more parameters

to tune, while for ionisation injection, different gas-doping species and doping percentages

were tested. As this number of degrees of freedom are too many for detailed scans of all

parameters for the three different injection techniques studied here, it is unlikely that the
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optimal parameters for the used setup were found for the three different injection mecha-

nisms. Nevertheless, the beam stability of the optimal parameters found for the different

injection techniques is compared in this section. As these scans were performed at rel-

atively low repetition rates, no dedicated stability runs for the optimal parameter with

hundreds of shots were performed. Especially in the case of obviously unstable beams, no

time was wasted to demonstrate the instability with high statistical precision. Therefore,

sometimes the comparison of the stability of the different injection methods was sometimes

based on only a few shots.

The main focus was on finding beams stable in, pointing, energy and charge. The

maximum energy achievable in the LPA process was only of secondary importance, as the

optimisation towards 64 MeV was planned to be part of further optimisation using the

ideal injection technique. In addition to the stability at the best parameter set found,

the scans performed already gave hints on the robustness of the methods as they would

be stable for a wider range of parameters, or only work with very specific settings. This

robustness of the injection technique was also included in the final decision on finding the

optimal injection method for the future experimental goals.

For all of these injection techniques, a detailed understanding of the experimental

parameters would be desired to be able to find the origin of possible instabilities. However,

as the comparison shown here was done at an early stage of the setup, several diagnostics

were not available or not commissioned yet. Examples are the Wizzler required for pulse-

duration measurements which was added at a later stage, and the interferometer for plasma

density measurements, which had not been commissioned at the time.

To still be able to compare the different methods, the stability of the system is esti-

mated here. From near-field images of the last amplifier stage, the energy stability of the

laser was calculated, similar as in the example in Sec. 3.1.3. While several other effects

such as pulse duration play an important role in the acceleration process, this value still

enables a comparison of the overall stability of the laser for the different injection tech-

niques. As the interferometer setup was not commissioned yet, the stability of the plasma

density could only be determined relatively. While interferometer images were saved, the

lack of references prevented the calculation of the actual plasma densities from the mea-

sured phase shifts. Furthermore, the low image resolution in this early setup prevented

the analysis of the images from self injection and shock-front injection tests. In the ionisa-

tion injection experiments described in this section, the standard deviation of the plasma

density was found to be 8%. This instability most likely originated from differences in

the backing pressure as will be explained in Sec. 4.3. As the same gas system was used

for all experiments discussed in this section, the fluctuations of the plasma density will

be assumed to be similar for all presented datasets. It should also be noted that the data

shown in this section was taken within a period of one month, such that a similar overall

stability of the system for all presented experiments can be assumed.
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4.2.1 Self injection

The first method tested with the new setup was self injection (SI). To reach the intensi-

ties required for self injection, high backing pressures and plasma densities were needed.

Fluctuations of the backing pressure therefore also led to more unstable beams, especially

with regard to the pointing compared to the SI beams achieved using the sapphire capillar-

ies. However, the SI beams were further optimised by changing the parameters described

above. Results of the optimisation runs are shown in Fig. 4.7 and Fig. 4.8.
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Figure 4.7: (a) average beam profile of 15 self injection shots. The FWHM divergence in the
horizontal and vertical plane is depicted on the respective sides of the profile. (b)
integrated beam profile and pointing of single shots. The standard deviation of
the pointing stability is depicted on the sides of the integrated profile.

In Fig. 4.7a, the average beam profile and divergence of 15 shots and its divergence is

shown. The unsymmetrical beam shape of single shots is still visible in the average profile

and leads to wide background wings over the entire range of ±15 mrad shown here in the

horizontal and vertical axis of the profile image. The resulting FWHM divergence of the

average beam profile is 12.1 mrad in the horizontal and 9.6 mrad in the vertical axis, while

Gaussian fits of the single shots resulted in (25.3± 8.6) mrad for the horizontal divergence

and (17.1 ± 6.5) mrad in the vertical axis. The difference of the two values can again be

explained by the irregular beam halo of the self-injection electron beams.

The sum of the profile images of the 15 shots depicted in Fig. 4.7b indicates the

integrated electron profile of a run with multiple shots and is vastly different from the

average profile, showing the high pointing fluctuations of the method, even for optimised

conditions. The standard deviation of the pointing is again higher in the horizontal axis,

with 8.8 mrad compared to 6.1 mrad in the vertical axis. Single shots are even outside the
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range of ±15 mrad around the mean pointing depicted here, which was chosen for better

visibility and comparison to the other methods.

Figure 4.8: (a) Waterfall image (top) and integrated energy spectrum of 15 self-injection elec-
tron beams (bottom). (b) charge of the corresponding beams measured using the
DaMon.

The large pointing fluctuation is also visible in the waterfall plot shown in the upper

half of Fig. 4.8a. In combination with the charge measurements shown at the top of Fig.

4.8b, it seems that, due to the bad pointing, almost 50% of the shots shown here miss the

electron spectrometer entirely, as charges of at least 30 pC were measured for all of those

beams using the DaMon. Figure 4.8a does indicate some quasi monoenergetic shots with

peaks around 80 MeV, but the overall stability of the beams in terms of energy is very

poor as can be seen in the integrated energy spectrum. Despite the fact that charge was

injected for each of these 15 shots, the charge stability suffers from major fluctuations as

well, resulting in a mean charge of (71.7± 22.0) pC per shot.

Overall, self injection was found to be unstable in the described setup, despite the

fact that with sufficient laser power and plasma density, reliable injection of charge was

possible. The stabilisation of the injection technique, which highly depends on non-linear

processes such as self-focussing, turned out to be very difficult. Overall, the stability of

these beams is comparable to the beams achieved in early self-injection setups, which had

similar parameters as here [18–20]. In order to produce more stable beams using this

injection technique, the experimental parameters and especially the plasma density would

have to be stabilised, as has been shown previously [55]. The standard deviation of the

energy in the last amplifier stage resulted in a stability of 0.9%, such that the instabilities

are most likely originating from the plasma instabilities.
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4.2.2 Shock-front injection

To test shock-front injection, a blade was installed between gas jet and incoming laser

beam to create a shock in the density profile and inject particles as described in Sec.

2.4.2. To adjust the position of the density peak, the blade was placed on a motor stage

that moved parallel to the laser and electron axis. To align the blade in the horizontal

axis, the size of its image and the diffraction rings were minimized using the transverse

probe laser also used for density measurements.

The electron beams injected by the shock front were again optimised for different

backing pressures, laser energies and laser-pulse durations. In addition, the position of

the blade was changed to optimise the injection process. Moving the blade all the way

out away from the gas jet stopped the injection, indicating that the laser was below the

self-injection threshold and therefore operating in a more controlled way.
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Figure 4.9: (a) average beam profile of 25 shock-front injection shots. The FWHM divergence
in the horizontal and vertical plane is depicted on the respective sides of the profile.
(b) integrated beam profile and pointing of single shots. The standard deviation
of the pointing stability is depicted on the sides of the integrated profile.

Results of the optimisation are depicted in similar plots as for self injection in Fig.

4.9 and Fig. 4.10. As can be seen in Fig. 4.9a, the average beam profile for 30 shock

front injected beams is cleaner compared to the self-injection case discussed before. The

bottom tail of the average profile was later linked to residual fields of the spectrometer

magnet, indicating that a substantial part of the total charge is coming from low-energy

electrons. As no profile data of these beams exists without the magnetic field present, the

divergence of these beams in the vertical axis is most likely overestimated. The resulting

FWHM divergence for the average profile is 9.1 mrad in the horizontal and and 15.9 mrad
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in the vertical axis. Gaussian fits of the single shots resulted in FWHM divergence of

(11.0 ± 8.6) mrad in the horizontal and (13.7 ± 7.2) mrad in the vertical axis. The high

standard deviation of these values could originate from the difference in the spectra of

single shots and therefore different beam divergences, e.g. small divergences for peaked

spectra and high divergences in case of electron beams with a broad energy spectrum.

The integrated beam profile and the pointing stability shown in Fig. 4.9b shows an im-

provement of the pointing stability of the shock-front beams compared to the self-injection

beams. Nevertheless the resulting integrated profile in Fig. 4.9b is still clearly bigger than

the average profile of the beams corrected by their pointing fluctuations depicted in Fig.

4.9a. The pointing stability of the 30 shots is 3.4 mrad in the horizontal and 4.9 mrad in

the vertical direction, which is substantially smaller than in the case of self injection.

Figure 4.10: (a) Waterfall image (top) and integrated energy spectrum of 13 shock-front in-
jection beams (bottom). (b) charge of the corresponding beams measured using
the DaMon.

In contrast to the pointing stability, the spectral stability of the shock-front injected

beams did not improve, as can be seen in Fig. 4.10a. Both waterfall plot and integrated

spectrum in the figure show that quasi mono-energetic shots are achievable using this

technique. Stable injection of beams was however not possible, as can also be seen by

looking at the charge plots in Fig. 4.10b. In the case of two out of 13 shots, no charge at

all was injected and two more shots had charges of less than 3 pC. In addition, the charge

fluctuated a lot, leading to an average charge of (43.7± 33.1) pC.

Overall, the shock-front injected beams were not very stable in terms of energy and

more degrees of freedom for the blade such as height or rotation would probably have been

necessary to achieve reproducible beams using this injection method. In addition, small
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fluctuations of the gas backing pressure could again lead to instabilities of the produced

beams, as the dynamics of the injection would change for different gas densities. The laser

energy in the last amplifier stage had a standard deviation of 1.2% during the experiments.

Overall, the stability of previous experiments using this technique with slightly higher laser

energy could not be reproduced [56]. It should however be noted that a positive effect of

an increase in the laser power to 40 TW was already described in the experiments by Buck

et al. [56]. As adjustments required for the tuning of the shock could not be implemented

in the described system and the overall stability shown here was far from sufficient for the

planned Thomson experiments, shock-front injection was not pursued further.

4.2.3 Ionisation injection

The third injection method tested was ionisation injection, which already produced reliable

injection in experiments using the sapphire capillary. Both nitrogen and argon were tested

as doping species with different doping percentages. In addition, both 1 mm and 3 mm

nozzles were used as plasma targets. The results of the optimisation are again divided

into two figures with divergence and pointing of the beams shown in Fig. 4.11 and charge

and energy of the beams depicted in Fig. 4.12.
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Figure 4.11: (a) average beam profile of 50 ionisation injection shots. The FWHM divergence
in the horizontal and vertical plane is depicted on the respective sides of the
profile. (b) integrated beam profile and pointing of single shots. The standard
deviation of the pointing stability is depicted on the sides of the integrated profile.

In Fig. 4.11a, again the average beam profile is shown with its divergence. Compared to

the previous electron beams, the divergence of the average profile is much larger, especially

in the horizontal axis, which in this case is also the laser polarisation axis. The high
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divergence of the beam indicates that there is a large contribution from lower energy

electrons, as expected in the case of continuous injection due to the ongoing ionisation of

the doping gas. The elongation of the ionisation injection profile in one axis was already

present in the first publications using this injection method [67] and was previously linked

to the laser polarisation [151]. The FWHM size of the average profile with 27.1 mrad

in the horizontal and 9.4 mrad in the vertical direction is very similar to the divergence

value of Gaussian fits to single shots, leading to (27.1 ± 0.9) mrad in the horizontal and

(9.3 ± 0.6) mrad in the vertical axis, meaning that, despite the large divergence of the

beams, they are accelerated in a stable way.

Stable acceleration is also visible in the pointing of the beams depicted in Fig. 4.11b,

resulting in a standard deviation of 1.6 mrad in the horizontal axis and 0.6 mrad in the

vertical axis. Consequently, the average electron beam looks very similar to the integrated

profile of an entire run, which was not the case using the other two injection techniques

presented before.

In addition to pointing and divergence stability, the advantages of ionisation injection

are also visible when looking at spectral and charge stability in Fig. 4.12. In the waterfall

plot on the top half of Fig. 4.12a, similar spectra are visible for most of the 30 shots

displayed here. As a downside, continuous injection is also indicated in the integrated

spectrum at the bottom half of the graph, suggesting a long tail of low-energy electrons

for the energies below 35 MeV not measured by the high-energy spectrometer screen.

In terms of charge plotted in Fig. 4.12b, again the stability of the ionisation injection

beams exceeds that of the other two techniques, resulting in 100% injection for the 30 shots

shown here with an average charge of (46.1± 8.6) pC per shot. The standard deviation of

the laser energy in the last amplifier stage was again 1.2%.

Overall, ionisation injection offered more stable beams compared to the other two in-

jection techniques, as is also shown in Tab. 4.1, where the most important characteristics

of the achieved beams are compared. Compared to the other techniques, the only major

disadvantages are the larger beam profiles and broader electron spectra due to the contin-

uous injection process. In addition, similar reproducible beams were also achieved using

a variety of different parameters, such as different gas-doping species or different doping

percentages. Furthermore, electron charge, energy and pointing could be tuned e.g. by

changing the laser energy, as shown in Sec. 4.3. Therefore, ionisation injection was chosen

as the injection mechanism for future experiments and was optimised further.

Self injection Shock-front injection Ionisation injection
Divergence (mrad2) 12.1 x 9.6 9.1 x 15.9 27.1 x 9.4
Pointing (mrad2) 8.8 x 6.1 3.4 x 4.9 1.6 x 0.6
Charge (pC) 71.7 ± 22.0 43.7 ± 33.1 46.1 ± 8.6
Bandwidth peaked peaked continuous
Spectral stability poor poor good
Robustness poor poor good

Table 4.1: Comparison of the electron beams achieved using different injection techniques.
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Figure 4.12: (a) Waterfall image (top) and integrated energy spectrum of 30 ionisation-
injection beams. (b) charge of the corresponding beams measured using the
DaMon.

4.3 High repetition rate self-truncated ionisation injection

After the injection tests, the ionisation injection beams were further improved to meet the

requirements for the planned Thomson experiments. In addition, the repetition rate of the

system was increased to enable faster data taking and consequently speed up the further

optimisation process. For the Thomson experiments, the electron stability, especially in

terms of charge and spectral stability, needed further improvement and the energy had to

be increased to reach a high charge density at the target energy of about 64 MeV required

for medical imaging experiments. The process of the electron optimisation towards stable

high-repetition-rate acceleration is described in this section.

4.3.1 Increasing the stability and repetition rate

Two main problems in producing stable electron beams at high repetition rate were related

to gas issues for the plasma creation. First of all, the repetition rate for the electron accel-

eration was limited by the amount of residual gas in the vacuum chambers for all electron

beams described above. In addition, the fluctuations of the gas density and subsequently

the fluctuation of the plasma density of consecutive shots exceeded the variations of laser

parameters for these shots and had therefore had a high influence of the electron stabil-

ity. Therefore, two modifications to the setup were made to minimise residual gas in the

system and to stabilise the backing pressure.
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In order to protect the compressor gratings and mirrors in the system from the high-

intensity laser beam, the ambient pressure in the compressor was kept below 1×10−4 mbar.

By firing the gas jet or filling the sapphire capillary, the pressure in the LPA chamber and

the vacuum compressor exceeded this value to pressures on the order of 1 × 10−2 mbar.

Using the pumps attached to the system, it took tens of seconds to pump this gas out of

the system to a level where another shot could be fired. Therefore, a differential pumping

line was added to the chamber. A cube with 2 mm openings for in- and out-coupling of

laser and electron beam and windows for the transverse probe beam was put around the

gas jet. The gas jet was mounted on three stages for translations in all three dimensions

and attached to the bottom of the cube using flexible bellows to seal the bottom of the

cube. The top of the cube was then connected to a large external pump via an additional

vacuum line inside the LPA chamber as depicted in Fig. 4.13a, which shows a 3D drawing

of the differential pumping system. Due to the installation of the differential pumping line,

the pressure in the LPA chamber stayed at levels of 5× 10−5 mbar when firing the gas jet

with a backing pressure of 6 bar helium and an opening time of 7 ms at a repetition rate of

10 Hz, which exceeded the opening durations of 4 ms and backing pressured around 5 bar

used in daily operation. Even for a backing pressure of 17 bar, and the same repetition

rate and opening time as in the 6 bar case, the pressure in the LPA chamber only increased

to about 2× 10−4 mbar, as can be seen in Fig. 4.13b. During all these tests, the pressure

in the vacuum compressor tank was lower than the pressure in the LPA chamber by about

one order of magnitude.
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Figure 4.13: (a) 3D drawing of the differential pumping cube inside the chamber. (b) pressure
in the main interaction chamber when firing the gas jet wit different pressures at
a repetition rate of 10 Hz.

The implementation of the differential pumping cube would therefore allow even higher

backing pressures or repetition rates and the gas load was no longer the limiting factor

after this upgrade to the system. The cube was later changed to a cone with an 8 mm
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opening directly above the gas jet for more flexibility. Even after this change to the

differential pumping system, the gas load did not exceed the limit of 1 × 10−5 mbar in

the compressor when firing at maximum repetition rate of 10 Hz and backing pressures

of 3 bar to 5 bar used in daily operation. A photograph showing a helium plasma in the

differential pumping cube during active plasma lens experiments is depicted in Fig. 4.14.

pumping cube plasma lens

laser blockgas jet

in- and outlet

Figure 4.14: Photograph of a helium plasma in the differential pumping cube and hydrogen
filled active plasma lens. The in- and outlets for laser and electron beam are
visible through the window of the differential pumping cube, which are used for
interferometry images using the transverse probe. In front of the plasma lens,
the laser is blocked by a ceramic with a small hole for the electron beam.

In Fig. 4.13b, small peaks at the beginning of the pressure tests are visible for the

different backing pressures, indicating the higher backing pressures for the first tens of

seconds after starting to pulse the gas jet at 10 Hz. These problems point to the second

issue with the gas system. The peaks originate from the manual gas valves used to set the

backing pressure. The slow response time of these valves leads to a decrease of the backing

pressure while firing the gas jet until a steady-state backing pressure below the original

set point is reached. This is depicted in Fig. 4.15a, where backing pressure and chamber

pressure are shown in more detail for the 10 bar helium case from Fig. 4.13b. For the first

50 s after starting to pulse the gas jet, the backing pressure decreases by about 1.5 bar

- more than 10% of the original set point - and a new steady-state level is reached at

about 10 bar. When the pulsing of the gas jet is stopped after 200 s, the backing pressure

increases slowly until the original set point is reached after about one minute.

Therefore, the manual gas valve was exchanged to an electronic feedback system, which

monitors and adjusts the gas pressure constantly. A comparison of the backing pressure

using this feedback system is shown in Fig. 4.15b. In the figure, no difference of the

backing pressure is visible within the region within which the gas jet is fired (0 s to 200 s)

or when the gas jet is closed. In addition, the standard deviation of the backing pressure

over the entire duration shown here is only 0.8%, therefore allowing for a more stable
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Figure 4.15: (a) backing pressure of the gas jet and ambient chamber pressure (indicating times
when the gas jet is fired) using manual pressure valves. (b) backing pressure of
the gas jet and ambient chamber pressure (indicating times when the gas jet is
fired) using the feedback controlled electronic gas valves.

operation of the gas jet than before. The electronic gas valve also enabled faster and more

detailed studies of the plasma density for further optimisation of the electron beams, as

the setpoint can be controlled from outside the BOND lab and reaches a new level within

a few seconds.

In addition to the plasma-density stability, the laser stability is another important

factor for stable electron acceleration. During the injection tests described above, the laser

was operated within its design stability described in Sec. 3.1. Regular laser maintenance

helped to keep the laser system within the design parameters over the entire duration of

data taking for this thesis. The energy stability for example, which was mostly influenced

by the stability of the pump lasers was monitored on a daily basis and regular change

of the pump laser flashlamps allowed to operate at the design energy with a standard

deviation of about 1.5%. Therefore, only small changes to the system were made, e.g.

an automatically rotating mount for the saturable absorber in the Booster unit of the

laser system, allowing for the stable operation of the laser and especially a high spectral

stability over longer durations without the need to manually tune the laser system.

4.3.2 Transition to self-truncated ionisation injection

To bring up the beams to higher energies and decrease their spectral bandwidth, the

ionisation-injection beams had to be further improved. The continuous ionisation of the

doping gas and subsequently large energy spread of ionisation-injection electron beams

was already witnessed in the first experiments demonstrating the technique [66–68]. Nev-

ertheless, several experiments managed to mitigate the problem and decrease the energy

spread of the ionisation-injection beams. One possibility is to restrict the doping gas to
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a small region of the target. This can either be done by controlled doping into a small

region [62] or by using a two-stage acceleration setup [72, 152]. However, due to the use of

a short gas jet, these modifications were not possible here. Another possibility to reduce

the energy spread is the transition to a regime of self-truncated ionisation injection. This

injection method has been shown to accelerate quasi mono-energetic beams in a stable

manner in previous experiments [74–76]. As described in Sec. 2.4.4, this mechanism is

based on the self-focussing of the laser and the subsequent deformation of the wakefield,

breaking the trapping condition of the ionised gas.

Consequently, comprehensive scans of focus position, laser energy and plasma density

were performed to find the correct parameters for self-truncated ionisation injection in the

setup used. The improvements to the gas system and the high-repetition-rate upgrades

helped to find a parameter set where the beam size is substantially decreased compared

to the ionisation-injection beams described in the previous section. This already indicates

the transition to STII, as the divergent, low-energy electrons are not present in the profile

images depicted in Fig. 4.16.
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Figure 4.16: (a) average beam profile of 50 self-truncated ionisation-injection shots. The
FWHM divergence in the horizontal and vertical plane is depicted on the re-
spective sides of the profile. (b) integrated beam profile and pointing of single
shots. The standard deviation of the pointing stability is depicted on the sides
of the integrated profile.

Similar to the II beams, the average profile of the 50 consecutive STII shots shown in

Fig. 4.16a is widened on the axis of the laser polarization. In comparison to the previous

II beams, the divergence of these beams decreased, now reaching values of 10.0 mrad in

the horizontal and 6.2 mrad in the vertical axis, which is lower by a factor of two to

three in both axes. Gaussian fits to the divergence of single shots leads to a divergence of
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(9.6±0.8) mrad by (5.9±0.3) mrad, indicating the stability of this process. The integrated

beam profile depicted in Fig 4.16b is again not much larger than the average beam profile,

due to the small pointing fluctuations achieved using this technique. This is similar to the

stability achieved using II and results in a standard deviation of 2.1 mrad in the horizontal

axis (1.7 without the outlier of shot 26) and 1.3 mrad in the vertical axis.

The transition to a peaked spectrum without the low energetic tail is also visible when

looking at the energy in Fig. 4.17a. Most of the charge is in the energy range between

60 MeV to 85 MeV, as can be seen in the integrated spectrum shown in the bottom half of

the plot. Therefore, the target energy of 64 MeV is well within the energy range achievable

using STII. The waterfall plot shown in the upper half indicates a stable acceleration of

these beams both in terms of energy and charge. This is also supported in the charge plot

in Fig. 4.17b, showing an average charge of 20.8 pC with a standard deviation of 3.6 pC

for the 50 consecutive shots shown here.

Figure 4.17: (a) Waterfall image (top) and integrated energy spectrum of 50 self-truncated
ionisation injection beams. (b) charge of the corresponding beams measured
using the DaMon.

Using this new injection regime, some tuning of the electrons is also possible by chang-

ing the laser energy. This can be seen in Fig. 4.18, where 50 shots with the same parame-

ters as in Fig. 4.17 are shown, but the laser energy is decreased by 25%. This laser energy

is at the edge of the necessary energy required for STII, as can be seen in the charge and

waterfall plot of the figure. The peak of the spectrum decreases to an energy of about

57 MeV at these conditions, which is about 20 MeV less compared to the case with more

laser energy. The decrease of the peak electron energy comes at the cost of also reducing

the charge, as can be seen in Fig. 4.17b. The mean charge decreases to (3.0± 1.8) pC and
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eight out of the 50 shots shown have a charge of less than 1 pC. However, an analysis with

the sensitive channel of the DaMon shows that charges of at least 390 fC were injected,

which is almost an order of magnitude above the noise level.

Figure 4.18: (a) Waterfall image (top) and integrated energy spectrum of 50 self-truncated
ionisation injection beams. (b) charge of the corresponding beams measured
using the DaMon. In comparison to the energies and charges in Fig. 4.17, the
laser energy was decreased by 25%.

Overall, the use of STII allowed the production of electron beams with smaller di-

vergences and pointing stability comparable to that achieved in the II case. In addition,

spectra peaked around the design energy of 64 MeV are easily achievable using this tech-

nique, making it an excellent choice for future Thomson experiments as both a diagnostic

and in medical imaging.

4.3.3 Particle-in-cell simulations

The simulations shown here were done to recreate the beams used in Thomson experiments

which will be described in Chapter 5. The electron beams are similar to those shown in

Fig. 4.18, as a low charge was required for the experiments as will be explained later.

The simulations will be used to explain some features of the injection technique using

parameters that could not be measured during the experiment and to show the interplay

of plasma density, laser intensity and focal plane for STII.

The simulations were done with a simplified density profile based on the measured

density profile using the interferometer setup described in Sec. 3.2. A comparison of these

profiles in shown in Fig. 4.19.
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Figure 4.19: Comparison of the measured density profile with the standard deviation (blue
curve) and the density profile used for simulations (red curve).

For the laser, a vacuum peak intensity of a0 = 0.81, a 1/e2 (approximately 0.135 of

the intensity maximum) beam waist of 8.8 µm and a pulse duration of 30 fs was chosen,

which is similar to the parameters used in the experiment. The simulation results were

compared to experimentally measured values averaged over 300 shots. The charge in the

experiment of (2.7 ± 1.0) pC agrees well with the simulated charge of 2.0 pC, as do the

measured divergence of (3.9 ± 0.7) mrad × (7.4 ± 1.6) mrad and simulated divergence of

3.9 mrad × 7.1 mrad.

To be able to compare the spectra of the simulated electron beam and the measured

electron beam, the broadening effects described in Sec. 3.2.2 have to be applied to the

simulated beams. As mentioned earlier, the broadening of the electron beam is dependent

on the divergence of the electron beams. However, the divergence of the electron beam

is energy dependent, as the simulation reveals and is shown in Fig. 4.20a. Therefore,

the electron beam cannot be simply multiplied by a tracking matrix such as the example

depicted in Fig. 3.18 to include the broadening from divergence effects. Instead, the

broadening of the respective energies has to be studied independently. For the beams of

the simulation, this was done for five different energies between 40 MeV and 80 MeV. The

resulting FWHM broadening of these five energies and their divergences are depicted in

Fig. 4.20b. The higher dispersion of high-energy electrons is compensated by their decrease

in divergence, such that the resulting FWHM spread on the spectrometer screen is around

9 mm for all depicted energies. To further simplify the calculation of the broadening due

to the electron beam divergence, the value of 9 mm was therefore used for all electron

energies.

To estimate the broadened of the spectrum due to the pointing fluctuations, again

tracking simulations using the five energies depicted in Fig. 4.20 were performed. For

each input energy, the tracking was done with seven different pointing offsets between

−3 mrad and 3 mrad and including the energy dependent divergence. This is shown for

40 MeV electron in Fig. 4.21a and for 80 MeV in Fig. 4.21b. The resulting energy
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Figure 4.20: Energy dependent divergence of the electron beams and the resulting broaden-
ing on the electron spectrometer screen. a) energy dependent divergence of the
electron beams according to PIC simulations (blue lines), a fit (red line) and five
points of the fit, which were used for further analysis of the broadening on the
spectrometer screen (green x). b) The FWHM of the signal on the spectrometer
screen for energies between 40 MeV and 80 MeV with the respective divergences
plotted in panel a). The green dotted line marks the level of 9 mm.

dependent broadening of the signal on the screen as a function of the pointing fluctuations

is depicted in Fig.4.21c. A linear fit of the offsets for the five energies leads to a broadening

term of 0.017 mm/mrad/MeV.

In order to compare the simulated and the measured spectrum, the constant broadening

terms from the imaging system and the divergence and the linear broadening term from

the pointing fluctuations under the assumption of a standard deviation of the pointing

of 2 mrad were used to calculate the signal of the simulated bunch on the spectrometer

screen. Afterwards, the calculated screen signal was corrected according to the energy

width as a function of the screen position. The energy spectrum of the simulation, the

simulated spectrum including the broadening effects and the average spectrum of 300

shots from the Thomson experiments are depicted in Fig. 4.22. The energy distributions

of the measurement and the broadened spectrum agree reasonably well. There is however

a discrepancy, especially at higher energies. Overall, the energy of the measured spectrum

seems to be 1 MeV to 2 MeV above the simulated case. This could be explained by

simplifications made in the simulation, e.g. the simplified density profile or idealised

laser parameters. Furthermore, the real pointing fluctuations or a pointing offset of the
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Figure 4.21: Broadening of the electron signal on the electron spectrometer screen originating
from pointing fluctuations. a) Shift of the peak position on the screen for 40 MeV
for pointing offsets between −3 mrad and 3 mrad (blue crosses) including a linear
fit (red line). b) Shift of the peak position on the screen for 80 MeV electrons for
pointing offsets between −3 mrad and 3 mrad (blue crosses) including a linear fit
(red line). c) energy dependent broadening of the electron beams with energies
between 40 MeV and 80 MeV (blue crosses) and a linear fit (red line).

beams could deviate from the assumed parameters, as these could not simultaneously be

measured with the electron spectrum. In addition, the measured spectrum is averaged

over 300 shots, such that electron bunches with different electron distributions would

lead to further broadening effects and remove any substructure in the measured electron

distribution.

The simulation enables a more detailed study of the injection technique. For example

the evolution of the laser strength a0 inside the plasma, which can not be experimentally

measured, can be studied using PIC simulations, which is shown in Fig. 4.23. As can be

seen in the figure, the laser intensity increases via self focussing inside the plasma channel

to a value of about 1.8, exceeding the vacuum focus intensity by more than a factor of

two. In contrast to other STII experiments, where the injection condition is truncated

by further self focussing of the laser and bubble deformation, the laser intensity decreases

shortly afterwards in this case. This is possible as the laser pulse is not guided inside the

plasma. In total, the laser strength exceeds a value of a0 > 1.7 required for the injection

of the nitrogen dopant over a length of less than 200 µm, thus restricting the injection of

charge to about the same length as was described in Sec. 4.2.3. The injection meachanism
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Figure 4.22: Comparison of the measured average electron spectrum of about 300 shots with
its standard deviation and the electron spectrum from simulation. For a better
comparison, the simulated spectrum is also depicted including the broadening
effects of the spectrometer described in Sec. 3.2.2.

shown here describes the first experimental realisation of STII using a weakly relativistic

laser as proposed by Kamperidis et al. [8].

Figure 4.23: Evolution of a0 and the charge inside the plasma. The light blue area marks the
region of a0 > 1.7, where ionisation of inner shell electrons of nitrogen is possible.

The importance of the injection length becomes visible when looking at Fig. 4.24,

where the development of the mean energy of the simulated beam is depicted. For easier

comparison, the injection region with an a0 > 1.7 is again shown as the blue shaded region.

At the position where the a0 decreases again below the value of 1.7, the mean energy of the

bunch is already at 20 MeV, almost 60% of the FWHM width of 35 MeV of the spectrum

shown in the inset of the figure, making it a major contributor to the resulting bandwidth

of the bunch. Further acceleration of such a bunch could therefore decrease the relative

bandwidth of the electron bunches accelerated using this technique. It should be noted

that the use of the mean energy in this graph leads to a lower final energy than use of the

the peak energy of the same bunch depicted in Fig. 4.22.
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Figure 4.24: Evolution of the mean electron energy inside the plasma. The light blue area
marks the region of a0 > 1.7, where ionisation of inner shell electrons of nitrogen
is possible. At the end of the injection length, the mean energy is already 20 MeV,
almost 60% of the final FWHM energy spread of the final energy spectrum shown
in the inset.

The simulations also offer an explanation why more stable beams can be achieved using

this method than in the injection techniques discussed in Sec. 4.2. In Fig. 4.25, the energy

evolution of the last 150 µm in the plasma for three different input intensities is shown.

Both an increase in strength and a decrease of the laser strength by 1.25 %, which is similar

to the standard deviation of the laser stability in daily operation, lead to a decrease of

the final mean energy. Especially in the case of an increase in the laser intensity, this is

surprising. An explanation is the matching of the acceleration length to the dephasing. In

the simulation, the laser with a higher initial energy injects electrons earlier, as visible for

red and orange lines in Fig. 4.25a. However, the electrons also dephase earlier which in

total leads to a lower final energy than in the optimised case (blue line), as is visible in Fig.

4.25b. The opposite is the case for a lower laser strength (green and black lines), where

the energy decrease from dephased electrons at the end of the plasma is smaller compared

to the higher energies. Therefore, the final energies of the simulations with only a small

change in the laser strength with respect to the nominal case reach similar energies. In

total, the differences in the final energy for a0 ± 1.25% of 0.42% and 0.16% with respect

to the mean energy in the original case are much lower than the change in laser strength

of 1.25%. The interplay of the laser intensity, plasma density and focus position therefore

leads to plateau region of the self focussing and subsequently of the electron acceleration,

allowing a stable acceleration by cancelling out small fluctuations of the input parameters.

The energy evolution of a0 ± 5% emphasises that this is a plateau effect, as in both cases

the final mean energy is considerably lower than in the optimised case.
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Figure 4.25: Evolution of the mean energy for different laser intensities. a) shortly after in-
jection and b) at the end of the plasma down-ramp.

4.4 Long-term stability tests

The development of this stable, high-repetition-rate electron source enabled detailed sta-

bility studies of the produced beams. The data taking for a pointing stability test of 190

shots, as shown for the first electron beams in Sec. 4.1, would only take a little more

than a minute compared to the 4 hours it took to get the data shown in Fig. 4.5. At

the same time, the pointing fluctuation of the produced beams using the new injection

technique decreased by a factor of 4, displaying the advances of the upgraded system and

self-truncated ionisation injection. To show the capabilities of the electron source e.g. for

use in medical imaging experiments such as XFI, a long-term stability run was performed

over the duration of a full working day. The electron energy was tuned to be peaked

at 64 MeV to meet the parameters required for XFI Thomson experiments [6]. Over the

duration of 8 hours, a total number of 72000 shots were fired at a repetition rate of 2.5 Hz.

The results of this stability test described in this section are also prepared for a separate

publication [3].

Electron beams were successfully injected and accelerated in all of the 72000 shots,

making it one of the highest amount of consecutive electron shots of an LPA experiment

with energies of tens of MeV to date. As a reproducible flux is required for future applica-

tions of LPA experiments, the focus of the optimisation was on reliable and high average

charge rather than minimising charge fluctuations. This was successful, as the average

charge was roughly constant over the entire run duration as can be seen in Fig. 4.26,

where the average charge of 100 shots is shown together with the standard deviation of

these shots.

The mean charge was (14.5 ± 3.8) pC, which corresponds to a flux of about 2 nC per

minute and adds up to more than 1000 nC for the 8 hour run. A linear fit of the charge
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Figure 4.26: Measured charge as a function of shot number and time. The black line shows
the average charge of 100 shots with its standard deviation as grey band as a
function of time. A linear fit of all charge measurements is shown as the red
dotted line. A histogram of the injected charge is shown in the inset.

as a function of shot number shows an average increase of 0.7 aC per shot, resulting in an

increase of the mean charge by 0.05 pC or 0.3% after 72000 shots. The minimal measured

charge of 1.5 pC is well above the noise level of (0.51±0.01) pC of the high-charge channel

of the cavity-charge monitor, showing that electrons were injected and accelerated in all

of the 72000 consecutive shots.

The 2D electron divergence and 2D electron-beam pointing of the produced beams

were discussed earlier in this chapter. As these measurements were only possible in an

invasive way using the profile screen before the electron spectrometer, the pointing and

divergence were only measured on the electron spectrometer screen in the non-dispersive

(horizontal) axis. Results of the divergence and the pointing of these electron shots are

shown in Fig. 4.27. The pointing stability in Fig. 4.27a is plotted as an average of 100

shots at each position with the standard deviation of those shots as the grey band. In

the figure, a slow drift from −1 mrad to 1 mrad and back can be seen, which could not be

linked to any other parameter measured in the experiment. The stability of the pointing

was roughly constant over the entire duration with a standard deviation of 1.9 mrad. From

the symmetry in 2D-pointing-stability data of similar beams shown before, a similar if not

lower value of the pointing stability can be assumed in the dispersive axis as well, which

was not measured here as explained above. For the divergence, again the mean of 100 shots

with the standard deviation as the grey band is shown. The divergence in the horizontal

axis was (5.5 ± 0.9) mrad. As the laser polarisation was again parallel to the dispersive

axis of the electron spectrometer in this run, the vertical divergence can be assumed to be

larger by about a factor of 2.
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Figure 4.27: a) average pointing (black line) of 100 shots with its standard deviation (grey
band) and b) average divergence (black line) of 100 shots with its standard devi-
ation (grey band). Both measurements were done on the electron spectrometer
screen in the non-dispersive axis.

The stability of the electron energies is of high importance for many X-ray applications,

as the resulting photon energies for planned XFI experiments are mostly dependent on

the electron energies. In the presented dataset, a mean peak energy of (63± 4) MeV was

achieved corresponding to a standard deviation of 6 %. The spectra of these shots are

shown in Fig. 4.28a, where each line represents the average spectrum of 100 consecutive

shots.

Despite the good reproducibility of the spectrum visible in the waterfall plot, a drift of

the peak electron energy over time can be seen in Fig. 4.28a. The effect is more apparent

in Fig. 4.28c, where the moving average of 100 shots of the spectral peaks of Gaussian fits

is shown together with the moving standard deviation of these fits. A linear fit shows the

decrease of the peak energy as the red dashed line. According to the fit, the spectral peak

decreases from 65.3 MeV to 60.6 MeV after 72000 shots. This represents a decrease of the

spectral peak energy by 7.2 % or 65 eV per shot. Despite the decrease of the energy, the

standard deviation of the spectral fluctuation stays around 6 % during the entire run. An

explanation for the decrease of the peak energy at constant average charge could be a shift

of the laser focus position in the plasma due to heating and deformation of the gratings,

leading to a shorter acceleration distance [153, 154]. For the LPA setup in the BOND

lab, a test of the heat deposition on the gratings was conducted after the long-duration

stability test, which showed a temperature rise of the gratings and a shift of the focus

position on similar timescales [155].

In addition to the parameters directly measured in this run and presented above, the
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Figure 4.28: Electron energy as function of shot number and time. (a) waterfall plot, (b)
average energy spectrum and (c) position of the peaks of Gaussian fits averaged
over 100 shots at each position with their standard deviations shown as grey band

high-repetition-rate tests already hint at problems arising from transitioning LPA from

few-shot demonstration setups to high-repetition-rate facilities in the future. An example

is the amount of data these experiments produce. Saving all available diagnostics of the

setup leads to a disk usage of hundreds of gigabyte per hour. Therefore, only a small subset

of the available diagnostics was saved during this run in order to minimize the amount of

storage required, still resulting in a disk usage of 25 GB/h. These diagnostics were used to

correlate the electron charge and energy to the laser energy and plasma density in order

to understand the source of variations and improve the stability of the used setup in the

future.

Results of these correlations are shown in Fig. 4.29, where a subset of 3600 shots (24

minutes) was investigated to minimize the influence of long-term drifts on the correlations.

The highest correlation was found between electron peak energy and electron charge,

resulting in a correlation coefficient ρ of 0.72. Consequently, fluctuations of the peak energy

are unlikely to arise from beam loading as this would lead to a negative correlation. In

addition, a clear correlation between plasma density and charge can be seen in Fig. 4.29b

with a correlation of ρ = 0.50, showing the importance of the stabilisation of plasma

parameters to the percent level and below. An increase of the stability of the plasma

density might be achieved by using continuous-flow targets rather than a pulsed gas jet

to work in a steady-state regime. The electron charge seems to have a higher dependence

on electron density and laser energy (4.29b and 4.29c) compared to the dependence of

the electron energy on electron density and laser energy (4.29d and 4.29f), indicating that
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the electron energy is mostly dependent on laser parameters such as laser pointing and

longitudinal focus position or pulse duration, which were not measured during this run.

The weak dependence of the final energy on laser parameters can be explained by the

injection technique. The evolution of the mean energy for different laser energies was

already depicted in Fig. 4.25. It was shown that a higher (lower) laser intensity also led

to stronger (weaker) dephasing of the bunches in the plasma downramp and hence only

to a small change of the final energy. The technique is therefore very robust against small

changes of the laser energy and its impact on the final electron-bunch energy. The weak

dependence of electron density and laser energy shown in Fig. 4.29e can be expected, as

full ionisation of the gas can be assumed for the laser intensities in this experiment.
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Figure 4.29: Correlations of (a), charge and electron energy; (b), charge and plasma density;
(c), charge and laser energy; (d), electron energy and plasma density; (e), electron
density and laser energy; (f) laser energy and electron energy.
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Furthermore, in this experiment the plasma density seems to have a higher influence

on the electron parameters compared to the laser energy in general. It should however be

noted that the laser energy refers to the energy and its fluctuations in the near-field of the

last amplifier stage (MP2). From this value, the on target energy is calculated, assuming

a compressor and beamline transmission of 60%. Consequently, the value stated here is

not sensitive to changes of the beamline transmission origination for example from burned

optics. The extrapolation of the on-target energy from the energy in the last amplification

stage was necessary as the actual on-target energy was not measured during the run. More

diagnostics would be required in future if the setup is to be improved. This would allow for

a more detailed analysis of the origin of electron-beam fluctuations and their dependence

on specific laser and plasma parameters.

4.5 Results of the electron optimisation and future work

The goal of the work described in this chapter was to set up an electron source and optimise

it towards the use in tests of XFI experiments using LPA electrons. Self injection, shock-

front injection and ionisation injection were tested for their ability to produce beams with

stable pointing, spectrum and charge at an energy around 64 MeV, which was required for

the planned tests. Using the LPA setup at FLASHForward, ionisation injection offered

more stability than the other two injection techniques. This is most likely due to the

high fluctuations of the gas backing pressure and consequently the plasma density in

the early setup, as this parameter has been shown to influence the stability [55]. After

the comparison, the ionisation-injection beams were further optimised by employing a

self-truncated ionisation injection regime with moderate laser intensities, suitable for the

planned Thomson experiments. The development of a differential pumping cube led to

an increase of the repetition rate of the system by almost two orders of magnitude. A

change of the gas system enabled stabilisation of the plasma density to the percent level.

The spectral bandwidth, overall stability and repetition rate of these electron beams was

sufficient to successfully conduct the planned XFI tests [7] and the development of an

in-situ diagnostic using Thomson scattering which will be described in the next chapter.

In addition, a long-term stability test of the produced electron beams was performed

over a duration of 8 hours. The 72000 consecutive shots in this test surpassed previous

stability studies at this energy regime, where the stable generation of consecutive [55, 156–

158] electron shots was reported and is only comparable to recent studies also conducted

at DESY [4]. The study improved the understanding of the fluctuations of the produced

electron beams and showed strong correlations between the plasma density and the final

electron parameters. Furthermore, a drift of the final electron energy was measured, most

likely originating from heat deposition of the laser pulse onto the compressor gratings and

a subsequent deformation of the gratings. As no far-field information was saved during



4.5. Results of the electron optimisation and future work 69

this run this effect was not directly measured, but measurements of the heat deposition

conducted afterwards showed a deformation on similar timescales [155].

To improve the electron beams further, several optimisations are possible. The devel-

opment of a continuous-flow target could increase the beam stability even further, as the

plasma density has been shown to have a large impact on the produced beams. To increase

the number of electrons around the desired energy of 64 MeV, the injection mechanism

could be further optimised e.g. by the implementation of shock-front assisted ionisation

injection which has been shown to produce narrow bandwidth electron beams [57] or fur-

ther tests of shock-front injection with the improved gas system and additional controls

to tune the shock front, such as rotations of the blade. The development of continuous-

flow targets could again be beneficial in these cases to decrease fluctuations experienced

in previous tests potentially arising from density changes. Furthermore, a new grating

was installed that shows less temperature dependent deformation and enabled the focal

spot quality to be maintained even when firing at the maximum repetition rate of 10 Hz

[155]. It is expected that this will help to operate the setup at a constant energy at high

repetition rates for several hours.

The decrease of the peak energy by less than 1% per hour shows that thousands of

shots taken over several hours are required to determine the stability of LPA for future

applications as such slow and minor drifts require need to investigated over long timescales

and with high statistical significance. Furthermore, work regarding data storage and live

analysis needs to be done in order to operate LPA experiments at high repetition rates over

several hours on a daily basis while maintaining an economic disk usage. Camera images

could for example be immediately analysed to store information such as centroids, total

counts or beam widths rater than entire camera images. TThe experiments described here

are an ideal starting point as they were performed in a regime with similar parameters

expected from the first generation of high-power kHz laser systems such as KALDERA

[159] and optimised for the medical application XFI.
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Chapter 5

Measurement of electron

parameters using Thomson

scattering

The non-invasive measurement of electron beam parameters is crucial for many exper-

iments or applications of plasma acceleration. An example is the measurement of the

electron energy. In staging experiments [160] the energy after the first stage needs to

be known in order to determine the energy gain of following stages. Also in the case of

medical applications based on Thomson scattering, such as X-ray fluorescence imaging

(XFI) [5, 6, 25], the electron energy needs to be known. Thomson scattering is the inter-

action of a photon with an electron, where in the rest frame of the electron, the photon

energy is much smaller than the electron rest mass. In this case, the electron recoil can

be neglected and the interaction can be viewed as an energy transfer from the electron to

the photon resulting in an X-ray. The electron energy therefore defines the energy of a

resulting Thomson X-ray and thus is a critical parameter for potential medical treatment.

An obvious technique for a non-invasive measure of the electron energy is therefore to

measure the energy of Thomson X-rays to determine the initial electron energy.

The use of Thomson scattering as a diagnostic to determine the energy of LPA electron

beams has been proposed multiple times [26, 161–164], but was only demonstrated using

conventional accelerators [10, 165]. In the case of LPA beams, the general concept was

applied to the data of tunable Thomson sources [166, 167] in an overview of diagnostic

methods for plasma accelerators [26], which is depicted in Fig. 5.1. In this example, the

quadratic relation between electron energy and resulting Thomson energies can be seen for

the two cases, but a relative shift between the two experiments is visible due to different

experimental conditions such as the a0 and the electron divergence in the interaction. This

example shows that a detailed understanding of the process and the detectors is necessary

for a precise measurement, as will also be explained in the following. The Thomson

beam can also be used to determine other electron parameters such as divergence [162,

163] or emittance [12]; only the latter has been measured using electrons from a plasma

accelerator.
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Figure 5.1: Image taken from [26] and modified. Shown is the quadratic relation between
the electron gamma factor and the resulting Thomson energies in the interaction.
The data shown here is taken from demonstrations of tunable Thomson sources
by Khrennikov et al. ([166], blue) and Powers et al. ([167], red). The dotted lines
are extrapolations of the fitted areas (solid lines) for an easier comparison.

However, the use of Thomson scattering to measure the electron energy has some draw-

backs, explaining why it is not commonly used in accelerator physics. The measurement

of electrically neutral X-rays is much more complicated than that of electrons. This is

especially true for X- and γ-ray energies of tens of keV and above as will be shown later.

In addition, broadening effects complicate the measurement of electron parameters from

a Thomson beam.

While there are some difficulties in the Thomson experiments, they offer the advan-

tage that the interaction process and the measurement can be decoupled due to the low

interaction-probability of X- and γ-rays with matter. It is therefore possible to transport a

Thomson beam containing information about the electron beam for several meters through

vacuum or gases before detecting it to extract information about the electrons. This opens

up the possibility to interact the Thomson beam inside the plasma [161] and gather infor-

mation on the electron bunch during its acceleration. This information can help to study

issues such as dephasing or emittance growth in more detail and help to further improve

the quality of electrons accelerated in plasmas. So far, information such as injection posi-

tion [168] or dephasing length [52, 169] could only be acquired by changing the injection

position or the plasma length at the cost of also changing the final state of the electrons.

Other proposed techniques to get information about the electron-bunch properties during

acceleration in a non-invasive measurement such as streaked betatron radiation require

transverse density gradients [170], which makes the experimental realisation complicated

and could lead to potential conflicts with other restrictions to the setup.

In this chapter, the first measurement of electron properties during acceleration is

presented. Thomson scattering was used as a non-invasive tool to measure the energy

evolution of the electron beam inside the wakefield. The chapter starts with an intro-

duction of the theory of Thomson scattering with laser plasma electrons in Sec. 5.1.

Afterwards, the experimental setup is described in Sec. 5.2. To break down the com-

plexity of the experiment, aspects of detection of the Thomson X-rays and the alignment
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process are described in separately in Sec. 5.3, and Sec. 5.4. The measurement of the

electron energy using Thomson scattering is described in Sec. 5.5. This principle is then

expanded to the measurement of the energy evolution of the electrons in the plasma in

Sec. 5.6. Finally, the experimental results are compared to the results obtained from

Particle-In-Cell simulations in Sec. 5.7, where the power of the method is shown in an

investigation of dephasing for the accelerated electron beams. Results of the measurement

described in this chapter are also prepared for a separate publication [147].

5.1 Thomson scattering

As described before, Thomson scattering (TS) is the interaction of a photon with an elec-

tron, where energy is transferred from the electron to the photon. In case of relativistic

electrons, the energy of the photon after the process is usually in the X- or γ-ray regime

and, due to momentum conservation, is moved into the direction of the electron. Thom-

son scattering describes the low-energy limit of inverse Compton scattering and therefore

neglects the recoil of the electron in the process. For the parameters studied in this work,

this electron recoil is negligible, which is why the term Thomson scattering will be used

throughout this thesis.

In this section, basic principles of TS will be discussed, often with respect to the use

of TS in the context of plasma acceleration. First, the final energy of a single photon

scattering with a single electron is derived in Sec. 5.1.1. Afterwards, effects from the

scattering process of electron bunches with laser pulses are described in Sec. 5.1.2. The

results of this section are based on work done previously, where the use of TS as a diagnostic

for plasma based accelerators was studied using simulations [33].

5.1.1 Scattering of a single electron and a single photon

To start with, the energy gain of a single photon scattering with a single electron is derived

[163, 171]. The scattering of electron and photon is considered to be in an arbitrary

coordinate system. The electron can be described by a four momentum vector qi =

γm(c, vi), where γ is the electron’s relativistic gamma factor defined as γ =
√

1− (v/c)2,

c is the speed of light, m is the rest mass of the electron, and vi the velocity components

of the incoming electron. Similarly, the incoming photon with initial energy Ei moving

in the direction n̂i can be described by a four-momentum vector pi = Ei/c(1, n̂i). The

same representation can also be chosen for the electron and the photon after the scattering

process, defined as qs = γm(c, vs) and ps = Es/c(1, n̂s). The process is depicted in Fig.

5.2.

For the calculation of the energy of the final-state photon, obviously the conservation

of energy and momenta before and after the scattering as in the depicted case can be

assumed:

qi + pi = qs + ps. (5.1)
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θ

η

ϕ

pi

ps

qsqi

Figure 5.2: Geometry of the scatter process of electron and photon in TS. Shown is the scatter-
ing of an incident electron qi with an incident photon pi under a angle φ resulting
in a highly energetic scattered photon with an opening angle θ, relative to the
incident electron path. Electron and photon after the interaction are defined as qs
and ps, respectively. In addition, the angle between incident and scattered photon
η is shown.

In addition, the Lorentz invariants for electrons and photons defined in Eqs. 5.2 and 5.3

are used to simplify further calculations

qµq
µ = γ2m2(v2 − c2) = m2 v2 − c2

1− v2/c2
= −m2c2,

pµp
µ = 0,

(5.2)

(pi + qi)µ(pi + qi)
µ = (ps + qs)µ(ps + qs)

µ,

2piµqi
µ −m2c2 = 2psµqs

µ −m2c2,

piqi = psqs.

(5.3)

The combination of the conservation of energy and momenta in Eq. 5.1 with the

invariants from Eq. 5.2 and Eq. 5.3 leads to

pips + psqs = piqi. (5.4)

Here, the four-momenta for the electron and photon stated earlier can be inserted

Ei
c

Es
c

(n̂in̂s − 1) +
Es
c
γm(n̂svi − c) =

Ei
c
γm(n̂ivi − c). (5.5)

For the simplification of Eq. 5.5, the occurring scalar products will be presented as angles

according to Fig. 5.2. The scattering angle, which is the angle between the incident photon

and the incident electron can be described as n̂ivi = vi cosφ. The angle between incident

electron and scattered photon is defined as n̂svi = vi cos θ, while the angle between the

incident photon and scattered photon is n̂in̂s = cos η. Inserting these angles into Eq. 5.5
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leads to
Ei
c

Es
c

(cos η − 1) +
Es
c
γm(vi cos θ − c) =

Ei
c
γm(vi cosφ− c). (5.6)

Introducing the dimensionless velocity of the incoming electron β = vi/c, simplifies this

equation to

Ei
c2
Es(cos η − 1) + Esγm(β cos θ − 1) = Eiγm(β cosφ− 1). (5.7)

Rearranging this equation leads to an expression for the energy of the scattered photon

Es:

Es =
Ei(1− β cosφ)

Ei
γmc2

(1− cos η) + 1− β cos θ
. (5.8)

This equation can be further simplified when considering the electron from a plasma

accelerator and the geometry of the planned experiments. For a relativistic electron and an

incoming photon with a wavelength of 800 nm (1.5 eV), the first term in the denominator is

very small. The term reaches its maximum for head on scattering of electron and photon,

which is also a close approximation of to the geometry in the experimental setup. Using

this maximum as a further approximation, η can be substituted by π − θ and a Taylor

expansion of the cosine leads to:

cos η = cos (π − θ) = − cos θ = −1 +
θ2

2
− (...). (5.9)

Inserting this into into Eq. 5.8 leads to

Es =
Ei(1− β cosφ)

Ei
γmc2

(1 + 1− θ2

2 ) + 1− β + β θ
2

2

=
Ei(1− β cosφ)

1− β + β θ
2

2 + 2 Ei
γmc2

− Ei
γmc2

θ2

2

.

(5.10)
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Applying the approximation 1/γ2 ≈ 2 − 2β, that is valid in the ultra relativistic limit,

Eq. 5.10 can be simplified to

Es =
Ei(1− β cosφ)

1
2γ2

+ β θ
2

2 + 2 Ei
γmc2

− Ei
γmc2

θ2

2

=
2γ2Ei(1− β cosφ)

1 + βθ2γ2 + 4 Eiγ2

γmc2
− Eiγ2

γmc2
θ2

=
2γ2Ei(1− β cosφ)

1 + θ2γ2(β − Ei
γmc2︸ ︷︷ ︸
≈1

) + 4γ Ei
mc2

.

(5.11)

Using the last approximation, the energy of the photon in the finial state from the scat-

tering of a single electron with a single photon simplifies to

Es =
2γ2Ei(1− β cosφ)

1 + θ2γ2 + 4γ Ei
mc2

, (5.12)

for the case of inverse Compton scattering. For γ � Ei
4mc2

, which for an incoming laser of

800 nm implies γ � 1.4× 106, the last term in the denominator can be neglected, leading

to an energy of the scattered photon of

Es =
2γ2Ei(1− β cosφ)

1 + θ2γ2
. (5.13)

As the electron beams described in Chapter 4 are far from reaching the gamma values

stated here, the process will be considered as Thomson scattering and the recoil of the

electron will be neglected in further calculations. The energy of the scattered photon

obviously reaches its maximum for φ = π (head-on scattering) and θ = 0 (scattering in

the direction of the electron) and the energy of the produced photon can be given by

Es,max = 4γ2Ei. (5.14)

The maximum energy of Thomson photons calculated using Eq. 5.14 for electron energies

between 1 MeV to 100 MeV is depicted in Fig. 5.3

The minimum energy (for a given scattering geometry) is half of the maximum energy,

when the opening angle of the radiation is 1/γ. As in the case of synchrotron radiation,

the necessity for an opening angle of 1/γ becomes immediately clear when considering

the Thomson interaction in the rest frame of the electron and then Lorentz transfer the

radiation back into the laboratory frame.
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Figure 5.3: Maximum energy of TS photons after scattering of electrons with an energy from
1 MeV to 100 MeV head on with 800 nm photons.

5.1.2 Scattering of an electron bunch with a laser beam

After deriving expected energies for the scattering process of a single electron with a single

photon, several effects are discussed that need to be taken into account when looking at

the Thomson spectrum from the interaction of an electron bunch with a laser beam. First

of all, the effect of the laser is discussed. Thereby, only the linear case, that is an a0 < 1

is discussed here. For the effects of the laser beam in a non-linear case, please refer to

additional literature [149, 172].

The high-intensity electrical fields of a laser pulse lead to transverse oscillations, as

was already described in Chapter 2. These oscillations reduce the longitudinal velocity of

the electrons, thereby reducing its γ-factor in the interaction. The reduced γ-factor can

be defined as [173]

γ∗ =
γ√

1 + a02

2

, (5.15)

Inserting this factor into Eq. 5.13 leads to

Es ≈
2γ∗2Ei(1− β cosφ)

1 + θ2γ∗2

=
2γ2Ei(1− β cosφ)

(1 +
a20
2 )(1 + θ2γ2

1+a20/2
)

(5.16)

which can be simplified to the well known formula for the energy of a scattered photon in

Thomson scattering:

Es =
2γ2Ei(1− β cosφ)

1 +
a20
2 + θ2γ2

. (5.17)

The use of an ultrashort laser pulse also introduces some broadening of the resulting

Thomson spectrum [33, 162, 164, 172], as can be seen from Eq. 5.17. When the two

beams pass each other, the electrons interact with regions of the pulse with different

intensities. The resulting Thomson spectrum will therefore be broadened, even for a
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theoretical scattering on monochromatic electrons. In addition, pulses on the order of

tens of femtoseconds and below require large bandwidths, as was described in Sec. 3.1.1.

The resulting Thomson spectrum will therefore also be broadened by the same amount

as the incoming laser, in this case almost 10%. Another broadening effect due to the

laser arises from the focussing geometry. Focussing of the laser leads to differences in the

scattering angle φ for different photons in the interaction, introducing further broadening.

However, this effect is small compared to the other effects described here and can be

neglected [172].

More broadening effects arise when considering the scattering with electron bunches

rather than single particles. The introduction of an energy spread of the electron bunch ob-

viously leads to a broadening effect. Compared to broadening due to the laser bandwidth,

this is more significant due to the quadratic factor of the electron energy in the Thom-

son formula and twice as big as the broadening from the laser bandwidth [172]. Another

broadening effect from the electron bunch comes from the electron-beam divergence. Here,

it is important to consider an actual measurement of the Thomson photons using a detec-

tor, as becomes clear when looking again at the equation for the electron energy in Eqs.

5.17 and 5.13. In contrast to bandwidth from the laser and electron beam, the divergence

has no direct effect on the final photon energy apart from small changes of the scattering

angle φ for electron with different divergences. This effect is similar to the laser focussing

and can be neglected and the total Thomson spectrum does not significantly change for

electron beams with different divergences. However, an electron with a pointing angle of

θ compared to the main electron axis can still emit a photon onto the main axis with its

energy reduced by a factor of 1/(1 + θ2γ2). Therefore, a detector measuring only a small

cone with respect to the opening angle of the total Thomson beam, as is done in many

actual measurements or applications, will detect photons emitted under different opening

angles. In the case of electrons from a LPA, the broadening due to electron-energy spread

and electron beam-divergence are often the dominant factors for the broadening of the

measured TS source. The different contributions leading to broadening of the spectrum

can be combined leading an estimation of the relative bandwidth defined as the fraction

of the bandwidth of the source ∆ωTS and its mean energy ωTS and estimated by [33, 162,

172]

∆ωTS
ωTS

≈

√
γ4eσ

4
e

16
+ 4

∆γ2e

γ2e
+

∆ω2
Laser

ω2
Laser

+
a40
4
. (5.18)

In addition to broadening effects, the electron divergence and the intensity of the

scattering laser also decrease the peak energy and the mean energy compared to values

expected from Eq. 5.14. This effect was studied in detail using a linear accelerator, which

allowed a stable electron beam to be used and permitted control over the electron-beam

divergence [162]. In these experiments, the divergence was varied by changing the final

focussing of the electron beam and thereby the divergence of the electrons overlapping



5.1. Thomson scattering 79

with the laser pulse. Results of this study are shown in Fig. 5.4.

Figure 5.4: Image taken from [162]: Influence of the electron beam divergence on the Thomson
spectrum. a) shift of the peak energy with respect to the expected maximum
energy calculated using Eq. 5.14 for four different cases of the dimensionless
parameter γσθ,eff . b) shift of the mean energy as function of the dimensionless
parameter γσθ,eff and influence on the bandwidth. c) overlap of electron beam
and laser beam for different cases of the final focusing.

In the experiment, the results are then generalised by looking at the influence of the

product of electron energy (γ-factor) and divergence (σ) for a laser intensity of a0 = 0.25.

For this, only the part of the bunch that is interacting with the laser is considered (see

Fig. 5.4c). The divergence of this part is then defined as effective divergence (σeff ). A

deviation of the peak and the mean energy with respect to the maximum on-axis energy

is shown in Fig. 5.4a and Fig. 5.4b respectively. When using Thomson scattering as

a diagnostic for the electron energy, one has to consider the difference of the Thomson

peak energy compared to the calculated cut-off energy defined in Eq. 5.14. This can be

achieved by including the shift of the peak of the Thomson spectrum originating from

the electron divergence as is shown in Fig. 5.4. To overcome this issue, the peak of the

Thomson spectrum can therefore be determined by including a correction factor K, which

is defined by the effective divergence of the electron beam in the interaction. The peak

of the Thomson scattering spectrum is then given by including this factor in Eq. 5.17,

resulting in:

Es,peak = K · 2γ2Ei(1− β cosφ)

1 +
a20
2 + θ2γ2

. (5.19)

From the correlation of the photon energy and the γ-factor in Eq. 5.19, it becomes clear

that an on-axis measurement of the electron energy is possible using Thomson scattering
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by rearranging the equation to

γpeak =

√√√√ Es,peak

K 2 Ei (1−cos θ)
1+a20/2

. (5.20)

Afterwards, the electron energy can be calculated via Ee = (γ − 1) ·mec
2, where mec

2 is

the electron energy at rest.

5.2 Experimental setup

The experiments to measure the energy evolution of the electron beam inside the wake-

field required a complicated layout inside the chamber with several possibilities to adjust

the beam path, multiple diagnostics and full control of the optics to enable the precise

alignment of three laser beams on the level of micrometers in space and femtoseconds in

time, stretching the capapilities of the wakefield chamber to its limits. A detailed sketch

of the most important optics and diagnostics for the experiment is shown in Fig. 5.5.

gas jet
OAP

beamsplitter

focus camera Thomson

DaMon
ICT

electron
spectrometer

HEXITEC

to pre interaction

focus camera LWFA

profile screen camera

to interferometer

overlap camera

diff pumping

Figure 5.5: Schematic drawing of the setup for the Thomson experiments. The beam enters
the main vacuum chamber and the leakage of the first mirror was sent to the
pre-interaction diagnostics for alignment. After the first mirror, the beam splits
into LPA and Thomson part. The reflected part was sent to a 3 ” f/11 off-axis
parabola (OAP), which focusses the beam onto the gas jet to accelerate electrons.
The remaining part of the laser was focussed using a spherical mirror that is posi-
tioned on a linear stage. The beam path of the LPA laser could be adjusted using
a second linear stage on which the beamsplitter and a mirror were positioned.
To check the focus quality of the two beams, wedges could be driven into the fo-
cussed laser beams, sending it into focal-spot cameras. A probe beam was used for
plasma-density measurements and timing of the two laser arms. To characterise
the electron beams, the DaMon, an ICT, a profile screen and an electron spec-
trometer were available. The Thomson beam was measured using the HEXITEC
or with a phosphor screen imaged with a camera.

The beam entered the chamber and the leakage of the first mirror was sent to the

pre-interaction diagnostics table for alignment of the laser beam into the chamber. The

reflected part was split using a 5 mm thick MgF beamsplitter, resulting in 2/3 of the laser

power being in the LPA laser arm and 1/3 of the energy in the Thomson arm. To enable

the femtosecond alignment of these two arms, a delay stage was installed in the LPA laser

arm, consisting of the beamsplitter and an additional mirror. A similar delay stage was
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implemented outside the chamber in the beamline of the perpendicular probe beam, to

enable femtosecond adjustment of the three laser beams for the relative timing of LPA

and Thomson laser arms. The LPA laser beam was focussed onto the gas jet using the

500 mm f/11 off-axis parabola (OAP) with an angle of 21 degrees and dielectric coating.

As no parabola with an angle of incidence required for these experiments was available, the

Thomson laser arm was focused using a spherical mirror with the same focal length. The

angle of incidence of about 8 degrees onto the spherical mirror led to an astigmatic focus

of the Thomson arm, reducing the peak intensity in the interaction to a0 = 0.3. To change

the focal plane and thereby the interaction position of the Thomson laser, the spherical

mirror was placed on a stage with its axis of movement parallel to the electron axis. The

focus quality of both laser arms could be measured using beam samplers that could be put

into the beam, sending the beam into cameras that were installed in the vacuum chamber.

A third camera imaged a screen which enabled the spatial overlap of the two laser arms at

a desired overlap plane. A camera placed outside the chamber supported this alignment

by imaging of the plasma from the top.

Additional mirrors not shown in the schematic could be put into the beam before

the two focussing optics, sending the beam through a 1 mm window into the Wizzler for

pulse-duration measurements of both LPA and Thomson laser independently. To have

full control over the laser beam, the OAP, spherical mirror and the two mirrors before the

focussing optics were controllable in the vertical and horizontal plane using pico motors. In

addition, each laser arm could be blocked independently, which was required for alignment.

An image of full setup in the LPA chamber can be seen in Fig. 5.6.

As was the case before, the electrons were diagnosed in the vacuum beamline after

the interaction chamber. Diagnostics available were again DaMon and ICT for charge

measurements, a profile screen that could be driven in for measurements of electron beam

divergence and pointing and the magnet spectrometer to measure the electron beam en-

ergy. In addition, the magnet enabled the separation of electron and Thomson beam.

The Thomson beam was then sent through a 200 µm thick aluminium window and was

diagnosed using either a DRZ screen imaged with an EMCCD camera or the HEXITEC

detector. As this detector was the major diagnostic for the Thomson beam, it is described

in more detail in the next section.

5.3 The HEXITEC detector

The main parameter of the Thomson beam required for the determination of the electron

energy is the spectrum of the produced X-ray beam. According to Fig. 5.3, X-ray energies

of up to 100 keV can be expected for the electron beams described in Chapter 4. To

measure the energy of such a Thomson beam, the choice fell on the HEXITEC (High

Energy X-ray Imaging Technology) detector [174, 175]. The HEXITEC detector is a

pixelated cadmium-telluride detector for energy measurements of X-rays with energies
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Figure 5.6: Image of the setup in the wakefield chamber for the Thomson experiments.

of 4 keV to 200 keV. While the HEXITEC allows a direct measurement of the photon

energies via single photon counting, a detailed understanding of the physics processes

involved in the measurement and detector effects arising from those is necessary for a

precise assessment of the X-ray spectrum. The detector and its working principle are

therefore described in this section in more detail.

To begin with, the attenuation of X-rays is discussed in Sec. 5.3.1 to understand the

processes in the detector in more detail. Afterwards, the detector is described in detail

and important characteristics of the detection in case of the HEXITEC are explained in

Sec. 5.3.2, including a description of calibration experiments performed using radioactive

sources. Finally, simulations of the detector using Geant4, which were performed to esti-

mate effects of the detector and the attenuation of the beamline on the measured spectrum

are described in Sec. 5.3.3.

5.3.1 Measurement of X-rays

The detection of X-rays has three main challenges. The first problem is that X-rays can

pass matter without interaction as they are not charged. Therefore, properties of an X-ray

beam are not measured simultaneously (as for example is the case with the measurement

of electron-charge or profile using the techniques described above), but instead individual

photons are removed from the X-ray beam by statistical events. While this property

explains the medical utility immediately after the discovery of X-rays by Röntgen in 1895
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[14], it complicates a precise measurement of the energy of all particles in a beam and

leads to the second problem: the X-rays themselves are not detected directly, but rather

secondary particles created from them. To correctly measure the energy of an X-ray,

it is therefore required to measure all secondary particles and, in the case of an X-ray

beam consisting of multiple photons, to correctly assign the energy of the secondaries

to their source. Lastly, the secondary particles are produced by three processes, namely

photoelectric absorption, Compton scattering and pair production, with different cross

sections depending on the material of interaction and the energy of the incoming radiation.

To understand issues in the detection process, these processes are described here together

with the working principle of (pixelated) semiconductor detectors such as the HEXITEC.

This section is again based on previous work [33].

Photoelectric absorption

In photoelectric absorption, the X-ray is absorbed by an electron of the absorber material

[176–179]. The electron then leaves the atom with a kinetic energy equal to the difference

of the energy of the incoming X-ray and the binding energy of the electron. Due to mo-

mentum conservation, absorption of inner shell electrons is more likely to happen. The

vacancy in such an inner shell is then filled by an outer-shell electron, resulting in the

emission of fluorescent radiation or more electrons. Photoelectric absorption is the dom-

inant process, especially in high-Z materials for the X-ray energies in these experiments.

Its principle is depicted in Fig. 5.7
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Figure 5.7: Illustration of the photoelectric effect. An incoming photon with an energy of
E = hν is absorbed by an electron of an inner shell. This leaves the atom with a
kinetic energy of the inital photon minus the binding energy Ekin = hν − Ebind.
The missing inner shell electron is filled by an electron from an outer shell. The
energy gained in this process is either emitted by fluorescent radiation or by the
emission of further electrons.
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Compton scattering

In Compton scattering, the photon scatters on a quasi-free electron in the absorber ma-

terial and transfers a part of its energy to the electron [178, 179] as depicted in Fig. 5.8.

As the energy of the incoming photon is usually higher than in the case of photoelectric

absorption, the binding energy of the electron can be neglected and the process is often

considered as elastic scattering between a free electron and the photon. In the case of the

HEXITEC, the cross section can be neglected for energies below 50 keV and only becomes

the dominant process for energies above 250 keV. For the measurement of the Thom-

son spectrum, it is therefore less important than the photoelectric absorption described

above, while still being significant. Furthermore, Compton scattering contributes to de-

tected background, as the energy of the photon after the scattering process is usually still

high, allowing it to leave the detector without detection. In such a case, only the energy

of the electron after the scattering process would be detected, leading to an incomplete

measurement of the X-ray energy.

Incoming photon
Eγ = hν

θ

Eγ'(θ) = 
Eγ

1+ (1-cosθ)Eγ
mec2

Ee = Eγ - Eγ'

-

-

Figure 5.8: Illustration of Compton scattering. An incoming photon with an energy of
Eγ = hν scatters on a quasi free electron from the absorber material, whereby
the electron gains part of the energy of the incoming photon.

Pair production

In the case of pair production, the photon converts into an electron-positron pair in the

electric field of a nucleus. In stronger fields, the process is more likely to happen, explaining

its higher cross sections for high-Z materials. The produced positron will annihilate in the

presence of matter, resulting in the production of two photons with an energy of 511 keV.

Due to energy conservation, pair production can only occur for initial photon energies of

1022 keV and above. It is therefore not of interest for the measurement of Thomson X-ray

beam in this case. Nonetheless, this process needs to be considered for the experiments as

bremsstrahlung present in the experiments does lead to a significant background, especially

as the relatively high energy of the secondaries makes effective shielding challenging.



5.3. The HEXITEC detector 85

K

L

M

Incoming photon
E = hν (>1022 keV)

hν = 511 keV

hν = 511 keV

-
-

-

-

e+

e-

e-

Figure 5.9: Illustration of pair production. An incoming photon with an energy of E = hν >
1.022 MeV converts in the electric field of a nucleus of the absorber material into an
electron and a positron, transferring all its energy to these particles. The positron
then further annihilates with another electron into two 0.511 MeV photons.

Semiconductor detectors

To measure the energy of the secondary particles created in a detector, usually semicon-

ductor detectors are used. The peculiarity of semiconductors is in their configuration of

conduction and valance bands as depicted in Fig. 5.10. In semiconductors, there is a small

gap between the conduction band and the valence band, allowing electrons to overcome

the band gap if they gain energy by thermal excitation. In conductors, there is no gap

between the two bands, meaning charge can move freely, while in insulators, the band

gap is too high to allow electrons to transition from the valance band to the conduction

band [180–182]. This band configuration also explains why in contrast to conductors, the

conductivity of semiconductors increases with temperature.
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Figure 5.10: Band structure for electron energies in conductors, semiconductors and insula-
tors.

The principle of a semiconductor detector is similar to that of gas-filled detectors

but allows for a more compact setup at higher cross sections as the density of the solid

semiconductors are several order of magnitude higher. To measure the energy deposited

in the material, a voltage is applied to the semiconductor. Fast-moving charged particles
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create electron hole pairs in the detector material. The created charge is then collected by

the applied voltage. The size of the collected charge is proportional to the particle energy.

Several semiconductor materials can be used for the detection of X-rays; silicon, germa-

nium and cadmium telluride are commonly used. While silicon detectors are the cheapest

and most common, their attenuation is too low to detect X-rays with energies around

100 keV. Germanium detectors have a much higher attenuation and offer high resolution

due to a small band gap, which is why they are often used in γ spectroscopy. However,

germanium detectors are very costly and require cooling with liquid nitrogen, complicating

their use and potential pixelated designs. Cadmium telluride offers the highest stopping

power of the three materials. In addition, pixelated detectors exist at moderate costs

compared to germanium detectors. The major downside is the limited chip size available

so far. Nevertheless, the CdTe based HEXITEC was chosen as a detector as it offers the

best properties of the available materials, especially in terms of stopping power. This is

highlighted in Fig. 5.11, where the total attenuation and the contributions from photoelec-

tric absorption and Compton scattering of 1 mm-thick silicon, germanium and cadmium

telluride are compared.

Figure 5.11: Attenuation of X-rays in silicon, germanium and cadmium telluride. Shown are
the total attenuation, the attenuation from photoelectric absorption and the at-
tenuation from Compton scattering for all three materials.

5.3.2 HEXITEC layout, calibration and detector effects

As the Thomson beams from LPA are intrinsically short and on the order of femtoseconds,

the detection and readout of multiple photons per shot in a single detector crystal is not

possible. Therefore, a detector layout with multiple semiconductor crystals is required.

The HEXITEC [174, 175] consists of a total of 6400 crystals arranged in a grid of 80 × 80
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crystals. Each pixel has a size of 250 µm by 250 µm and a thickness of 1 mm, resulting in

a total area of the chip of 4 cm2. The size of the individual pixels allows the full energy

of the secondary particles created by an incoming X-ray to be deposited in just one pixel

in most cases, while at the same time allowing the integration of low-noise electronics in

a low-cost bonding process [174]. Including the readout electronics and air cooling, the

detector has a size 22 cm × 6 cm × 6 cm, and a weight of 700 g, enabling easy alignment

and setup in the laboratory. An image of the detector can be seen in Fig. 5.12

Figure 5.12: Image of the HEXITEC detector (from [175]). The active area of the chip is
visible on the right side of the detector. For the experiments, the detector chip
was covered by a 1.5 mm thick aluminium plate to reduce the flux of low-energy
X-rays on the detector chip.

The detector can be read out at a rate of 10 kHz, which is three orders of magnitude

higher than the maximum repetition rate of the laser. For the Thomson experiments, the

HEXITEC was operated with an occupancy of about 10%, to minimise the accumulation of

several X-rays in one pixel. In addition, charge-sharing algorithms were used to get a better

signal-to-noise ratio. Two algorithms that could either add the signal from neighbouring

pixels to the pixel with the highest signal (charge-sharing addition) or remove an event

in case of any measured signal in the neighbouring pixels (charge-sharing discrimination)

are available.

The detector was calibrated using radioactive sources to enable a precise measurement

of the X-ray energy with the individual pixels. This was done using 241Am and 57Co

sources, offering emission lines at 59.54 keV and 122.06 keV respectively. An example of

the spectrum measured using 241Am and the different discrimination modes described

above is shown in Fig. 5.13.

The measured spectrum before the calibration shows a peak at an energy of 60.75 keV

for all cases with and without charge sharing algorithms, highlighting the necessity of the

calibration for a precise measurement of the X-ray energy. Furthermore, the ability to re-

duce the false counts using a charge-sharing algorithm becomes clear when comparing the

detected spectrum without an algorithm in Fig. 5.13a, to that using the addition and dis-

crimination algorithms in Fig. 5.13b and Fig. 5.13c. However, for the addition algorithm,

the fluorescence peak develops a low-nergy shoulder, due to the relatively low sensitiv-

ity for energies below 4 keV, therefore not being able to fully resolve events where a small

amount of the energy is deposited in one or more neighbouring pixels [175]. This also leads

to the worst resolution of the main peak of 241Am, with a FWHM of 1.2 keV, compared

to the resolution of roughly 1.0 keV for discrimination and the measurement without an
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Figure 5.13: Calibration of the HEXITEC using 241Am using different charge-sharing algo-
rithms. a) no algorithm, b) charge-sharing addition, c) charge-sharing discrimi-
nation.

algorithm. As the charge-sharing discrimination mode offered the best reduction of false

counts while maintaining good resolution, it was also used in the measurements of the

Thomson X-ray spectrum.
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The fluorescence spectra in Fig. 5.13 also show detector effects that are important

for the accurate measurement of the X-ray spectrum. In addition to the 241Am lines,

fluorescence lines of cadmium (23 keV) and telluride (27 keV) are visible. These occur

when the fluorescence radiation leaves the pixel where the incident X-ray was detected.

As an event is either combined (addition) or rejected (discrimination) if the fluorescence

X-ray is detected in the neighbouring pixel, the CdTe lines are less dominant with the

use of a correction algorithm. However, the lines are visible in all three cases depicted

here. Consequently, there is also a significant number of events where the energy of

the CdTe fluorescence lines is missing from the full reconstruction of the main 241Am

line at 59.54 keV. The detected spectrum has therefore escape peaks at an energy of

approximately 25 keV less than the main peak. The height of these escape peaks is also

dependent on the X-ray energy due to different cross sections for the interactions of the

incoming and fluorescence radiation.

5.3.3 Geant4 simulations

While the detector effects described in the previous section are easily resolvable in the case

of a narrow bandwidth X-ray source, as is the case with radioactive isotopes, the effects

become more challenging for Thomson spectra with a bandwidth of tens of keV. In such a

case, the different energies contribute with different cross sections and peaks cannot be as

easily resolved, sometimes even overlapping each other. However, a detailed knowledge of

these effects is important for an accurate measurement of the X-ray spectrum. Therefore,

the detector was modelled in Geant4 [183–185] to enable a detailed study of detector effects

for arbitrary X-ray spectra. Geant4 is a Monte Carlo toolkit for simulating the passage of

particles through matter. Using its features such as tracking, variable geometries and run

management, an investigation of the processes described above is possible.

In the simulation, not only the interaction of the particles with the detector, but also

the passage of the X-rays through materials in front of the HEXITEC chip were simulated.

In the experiment, a 200 µm-thick aluminium flange that functioned as vacuum window

at the end of the beamline and a 1.5 mm aluminium plate were installed in front of the

HEXITEC chip. The latter plate was required to block low-energy radiation present in

the lab during the experiments from reach the detector chip, as this would increase the

detector occupancy and therefore make a measurement of the X-ray spectrum impossible.

Furthermore, the X-ray attenuation probability in the HEXITEC, which is depending on

the X-ray energy, as depicted in Fig. 5.11, is taken into account in the simulations. In com-

bination with the charge-sharing algorithms, the energy deposit of X-rays can be corrected

using the Geant4 simulations to calculate the initial beam energies from a measurement

using the HEXITEC. A comparison of an input spectrum and an output spectrum (en-

ergy deposited in the pixels after applying the charge-sharing algorithm) from a Geant4

simulation [186] is shown in Fig. 5.14.
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Figure 5.14: Comparison of the input (blue) and output(red) X-ray spectrum from a Geant4
simulation [186]. In addition, the fitting routine, consisting of a Gaussian fit
for the main peak and a second Gaussian for the escape peak is shown. The
peak of the output spectrum around 25 keV arises from CdTe fluorescence and is
neglected in the fitting routine as is described above.

In the figure, the fitting routine, consisting of the sum of two Gaussian fits, is shown.

The larger Gaussian fit corresponds to the directly measured X-rays from the incoming

beam and is defined as the main peak. In the case shown here, the main peak is shifted

to lower energies compared to the input spectrum due to the lower total attenuation of

high-energy X-rays in general and the higher cross section for Compton scattering at high

energies. The high-energy X-rays are therefore less likely to be detected and especially

to be fully resolved in one pixel as is required due to the charge-sharing algorithm. The

second Gaussian fit corresponds to the contribution from the escape peaks. The second

Gaussian is therefore defined to have a central energy of 25 keV less than the main fit,

due to the fluorescence lines of cadmium and telluride between 23 keV and 27 keV visible

in Fig. 5.13. The amplitude of the second fit was scaled to 1/3 of the height of the main

fit, which was found to be optimal for fitting using simulated distributions from X-ray

beams with mean input energies between 30 keV and 100 keV. The region around the

fluorescence peaks of 22 keV to 28 keV were excluded from the fitting routine. Lastly,

counts with an energy of less than 10 keV were excluded from the fitting routine and are

usually not shown in the graphs. These counts are very unlikely to originate from X-rays

hitting the detector, as the 1.7 mm-thick aluminium in front of the detector chip leads to

a transmission probability of less than 10−5 for energies below 10 keV [65]. These counts

will therefore most likely originate from noisy detector pixels or not fully resolved events.

To estimate the influence of detector performance, transmission of the X-ray beamline
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and attenuation cross section of the detector on the measured Thomson spectra, simula-

tions similar to the scenario depicted in Fig. 5.14 were performed for X-ray beams with

central input energies from 30 keV to 100 keV. The peak position of the main Gaussian

distribution of the fit of the output spectrum as a function of the central input energy is

shown in Fig. 5.15.

Figure 5.15: Peak position of the mean Gaussian fit as a function of the mean input energy
from a Geant4 simulations with central beam energies of 30 keV to 100 keV [186].
In addition, a quadratic fit is shown that is used for the calculation of the peak
energy from measured input spectra. The grey dotted line corresponds to a ratio
of 1.

The measurement will overestimate the peak X-ray energy for beams with a central

energy with 55 keV or less. Beams with a central energy of 30 keV or less cannot be resolved

at all. This is due to the filtering of X-rays from the aluminium, which was required to

filter out background radiation present in the experiments from e.g. bremsstrahlung.

Furthermore, X-ray beams with an energy of more than 65 keV are measured with lower

energy by the HEXITEC and the fitting routine due to a lower detection cross sections

of these X-ray energies. A quadratic fit to the simulation results was used to correct the

HEXITEC measurements of the Thomson spectrum to obtain the central energy of the

incoming X-ray beam.

5.4 Alignment and optimisation of the Thomson signal

In Thomson experiments, the alignment of the scattering laser and the electron beam is

very challenging as it needs to be done with a resolution of femtoseconds in time and

micrometers in space. In previous collaborations with other groups [187, 188], the two

focussed laser pulses were overlapped in time using a diffraction grating, which enabled
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temporal alignment by spectral interferometry on the order of tens of femtoseconds [189].

In the experiments planned in the BOND lab, this method could not be implemented as

the spherical mirror and the parabola had the same focal length, meaning the focused

Thomson laser could potentially be recollimated and sent backwards into the laser chain,

leading to serious damage to the laser system. Therefore, the ionisation of the gas of

both laser pulses was imaged using the perpendicular probe beam, similar as was done

previously in the other Thomson experiments [166]. By shifting the gas jet and the timing

of the three individual beams, this technique allows the temporal overlap at a desired plane

to be found. A drawback of the method is that the temporal overlap is independent of the

spatial overlap and the scattering angle of 7 degrees requires the spatial overlap and the

temporal overlap to be done in the same plane, since, in contrast to head-on scattering,

the beams only overlap over a distance of a few hundred micrometers.

The spatial overlap was done indirectly by overlapping the two laser pulses rather

than by overlapping electron beam and Thomson focus. For the alignment of the two

laser pulses, a small scattering screen with a size of roughly 1 cm2 and a thickness of

120 um was driven into the overlap plane and imaged with a camera. Due to the imaging

quality of the screen, the rough surface of the scattering screen, as well as the size of the

main laser pulse, which was not in focus at the desired overlap plane this method was

only accurate to tens of micrometer. In addition, small tilts and bends of the overlap

screen extended its thickness of 120 µm to an effective thickness of about 300 µm when

imaged by the probe laser. For example, a tilt of the 1 cm wide scatter screen by 1 degree

would increase the effective size by approximately 175 µm. The longitudinal position of the

spatial-overlap plane can therefore only be determined with an accuracy of the effective

thickness leading to an uncertainty with respect to the temporal overlap plane of 300 µm,

which corresponds to a relative timing uncertainty of the the beams of approximately 1 ps.

After performing the temporal and spatial overlap as described above, the fine tuning

of the timing had to be done by optimisation of the Thomson yield. The signal was

measured using a scintillator which was imaged using a very sensitive EMCCD camera.

At first, a 10 mm thick CsI(Tl) crystal was used as the scintillator, which offers high

light output and 100% detection efficiency for the energies of interest. However, the

relatively thick scintillator also has a high attenuation of the broadband bremsstrahlung

background and any possible Thomson signal was overlaid by bremsstrahlung background

with bremsstrahlung energies of up to tens of MeV. The CsI(Tl) crystal was therefore

exchanged with the same type of DRZ screen that was used for measurements of the

electron pointing, energy and charge described in the previous chapter. The thickness of

the phosphor layer of 310 µm resulted in a reasonable attenuation and detection of the

Thomson X-rays while reducing the attenuation of the high-energy bremsstrahlung and

its energy deposition by several orders of magnitude.

Using this improved signal-to-noise ratio, the Thomson yield could be optimised by

timing scans. To verify that the signal is coming from Thomson radiation, alternating
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measurements were performed with and without the Thomson laser at five scan points

each, with 25 shots at each scan point. Results of this scan are depicted in Fig. 5.16. The

Figure 5.16: Signal on EMCCD camera imaging the scintillator screen with and without
Thomson laser. At each scan point 25 shots were taken.

figure shows a clear difference of the signal level with and without the Thomson laser. The

camera detects three times as many photons in scans where the Thomson laser is turned

on. The difference in the signal level is also mostly outside the error bounds, which is the

standard deviation of the counts of the 25 individual shots at each scan point. As the

measurements are shown in the order they were taken and stable electrons with the same

amount of charge were recorded during the entire time, a difference in the signal level due

to drifts can be ruled out. Figure 5.16 represents the first successful Thomson interaction

measured in the BOND laboratory.

5.5 Measurement of the electron energy

After optimisation, the Thomson signal was used to measure the energy of the electron

beam. As there is a direct correlation of the Thomson photon energy and the electron

energy via Eq. 5.20, this required the measurement of the Thomson spectrum. Therefore,

the scintillator setup was exchanged with the HEXITEC as described in Sec. 5.2. After-

wards, the signal level on the HEXITEC was adjusted to enable single-photon counting.

For the optimisation of the Thomson alignment, the number of photons was maximised

for a better signal-to-noise ratio. When using the HEXITEC, the amount of photons that

were detected using these settings exceeded the limit required for single photon counting

of a few hundred counts per shot on the chip. Hence, the distance from the HEXITEC

to the Thomson interaction point was maximised in order to reduce the flux on the chip.
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The distance was limited by the electron-beam block installed in the Thomson path, lead-

ing to a maximum distance of 7.8 m from the gas jet. This distance was used in the

experiments, which meant that the size of the detector chip of 2 cm by 2 cm resulted in

an opening angle of ±1.25 mrad. To further decrease the amount of Thomson signal as

well as the background of bremsstrahlung and enable single-photon counting, the charge

of the electron beams was reduced to about 2 pC by reducing the laser intensity, resulting

in approximately 500 photons measured by the detector chip per shot. These photons

originate from both the Thomson beam and background from bremsstrahlung and its sec-

ondary radiation hitting the detector. A comparison of the counts on the HEXITEC with

and without the Thomson laser revealed that roughly (48± 12) % of the registered counts

were coming from background radiation in these experiments. Furthermore, roughly 55%

of the events are shared between multiple pixels [175] and therefore dismissed from the

charge-sharing discrimination as was described above. In total, this results in an energy

measurement of roughly 125-150 photons per shot. Consequently, the Thomson spectrum

was measured in a multi shot approach in order to get a meaningful spectrum.

To be able to average the spectrum from multiple shots, a stable electron source is

required. Therefore, the STII electron source was used, which can deliver stable electron

beams over several hours and tens of thousands of shots as was described in Chapter 4.

As explained above, the charge of these beams was tuned down to reduce the flux on the

detector resulting in (2.7 ± 1.0) pC per shot. The electrons had a divergence of 8.4 mrad

FWHM with a pointing fluctuation of 1.7 mrad and an energy spectrum peaked at 62 MeV.

The product of divergence and gamma factor resulted in a value of 0.7. According to the

measurements by Krämer et al. [162] this results in a correction factor of 0.9, which was

used for this work. For the measurement of the Thomson spectrum, the signal of 280 shots

was integrated. To estimate the background contribution in the measured spectrum, the

measurement was repeated without the Thomson laser. The measured on-axis spectra with

and without the Thomson laser as well as the resulting background-subtracted spectrum

is depicted in Fig. 5.17. The background measurement was repeated three times and

averaged to reduce the noise.

The Thomson spectrum can be used to determine the electron energy as the relation

in Eq. 5.20 shows, but a full reconstruction of the electron spectrum from the on-axis

Thomson spectrum is usually very complicated. In general, it requires a full analysis of

the Thomson interaction to determine the effective electron and laser overlap [150, 162,

172]. The broadening effects described in Sec 5.1 further hinder the reconstruction and

numerical integration is required to solve the broadening exactly [172]. However, in case

of the electron beams used here, the relative Thomson bandwidth defined in Eq. 5.18

is dominated by the electron bandwidth rather than other factors, so it can be used to

approximate the full electron spectrum. For a more precise reconstruction of the electron

spectrum from the Thomson beam a detailed knowledge of the interaction geometry of

electron beam and laser pulse is required. Due to uncertainties in the overlap procedure
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Figure 5.17: Comparison of the signal spectrum (green), the background spectrum averaged
over three runs (red) and the resulting background subtracted Thomson spectrum
(blue).

described in Sec. 5.4, such an analysis is not possible in this case.

To use the Thomson spectrum to calculate the electron energy, it has to be corrected

for attenuation effects described in Sec. 5.3. Therefore, the same fitting routine which

was used for the HEXITEC data obtained from Geant4 simulation was applied to the

background-subtracted Thomson spectrum shown in Fig. 5.17. This is depicted in Fig.

5.18, where a background-subtracted measured spectrum, its fit, and a HEXITEC spec-

trum from the Geant4 simulation with similar fitting parameters are shown. As can be

seen in the figure, both measured and simulated spectra are very similar. Therefore, the

input spectrum of the Geant4 simulation is used to compensate for detector effects and

beamline attenuation of the Thomson measurement in further calculations. For a more

general solution, it is also possible to use the peak position of the main fit and correct it

using the lookup fit shown in Fig. 5.15. While this comes at the cost of losing bandwidth

information, this method can be applied to any peaked Thomson spectrum, regardless of

the cause of the broadening; the reconstruction of the electron peak energy is sufficient

for many applications, as will be shown later.

The input spectrum for the Geant4 simulation which resulted in the best fit results

compared to the measured Thomson spectrum is then used to calculate the electron spec-

trum using Eq. 5.20 and under the assumption of constant emission and detection rate

for all X-ray energies. As there is a quadratic correlation between Thomson and electron

energies, the resulting spectrum has to be scaled to give the amount of charge in a con-

stant energy bandwidth. The resulting spectrum is depicted in Fig. 5.19, where it is also

compared to the measured spectrum and results of a PIC simulation of the acceleration
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Figure 5.18: Comparison of measured Thomson spectrum and spectrum obtained from Geant4
simulation [186] with similar fitting parameters. In addition, the fit for the mea-
sured Thomson spectrum is shown with its contribution from the main fit and
the escape peak.

previously shown in Fig. 4.22 and good agreement of the mean energy of the spectrom-

eter measurement, the PIC simulation and the reconstruction of the spectrum from the

Thomson measurement is visible in Fig. 5.19. However, the reconstruction of the Thom-

son measurement underestimates the resulting electron bandwidth due to simplifications

made for the calculation, especially for lower energies. This is most likely originating from

three major factors which are partly linked and would require exact knowledge of overlap

of laser and electron beam for a correct implementation. A compensation to overcome

errors due to the simplifications is therefore not possible here, but their effects on the

spectrum will be briefly discussed. It should also be noted that the measurement of the

electron spectrum using both the electron spectrometer and the Thomson spectrum are

are done by averaging hundreds of shots. A substructure of the electron energy distribu-

tion as is the case for the depicted spectrum of the PIC simulation is therefore unlikely

to be present, for the spectrum obtained with the electron spectrometer or via Thomson

measurements.

The input beam of the depicted Geant4 simulation is only an estimate of the produced

Thomson beam. While the result of the Geant4 simulation and measured Thomson spec-

trum seem to agree quite well, small differences cannot be resolved. Due to the statistical

nature of the attenuation effects described earlier, a lot more counts would be required to

see differences in the two spectra. However, the use of the input spectrum is probably the

best solution to correct the measured Thomson spectrum for detector effects and attenua-

tion of low-energy X-rays from the beam transport through the aluminium and the lower

probability of detection for high-energy X-rays. Especially in the wings of the spectrum

where fewer counts are present, this method lacks accuracy due to the low number of
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Figure 5.19: Comparison of electron spectrum obtained from measurements using the electron
spectrometer, PIC simulation and conversion of the measured Thomson spectrum
using Eq. 5.20.

expected counts and consequently high statistical uncertainties.

Another important factor is the assumption of uniform production of radiation for

all electron energies. This assumption is important for the transformation of the pho-

ton energies into electron energies. In the experiment, the laser spot size of the focussed

laser exceeds the expected electron-beam size and the overlap was done behind the plasma.

However, the exact position of the overlap (other than it being outside the plasma) and the

initial size of electron beam are unknown. In combination with the electron divergence

it is therefore possible that electrons with different energies might experience different

laser intensities and thus also emit a photon with different probabilities as the scattering

of photons is more likely using a high-intensity laser. For example, the low-energy elec-

trons could diverge faster, such that they are overlapped with low-intensity regions of the

laser focus and less Thomson photons are scattered from low-energy electrons. Similarly,

the astigmatic focus of the Thomson laser could lead to different cross sections for dif-

ferent electron energies if the electron energies separate in a short drift due to different

divergences.

Lastly, the detection probability of a photon scattered by an electron was assumed to

be constant. However, this condition only holds as long as the electron beam divergence

is constant and larger than the emission angle (1/γ), as in this case the probability of a

scattered photon reaching the detector chip would be constant for all energies. According

to FBPIC simulations, this condition does not hold and there is a negative correlation of

electron energy and divergence (as expected), as is depicted in Fig. 4.20a in Chapter 4. In

addition, the Thomson scattering opening angle (1/γ) is higher than the divergence of the
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electrons in the PIC simulation, especially for electrons with low energies. Consequently,

the probability of a Thomson photon from an electron with a small energy reaching the

detector chip with an acceptance angle of 1.25 mrad is lower than that of a highly energetic

electron, which is more likely to emit a photon close to the axis. This is probably the most

important factor, as can be seen when comparing the spectra in Fig. 5.19. Again, to

compensate this effect, the exact geometries of the overlap and the resulting emission

rates would have to be studied.

Nevertheless, the electron spectrum resulting from the calculation from the TS mea-

surement seems to be a good estimation of the electron beams obtained from PIC simu-

lations, as depicted in Fig. 5.19. However, while the electron spectrometer might over-

estimate the electron bandwidth due to the divergence of the beams in the dispersive

axis and the low resolution of the phosphor screen used, the method described above will

most likely underestimate the bandwidth. It should however again be noted that this

direct measurement is restricted to a Thomson beam with a bandwidth determined by

broadening from the electron bandwidth. In other cases, a deconvolution of the Thomson

spectrum is required to get information on the spectral shape of the electron beam. The

more general reconstruction of the electron peak energy from the peak of the Thomson

beam is applicable to all (quasi-monoenergetic) electron beams and will be used to measure

the acceleration gradient in the next section.

5.6 Measurement of the energy evolution

After demonstrating the general concept of measuring the electron peak energy from the

peak of the Thomson spectrum, the principle was extended to the measurement of the

electron-energy evolution inside the plasma. For this measurement, the ability of trans-

porting a Thomson beam, which contains information about the electron beam, was used,

to extract the electron beam information at a distance of several meters from the inter-

action point. Using the translation stage of the spherical mirror and the delay stage in

the LPA laser arm, the overlap of Thomson laser and electron beam was moved into the

plasma and the measurement described in the previous section was performed at different

overlap positions. Three measured Thomson spectra and corresponding electron spectra

at these positions are depicted in Fig. 5.20.

In the figure, a decrease of the Thomson energy when the overlap region is outside

the plasma (Fig. 5.20a) compared to inside the plasma (Fig. 5.20b+c) is clearly visible.

As the final electron energy measured using the spectrometer shows no significant change

for the three different overlap positions (right panels of Fig. 5.20), and only the energy

calculated from the Thomson signal using Eq. 5.20 decreases, the change in energy must

originate from a Thomson interaction with electrons inside the plasma that have not yet

reached the final energy. The good agreement of peak energy obtained from calculations

and the spectra measured using the electron spectrometer in case of an overlap outside the
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Figure 5.20: Comparison of Thomson and electron spectra at three different overlap positions.
The overlap is moved from a) outside the plasma, to b) the end of the plasma and
c) towards the center of the plasma. On the left side, the background subtracted
Thomson spectra are shown together with the fitting routine introduced in Sec.
5.3. The dashed-dotted line represents the main Gaussian fit and the dotted
line the contribution from the escape peaks. On the right side, signal (Thomson
laser on, black) and background (Thomson laser off, orange) electron spectra are
shown, which were measured using the electron spectrometer. For a comparison,
the electron energy calculated via Eq. 5.20 using the corresponding Thomson
spectra on the left side is also plotted as blue cross.

plasma shows the potential of Thomson scattering to determine the electron peak energy.

In addition, a comparison of the average electron spectra measured using the electron

spectrometer where the Thomson laser was on (signal, black line) and without the Thom-

son laser (background, orange line) in case of all three depicted cases clearly emphasises

the non-invasive character of these measurements, since no significant difference outside
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the error bounds is visible for signal and background spectra.

To get a full picture of the energy evolution of the electron beam inside the plasma,

the measurement was performed at 20 different overlap positions. This way, the energy

evolution of the electrons could be measured over a distance of approximately 400 µm.

The results of this scan are shown, together with the energy evolution obtained from PIC

simulations in Fig. 5.21. To align the energy gain of the experimental data with the

simulation results, least-square minimisation was used. This was necessary due to the

relative uncertainty of the overlap position, as explained in Sec. 5.4. It should be noted

that the relative distance of the measurement positions was well known in the experiment

and not shifted in this process. Only the absolute coordinate of the measurement block

was determined with respect to the energy evolution obtained from the simulation.

Figure 5.21: Energy evolution during acceleration in the wakefield measured via Thomson
scattering (blue). In addition, the energy evolution obtained from simulations
(red) and the final energy of the electrons at each measurement position is shown
(black). The error bars of the Thomson measurement represent the quadratic
sum of the 1 sigma confidence interval of the fit and 500 eV to account for the
detector resolution. Afterwards, this photon-energy uncertainty is converted into
an uncertainty of the electron energy using the quadratic fit introduced in Fig.
5.15. The error bars of the spectrometer peak consists of the standard deviation of
the peak position of Gaussian fits of the 350 individual shots at each measurement
position.

The measurement via Thomson scattering shows an energy increase from 33 keV to

about 61 keV over a distance of 250 µm. Over the following 150 µm, the energy stays con-

stant at the level of the spectrometer measurements, showing that these measurements

were done after the electrons left the plasma and no longer change their energy. Through-

out the measurement, the peak energy measured on the spectrometer does not change,
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again indicating the non-invasive measurement of the electron energy via Thomson scat-

tering. In addition, the Thomson measurement of the energy evolution has very good

agreement with the simulated energy evolution as is shown in the figure, displaying the

power of the technique. Only in the region beyond 1000 µm does the energy evolution in

simulation and measurement deviate. This could be explained by the approximation of

the plasma density depicted in Fig. 4.19 which deviates from the measured profile in this

region and therefore might lead to differences in the simulated acceleration process.

The method demonstrated here to measure the electron-energy evolution is the first

non-invasive in-situ measurement of electrons from a wakefield accelerator. As only the

measurement of the peak energy of the Thomson spectrum is required, as was shown

above (assuming a quasi mono-energetic electron spectrum), this technique is applicable

to a wide energy range due to the availability of a variety of different spectrometer types

for X- and γ-ray energies between a few keV and hundreds of MeV. Examples are X-ray

cameras [190] also used at synchrotrons for up to tens of keV, pixelated semi-conductors

as the HEXITEC [175] or Ross-filters [191] for energies up to a few hundred keV, stack

calorimeters [192, 193] and Compton-based detectors [194] for energies of up to tens of

MeV and finally scintillator based methods that can measure energies of beyond 10 MeV

[195]. Furthermore, the output energy of the Thomson beam can be slightly tuned by

changing the wavelength of the scattering laser to be able to detect X- or γ-rays in a

favourable energy regime.

The measurement of electron beams during acceleration can therefore be applied at

many plasma-based facilities and could help to understand and improve the acceleration

process and subsequently increase the quality of the beams. The usefulness of such in-

situ measurements is shown in the next section, where studies of the dephasing of the

STII electron beams are described using the experimental data of the measurement of the

energy-evolution.

5.7 Dephasing studies using in-situ energy measurements

The measurement of the energy evolution inside the plasma described in the previous

section revealed acceleration of the electron bunch over a distance of about 250 µm. At

the point of the first measurement position depicted in Fig. 5.21 the electron energy is

already at an energy of 34 MeV. Therefore, the total acceleration length can be assumed

to be much longer than the investigated length of 250 µm. According to simulations, it is

approximately 500 µm, exceeding the theoretical value of the dephasing length of 350 µm

for the measured plasma density of 1.9 × 1019 cm−3, which can be calculated from Eq.

2.11, as discussed in Chapter 2. Furthermore, the energy of the electron beams presented

here and measured using the electron spectrometer and via Thomson scattering is higher

than predicted by 3D non-linear theory [78]. Consequently, some effect must increase the

dephasing length of the beams present in this acceleration scheme.



102 Chapter 5. Measurement of electron parameters using Thomson scattering

As mentioned in Sec. 2.5, several techniques were proposed and demonstrated to

accelerate over distances exceeding the dephasing length [79–83]. A parameter not yet

investigated in the context of dephasing is the laser strength a0, despite its known influence

on the plasma wavelength [196]. In the case of the STII electron beams introduced in Chap.

4, a0 is decreasing over the entire acceleration length as was depicted in Fig. 4.23. The use

of these simulations allows the speed of the maximum accelerating field in the simulations

to be compared to the phase velocity of a wake expected from theory. The phase velocity

of the wake vφ can be defined as the difference of the group velocity of the laser and the

etching velocity, resulting in [78]:

vφ = c

(
1−

3ω2
p

2ω2
0

)
. (5.21)

This comparison is shown in Fig. 5.22, where also the plasma density profile and the

evolution of a0 are shown again for easier comparison.

Figure 5.22: (a) plasma density evolution and evolution of a0 from simulation as shown in
Fig. 4.19 and Fig. 4.23. (b) comparison of the speed of the maximum of the
accelerating field, the theoretical phase velocity of the wake according to [78] and
the speed of the electron bunch (speed of light c)

As can be seen in the figure, the speed of the maximum of the accelerating field in the

simulation exceeds the theoretical phase velocity of the wake for most of the accelerating

distance. Both values agree quite well only around the peak value of the a0, where a0 is

roughly constant. In areas of a decreasing (increasing) a0, the speed of the maximum of the
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accelerating field is higher (lower) due to the decreasing (increasing) plasma wavelength

from the influence of the laser intensity. In case of a decreasing a0, as in this case, the

acceleration over larger distances is therefore possible as shown in Fig. 5.22b.

To be able to quantify the influence of this effect on the presented acceleration scheme,

the experimental data and the results from simulation are compared to a model that

calculates the energy gain of the electron bunch while neglecting the effect of the laser

intensity on the plasma wavelength. For this model, the longitudinal lineout of the on-

axis accelerating field at the position of the first measurement point is taken from the

simulation. The lineout and the position of the electron bunch at this point are shown in

Fig. 5.23.

Figure 5.23: The on-axis longitudinal accelerating field at the position of the first Thomson
measurement (red line). In addition the position of the electron bunch (ze),
the position of the laser (zL) and the amplitude of the accelerating field (Ap) are
shown. The distance between Ap and zL is defined as half the plasma wavelength
(λp/2) to allow the scaling of this lineout according to the density later on.

To calculate the energy gain over the remaining distance without the effect of the

decreasing a0 on the plasma wavelength, four steps are performed. First, the amplitude

of the longitudinal on-axis field Ap is scaled according to the amplitude at that position

in the simulation (compare black dotted line in Fig. 5.24). Afterwards, the length of the

electric field is scaled by the plasma wavelength λp as a function of the plasma density, as

most of the measurements were performed in the plasma down-ramp region. In the third

step, the electrons are moved forward with the speed of light and the resultant energy

gain is calculated using the field at the position of the electron bunch ze. Lastly, the laser

position zL is then moved forward with vφ according to the plasma density as shown in

Fig. 5.22b.

A comparison of the electric field seen by the electron bunch in the simulation and the

field calculated using the model described above as a function of electron-bunch position

is depicted in Fig. 5.24. The field is also compared to the maximum available field at each

electron-bunch position according to the simulation that was used for the scaling of the
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field amplitude. A significant effect of the laser intensity on the dephasing is visible when

comparing the two cases. It should be noted that at the position of the first measurement

(ze ≈ 675 µm), the electron bunch is located behind the maximum field amplitude as is

shown in Fig. 5.23. In the calculations using the simplified model, the electron bunch

is much faster than the field amplitude and therefore reaches the amplitude after only a

few microns of propagation. In the simulations, this process only occurs in the density

down-ramp, where the wakefield is elongated due to the decrease of the plasma density.

Consequently, in the model, the electron bunch dephases faster and is even decelerated

for more than 100 µm at the end of the plasma.

Figure 5.24: Accelerating field as function of the electron-bunch position in the simulation,
for the model, and the amplitude of the accelerating field. The sign of the field
is flipped for an easier comparison.

The integral of the fields shown in 5.24 allows a comparison between the calculated

energy gain from the model and the simulated energy gain. Both energy evolutions were

then compared to the measured energy evolution using Thomson scattering, as described

in Sec. 5.6. This is depicted in Fig. 5.25. Here, the electron energies calculated from the

model fail to predict the energy evolution measured using Thomson scattering. Already

after about 100 µm there is a clear difference between the modelled energies and the

measurements, showing the suitability of Thomson measurements for detailed studies of

the electron bunches during acceleration. In addition, the differences between Thomson

measurement and simulation on the one hand and the energy evolution calculation without

the influence of the laser intensity on the wakefield length on the other hand shows that

this factor needs to be taken into account to increase the quality of electron bunches

accelerated using laser wakefield acceleration.

These studies of dephasing using Thomson scattering have shown the importance of
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Figure 5.25: Comparison of the electron evolution measured using Thomson scattering, the
simulation and the simplified model.

in-situ measurements for wakefield acceleration. The variety of detectors available for a

wide range of X- and γ-ray energies make these measurements applicable to many plasma

acceleration setups, such as e.g. FLASHForward, where acceleration distances of several

centimeters were already demonstrated. A measurement of the electron-energy evolution of

both driver and witness beams could therefore help to increase the energy of the produced

beams.

In addition, this method could also be extended to further electron parameters such

as pointing, divergence, or emittance measurements [10–12], which have been achieved

previously with Thomson scattering. The method described here could therefore be used

to get a full picture of the electron bunch and its evolution both inside and outside the

plasma. For many issues of plasma acceleration, such as for example hosing [197–199] or

emittance growth [200, 201] in-situ Thomson measurements could be a key tool to study

these effects experimentally as has been shown in the dephasing studies reported here.
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Chapter 6

Summary and outlook

In this thesis, fundamental work towards the use of laser-plasma acceleration (LPA) in

industrial and medical applications was done by investigating the long-term stability of an

LPA setup and developing a new diagnostic technique that is capable of measuring electron

parameters inside the wakefield. Several injection techniques were tested on their ability

to produce stable electron beams that can be used for the development of new diagnostic

techniques and proof-of-principle experiments for new medical applications using LPA. The

electron beams accelerated via ionisation injection offered more stable beams compared to

the self-injected and shock-front-injected electron beams, especially in terms of pointing

and spectral stability, which were crucial for the planned experiments. By optimising

the experimental parameters, the injection method was transferred to a self-truncated

ionisation-injection regime, thereby decreasing the spectral bandwidth and the divergence

of the produced electron beams. Further work regarding stabilisation of laser and plasma

parameters and a new differential pumping system to increase the repetition rate of the

system enabled the electron source to be used to perform first tests of X-ray fluorescence

imaging using an LPA electron beam.

The electron source has been shown to produce stable electron beams at high repetition

rate over 8 hours. A total of 72000 electron bunches were produced at a repetition rate of

2.5 Hz with 100% injection efficiency. The average charge of these beams stayed constant

over the entire duration of the run, showing the stability of the injection mechanism. At

the same time, the peak energy of the produced beams decreased by 7%. The decrease

in energy cannot be fully explained, especially as only a small subset of the available

diagnostics were saved during this run to decrease the disk usage. A likely explanation

for decrease of the peak energy is heating of the laser compressor gratings and a resulting

shift of the longitudinal focus position. This effect was later observed in studies of the

grating behaviour at high repetition rates [155].

This long-term stability study has demonstrated that further investigations of the topic

are necessary. In the meantime, a new grating with better thermal properties was installed,

which has been shown to maintain the focal-spot quality even at the maximum repetition

rate of the laser system of 10 Hz. Furthermore, correlations of the experimental parameters

and the produced electron beams have exposed a high influence of the plasma density on

the electron-beam parameters, such as charge. A stabilisation of the plasma density e.g.
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by the use of continuous-flow gas targets could therefore help to improve the beams even

further. The test has also shown that new methods of data storage, live analysis of camera

images and potentially trigger systems similar to those in particle physics detectors are

required when operating LPA experiments at high repetition rates on a daily basis, as this

test resulted in a total of 200 GB of data while saving only a small fraction of the total

dataset.

Furthermore, the stable electron source was used to develop a new diagnostic method

based on Thomson scattering. The method enables a non-invasive measurement of the

electron-bunch energy. Using this technique, the peak energy of the electron bunch was

accurately reconstructed. By shifting the overlap position of the electron bunch and

laser into the wakefield, it was possible to measure the electron-energy evolution over a

distance of 400 µm. The measured energy increase from 35 MeV to 61 MeV shows excellent

agreement with PIC simulations of the acceleration process, demonstrating the first in-situ

measurement of electron parameters in the wakefield. The measurement was further used

to study the dephasing of the electron bunch in the process, showing the importance of

the evolution of the laser strength parameter for dephasing.

In the future, in-situ measurements based on Thomson scattering could be expanded

to other electron parameters such as divergence or emittance, which have been previously

measured using Thomson scattering. This way it could be possible to obtain a full picture

of the electron bunch during the acceleration and experimentally study issues of plasma

wakefield acceleration such as dephasing, hosing or emittance growth. The studies pre-

sented here could therefore help to increase the quality of electron bunches from plasma

accelerators and use the advanced acceleration gradients achievable with plasma-based

acceleration in medical and industrial applications.



109

Appendix A

Tritium cross-calibration

The phosphor screens used as profile screen and in the electron spectrometer were

absolutely calibrated using the ELBE accelerator at the Helmholtz-Zentrum Dresden-

Rossendorf (HZDR) [132, 133]. In this calibration, the amount of photons emitted per

solid angle and charge of different screen types was measured. To apply this calibration,

it is necessary to calculate the collection efficiency of the imaging system, which can be

rather complex, especially if many optics are involved. Therefore, the imaging system used

in this measurement campaign was also calibrated against a constant light source, in this

case a small phosphorescence tritium source. The constant light source can be used for

cross-calibration of other imaging systems to enable a direct application of the absolute

screen calibration without knowledge of the efficiency of the imaging system. Another

advantage of this method is that uncertainties of the calibration arising from the imaging

system are not transferred to the cross-calibrated system as the same imaging systems

are used for the calibration of the phosphor screen and the light source. The process of a

cross-calibration of constant light sources and the application of the absolute calibration

of the screens using tritium sources is described in this chapter.

A.1 Cross-calibration of tritium sources

Tritium (3H) is a radioactive isotope of hydrogen consisting of a proton and two neutrons.

The isotope is not stable and decays via beta decay into 3He under emission of an electron

and a neutrino. The half-life τ of tritium is 12.32 years [202]. In combination with a

phosphor material, the emitted electrons cause phosphorescence. This process is analogous

to the working principle of phosphor screens described in Sec. 3.2. Due to the small size

and half-life of more than ten years, tritium sources are suitable candidates for the cross-

calibration of imaging systems.

In the context of this work, the tritium source used for the calibration campaign (here

called HZDR) was calibrated against five tritium sources of the FLASHForward project

(called HHS1 to HHS5) to enable the application of the results of the absolute calibration to

phosphor screens used in the FLASHForward project. For the cross-calibration, all sources

were imaged in a light-shielded box with exposure times of 0.0 s to 1.0 s. At every exposure

setting, 100 images were taken. A comparison of the average, background subtracted
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counts with the standard deviation errors of the 100 shots at each exposure setting is

depicted in Fig. A.1. In addition, a linear fit of the form countsHH = a∗ countsHZDR was

applied to each of the sources HHS1 to HHS5. The fit results are summarised together with

the 1 sigma error bounds of the fit in Tab. A.1. As all measurements were done within

a few hours, the influence of the decay of tritium is negligible for these measurements

due to the half-life of several years and was not included. However, the half-life of the

tritium source has to be included when using one of the sources for a cross-calibration of

the imaging systems and a correction factor of 2−t/τ needs to be included, where t is the

time passed since the date of the calibration campaign, which is the 5th of November 2016.

Source 1

Source 2

Source 3

Source 4

Source 5

Figure A.1: Cross-calibration of the tritium sources of HZDR and FLASHForward

.

Source fit result fit error

HHS1 1.260 0.012
HHS2 1.195 0.006
HHS3 1.263 0.008
HHS4 1.284 0.015
HHS5 1.231 0.012

Table A.1: Calibration factors with standard deviation errors from the cross-calibration of
tritium sources

A.2 Absolute calibration of the profile screen

In a next step, the cross-calibration was used to apply the absolute calibration of the

DRZ-High screen to the imaging system of the profile screen in the BOND lab. In the

calibration at HZDR, DRZ-High resulted in a count rate of (1.35± 0.13)× 107 counts/pC

for the used imaging system. Imaging of the tritium source HZDR with the same system

resulted in (1.56 ± 0.02) × 107 counts/s [132, 133]. These values can be used to apply
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the absolute charge calibration to the profile screen using the cross-calibrated tritium

sources as described above. For the cross-calibration of the imaging system in the BOND

lab, the source HHS1 was used. The source was imaged with eleven different exposure

times from 0.01 s to 1 s. A linear fit of the camera counts shown in Fig. A.2a resulted

in a count rate of the imaging system of (1.46 ± 0.01) × 106 counts/s. An image of the

tritium source on the profile screen is depicted in Fig. A.2b. The cross-calibration of the

imaging system was done at the 11th of October, 2018, which is 705 days after the initial

calibration of the screens at HZDR. Consequently, the count rate of the imaging system

has to be corrected for the decay of the tritium by a factor of 2−705/4499 [202], resulting

in (1.56± 0.01)× 106 counts/s.
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Figure A.2: (a) Result of the calibration of the imaging system of the profile screen using
a tritium source attached to the screen. A linear interpolation was applied to
the measurement with different exposure times of the camera. (b) Image of the
tritium source on the profile screen

.

To apply the calibration it is also important to consider the geometry of the screens in

both setups. At HZDR, the screen had an angle of 22 degrees with respect to the electron

axis, therefore increasing the active layer of the screen by 1/ cos(22), while the imaging axis

was perpendicular to the screen axis. In the BOND lab, the screen is rotated at an angle of

45 degrees, and imaged from the top under an angle of 45 degrees with respect to the back

surface of the phosphor screen. As the phosphor screens can be considered Lambertian

emitters [126, 127], the correction factors from the increased width due to the rotation

(1/cos(45)) and from the decrease in intensity due to the imaging angle (cos(45)) cancel

out. Consequently, only the screen angle in the HZDR experiment has to be considered.
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Combining all values stated above, the amount of photons collected by the imaging

system in the BOND lab per electron beam charge can be calculated as:

CBOND = CHZDR · cos(22)
IHH/2

−t/τ

IHZDR

1

ccHZDR,HHS1

= (1.35± 0.13)× 107 counts/pC · cos(22)
(1.56± 0.01)× 106 counts/s

(1.56± 0.02)× 107 counts/s

1

1.26± 0.01

= (9.9± 1.2)× 105 counts/pC.

(A.1)
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Appendix B

Comparison of charge diagnostics

Using the electron beams described in Chapter 4, three absolutely calibrated charge diag-

nostics were compared for their use in plasma wakefield acceleration. In this chapter, the

results of a comparison campaign of the three diagnostics are discussed.

The charge diagnostics used in this work are a DRZ-type phosphor screen, an inte-

grating current transformer (ICT, also called toroid) and a cavity based charge monitor

(DaMon). While phosphor screens and ICTs are used in many LPA setups, this is the

first plasma accelerator setup that uses the cavity-based DaMon to measure charges. In

addition, the DRZ screen offers higher light yield compared to other types of phosphor

screens used in previous LPA experiments which is beneficial for electron beams with a

low charge density. The basic principles of the charge diagnostics are explained in Sec.

3.2.

B.1 Previous charge measurements in the BOND lab

Some preliminary tests of the three diagnostics were already done in previous theses [112,

148]. However, several problems with the early setup hindered an accurate comparison of

the three diagnostics. First, the measurements were done without an absolute calibration

of the imaging of the DRZ screens, such that the charge measured by the two absolutely

calibrated diagnostics DaMon and ICT could only be compared to the amount of counts

measured by the profile screen, which only resembles a relative charge measurement. In

addition, the profile screen was installed in front of the two non-invasive diagnostics,

resulting in the broadening of the electron before it could be measured by DaMon and

ICT. Lastly, the DaMon with the smallest aperture of the three diagnostics was installed

last in the chain, which made it impossible to guarantee that all three diagnostics measured

the same parts of the bunches, especially after the electron bunch size has been expanded

from travelling through the DRZ screen. This is depicted in Fig. B.1, where a sketch of

the configuration of the charge diagnostics during early experiments is shown.

The influence of the DRZ screen on the measurement of the non-invasive diagnostics

can be seen in a comparison of the charge measured with the DaMon in this configuration.

In Fig. B.2, charge measurements using the DaMon are shown for electron beams where the

profile screen is either in front of the DRZ screen or out of the beamline. In this experiment,
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screen ICT DaMon

capillary

Figure B.1: Sketch of the charge diagnostics for early experiments.

density scans were performed to find suitable parameters for ionisation injection using the

sapphire capillary target.

Figure B.2: Comparison of DaMon measurements with and without the profile screen in front
of the DaMon. In the run depicted here, ionisation injection with different pres-
sures was tested using a sapphire capillary. During the measurement, the screen
position was changed several times. The average charge for consecutive shots with
the same screen position is shown here as solid lines. For each block, the maxi-
mum charge of that block is depicted as an asterisk. Only blocks with 5 or more
consecutive shots in the same screen position are shown. The backing pressure of
the sapphire capillary is depicted as grey dotted line.

While the acceleration is far from stable (the gas reservoir for the capillary was filled

and shot empty several times, thereby changing the plasma density at every shot), both

average charge (bars) and maximum charge (asterisks) of consecutive shots where the

profile screen was either in or out show a significant difference. At the same time, the

pressure shown as grey dotted line has a similar development for neighbouring sets of

shots, making it unlikely that the difference in the measured charge is originating from

differences in the plasma parameters. Overall, the average charge of the 182 electron
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beams, where the profile screen was in front of the DaMon resulted in 6.1 pC with the

highest measured charge being 29.3 pC. During the 289 electron beams without the profile

screen, the average charge was almost three times as high, resulting in 18.2 pC, with the

highest charge reaching 85.3 pC. In total, more than 25% of all electron beams without the

profile screen resulted in higher charge values than the maximum charge measured with

the profile screen, demonstrating the influence of the screen on the charge measurement.

Despite these problems of the setup, it was possible to show that the DaMon enables

a measurement of electron beams with a high dynamic range [148]. An example is shown

in in Fig. B.3, where the charge measured using the DaMon is compared to the counts

detected on the profile screen and the charge measurements using the ICT. As changes

to the imaging of the profile screen were made prior to the cross calibration using tritium

sources, the absolute calibration of the screens can not be applied to this data.

Figure B.3: Comparison of of the measured charge using the DaMon and the ICT as a function
of counts on the profile screen. The errors shown here represent the standard
deviation of the shots where no electrons were accelerated, defined as less than
1×106 counts on the profile screen and less than 20 fC measured using the DaMon.
For the DaMon a systematical error of 17% was added [134].

In the figure, the capability of the DaMon to detect charges of tens of femtocoulombs

is visible. Both profile screen and ICT are not able to resolve charges this low due to noise.

In addition, a discrepancy between the charge measured using the ICT and the DaMon

can be seen. The charge measured using the ICT is higher by approximately a factor of

four. Such a behaviour has been seen in other LPA experiments and an overestimation of

the charge by the ICT of factors between 3 and 10 have been reported [26, 135]. However,

also the influence of the DRZ screen on the measurement could be a reason for this factor,
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as explained above. As the aperture of the DaMon of 37 mm is less than half the diameter

of the ICT, which is 82 mm and the DaMon is placed further behind the profile screen,

the difference in the measurements could also originate from the order of the diagnostics

in the setup.

B.2 Change of the order of the charge diagnostics

To enable a precise measurement of the electron charge, several changes have been made

to the setup in the context of this thesis. First of all, the order of the three diagnostics

was changed, such that the two non-invasive diagnostics, DaMon and ICT, are placed in

front of the profile screen. To guarantee that the beams in all three diagnostics are the

same and no part of an electron beam is e.g. absorbed from the beam pipe between the

DaMon and the ICT, a copper collimator with an aperture of 20 mm was installed in front

of the DaMon. A sketch of the changed setup and the resulting order of the diagnostics

is depicted in Fig. B.4. Furthermore, the absolute calibration of the DRZ screen using

the ELBE accelerator at HZDR [132, 133] was applied to the profile screen as described

in Sec. A.2.

DaMon ICT screen

gas jet

collimator

Figure B.4: Sketch of the changed order of the charge diagnostics. The order was changed
such that the diagnostic with the smallest aperture (DaMon) is the first diagnostic.
The invasive profile screen was positioned at the end.

B.3 Comparison of charge diagnostics in the BOND lab

Using the enhanced setup and the absolutely calibrated profile screen, all three absolutely

calibrated charge diagnostics could be compared and the DaMon, which is not used at

other plasma experiments could be investigated towards its use in plasma accelerators.

As described in Sec. 3.2.2, the DaMon uses two antennae to achieve a high dynamic

range of up to seven orders of magnitude. As this exceeds the dynamic range expected from

the LPA experiments, the two channels, here called DaMon Signal and DaMon Charge,

were partly overlapped such that both channels were able to measures charges from 1 pC

to 40 pC. The DaMon Signal channel is able to detect charges from 50 fC up to 40 pC.

The Charge channel has a working region between 0.5 pC and a few hundred pC. In a first
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step, the charge measurement of these two channels was compared in order to define areas

in which the two channels can be used. A comparison of the charge measurements of the

two DaMon channels is depicted in Fig. B.5. In the region between 1 pC and 20 pC, very

good agreement of the two channels can be seen. The low charges from 50 fC to 500 fC

can only be resolved from the DaMon Signal channel as can be seen in the inset of the

image. Starting from 20 pC, the charge measured by the Signal channel deviates from the

results of the Charge channel, until the channel saturates at approximately 40 pC (50 pC

according to the Charge channel). From comparison to the profile screen, it becomes clear

that the measurement of the Signal channel becomes inaccurate as will be shown later.

Therefore, The DaMon Signal channel is used for charges below 1 pC in the following,

while the DaMon Charge channel is used for charges above 1 pC.

Figure B.5: Comparison of the charge measurement of the two DaMon channels. Unity is
shown as green line. In the inset in the top left corner, the charge measurements
below 0.8 pC are shown in more detail.

In a next step, all three charge diagnostics are compared, which is depicted in Fig. B.6

in a linear scale (a) and a logarithmic scale (b). Similar as in Fig. B.3, differences in the

measured charges between ICT and DaMon are visible, which seems to approach a factor

of two for high charges. Over the entire charge range covered, the charge measured by

the DaMon is roughly half of the charge measured by the calibrated profile screen, which

is resembled by the dotted green line in both scales. For high charges, above 100 pC, the

measurement of ICT and profile screen seems to agree quite well, but the ICT massively

overestimates low charges. Again, only the DaMon seems to be able to detect low charges

of tens of femtocoulombs.

Overall, the charge measured using the DaMon seems to have a more linear correlation

to the charge measured on the profile screen than the ICT has, which is especially visible in

the logarithmic scale of Fig. B.3. This might be explained by noise from electromagnetic

pulses (EMP) that is picked up by the ICT.
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Figure B.6: Comparison of the charge measured by DaMon and ICT to the charge measured
by the profile screen in linear scale (a) and logarithmic scale (b). The green
(dotted) line indicates a ratio of 1 (0.5). Due to the amount of more than 5000
data points in this plot, no error bars are shown.

To investigate this phenomenon, the charges detected from the three diagnostics were

compared while slowly increasing the laser power. This way, the possible influence of

plasma EMP and in the case of the profile screen, plasma and laser light on the measured

charges can be studied. In order to increase the sensitivity of the profile screen, the ND1

filter in front of the profile screen camera was removed for this measurement. Consequently,

the charges detected by the profile screen were scaled by a factor of 10. Results of this

test are depicted in Fig. B.7.

The comparison of the three diagnostics in Fig. B.7a is clearly dominated by the

noise of the ICT signal, which has a standard deviation of about 1 pC for the first fifty

shots where the laser was turned off, compared to 88 fC of the profile screen and even less

than 1 fC for the DaMon. In order to visualize the low fluctuations of profile screen and

DaMon, they are shown in more detail in Fig. B.7b without the ICT. Here, it becomes

also visible that the background level of the profile screen measurement increases when

the laser energy is increased, which is probably due to laser or plasma light reaching the

camera. The ability of the DaMon to detect very low charges of tens of femtocoulombs is
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Figure B.7: (a) Comparison of charges measured by ICT, DaMon and profile screen at low
laser energies. The laser energy for the shots is shown as grey line. (b) Zoom
of the charges measured by profile screen and DaMon. (c) Zoom of the charges
measured by profile screen and DaMon for shotnumbers 325 to 360.

also visible in this test. In the inset in Fig. B.7c, a comparison of the charge measured by

DaMon and profile screen for shot numbers 325 to 360 is shown. Here, charges of a few

hundred femtocoulombs are detected by both diagnostics and are clearly visible as peaks.

In the case of the DaMon however, there are two more small spikes above the noise level

of 50 fC, showing measured charges of 66 fC and 81 fC. These two peaks are not visible in

the noise of the profile screen counts.

The tests of the noise show the advantage of the DaMon as the device is not influenced

by EMP noise such as the ICT or additional radiation from laser light, plasma light or

X-rays such as the profile screen. The advantage of the DaMon compared to the other

non-invasive diagnostic ICT in an inherently noisy environment from a plasma accelerator

is even more obvious when comparing the diagnostics during the use of an active plasma

lens (APL). This can be seen when looking at Fig. B.8. There is almost no difference in

the ADC trace for an electron beam without the APL firing and with the APL firing as

is depicted in Fig. B.8b. In case of the ICT, a lot of noise is picked up, which is visible in

Fig. B.8d. Compared to the ADC trace of the ICT measurement without the APL which

is depicted in Fig. B.8c, the amplitude of the noise is almost two orders of magnitude

higher, thus entirely overlaying the trace without the APL such that the peak that is

visible in Fig. B.8c can no longer be seen in the comparison in Fig. B.8d.
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Figure B.8: ADC traces of DaMon and ICT with and without an APL.

In summary, the DaMon seems to enable the non-invasive detection of electron bunches

from plasma acceleration with charges from tens of femtocoulombs up to hundreds of

picocoulombs. It is insensitive to EMP noise as the tests using low laser intensities and an

APL have shown. Compared to the charge measured using the calibrated profile screen,

there seems to be a deviation of a factor of two. The source of this deviation is not

known, but the agreement of ICT and profile screen for high charges could indicate that

the DaMon underestimates the charges. A recalibration of the DaMon or the comparison

to an additional diagnostic e.g. an activation based measurement [203] should solve this

issue as the correlation between DaMon and profile screen is linear. The ICT is heavily

influenced by EMP noise, and is therefore only partially usable in plasma acceleration

setups. Especially for low electron bunch charges, no reliable measurement is possible.

These findings agree well with previous tests of ICTs in plasma acceleration [26, 135].

A possible solution could be to increase the distance between the plasma target and the

ICT. In other experiments, this has enabled a precise measurement of the electron bunch

charge using an ICT [203].
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Appendix C

The FLASHForward experiment

FLASHForward [40, 41] is designed for precision PWFA research. It uses the super-

conducting radio frequency (SRF) accelerator FLASH [204, 205], which can deliver high

quality, low-emittance electron bunches with an energy of up to 1250 MeV. An overview

of the experiment can be seen in Fig. C.1.

FLASH2

FLASH1

FLASH SRF accelerator

FLASHFORWARD‣‣

25
 T

W
la

se
r sc

ra
pe

r

di
ff

er
en

ti
al

pu
m

pi
ng

extraction and
comprression

matching and
final focusing

diagnostics undulators
X-band
TDS

dump
central
interaction
chamber

Figure C.1: Overview of the FLASH accelerator with the FLASHForward experiment as third
beamline. A more detailed version of the FLASHForward beamline is shown in
the bottom part of the image [41].

The FLASHForward experiment can be divided into seven sections. The first section

is the extraction and compression from the FLASH1 and FLASH2 FEL beamlines. In

addition, a scraper [206] enables to split the FLASH electron beam into driver and wit-

ness bunches at this stage. Afterwards, the beam is matched and focused to the central

interaction chamber. The differential pumping in this part enables a windowless transport

of the electron beam to the experiment. In the central interaction chamber, the plasma

targets as well as transition radiation and scintillating screens are located. Furthermore,

the SPECTRE laser with a power of up to 25 TW which will be described in more detail in

the following section can be longitudinally and transversely coupled into the chamber. The

fourth section is used for diagnostics and consists of quadrupoles to capture the electron

beam and a dipole magnet to act as a long range electron spectrometer. The installation
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of undulator modules remains contingent on the successes of the core FLASHForward ex-

periments. The X-band transverse deflecting structure in section six was commissioned in

2019 and enables longitudinal analysis of driver and witness bunches at fs-scales. The last

section of the setup is the beam dump.

FLASHForward has three major scientific goals which are X-1: generation of high

brightness beams from internal injection, X-2: demonstration of acceleration at preser-

vation of FEL beam quality and X-3: high-average-power studies. The X-1 experiment

will investigate different techniques proposed to produce internal injection beams, which

are expected to have high brightness [207–211]. The first successful generation of such

a bunch was done in 2019 [87] by local ionisation of using the 25 TW laser to create a

density down-ramp to inject the electrons [211]. The X-2 experiment uses the scraper

to create driver and witness electron bunch pairs. The experiment enabled the mapping

of the wakefield, as well as showing energy doubling, driver depletion and acceleration of

electron beams while decreasing the energy spread [85, 212]. X-3 aims to study plasma ef-

fects at high repetition rates. The MHz micro pulse structure of the FLASH beam enables

these studies at FLASHForward.

In addition to these major experimental goals, FLASHForward has several ancillary

projects that are closely linked to the main experiments or a result of the progress made in

these experiments. These include the study of the hosing instability [197], development and

improvement of active plasma lenses (APL) [120, 213] and transformer ratio optimisation

[214]. A plasma-based energy dechirper was already successfully shown at FLASHForward

in 2019 [84].

The laser laboratory housing the SPECTRE laser system and a dedicated laboratory

for studies related to FLASHForward, the BOND lab, are located on top of the FLASH

accelerator hall. A layout of the laboratories is shown in Fig. 3.1. The BOND lab offers a

setup to characterise the plasma targets that are used in the central interaction chamber

via different diagnostic techniques [86, 215, 216]. In addition, the BOND laboratory houses

an LPA setup to develop new diagnostic techniques and investigate new methods of using

LPA for medical imaging.
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Springer-Lehrbuch. Springer Berlin Heidelberg, 2013. isbn: 9783642378225.

[180] G F Knoll. Radiation Detection and Measurement. John Wiley & Sons, 2010. isbn:

9780470131480.

[181] C Grupen. Teilchendetektoren. BI-Wiss.-Verlag, 1993. isbn: 9783411165711.

[182] K Kleinknecht. Detektoren für Teilchenstrahlung. Teubner Studienbücher Physik.
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