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Abstract

We describe a method to obtain point and dispersion estimates for the energies of jets arising from b quarks produced in
proton—proton collisions at an energy of \/E = 13 TeV at the CERN LHC. The algorithm is trained on a large sample of
simulated b jets and validated on data recorded by the CMS detector in 2017 corresponding to an integrated luminosity of 41
fb~!. A multivariate regression algorithm based on a deep feed-forward neural network employs jet composition and shape
information, and the properties of reconstructed secondary vertices associated with the jet. The results of the algorithm are
used to improve the sensitivity of analyses that make use of b jets in the final state, such as the observation of Higgs boson

decay to bb.
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Introduction

Following the discovery of the 125 GeV Higgs boson
reported by the ATLAS and CMS Collaborations at the
CERN LHC in 2012[1-3], a rich research program was
established to probe this new particle. The program includes
the measurement of all production and decay modes that are
accessible at the LHC. The decay of the Higgs boson into a
pair of vector bosons was established with a statistical sig-
nificance higher than five standard deviations individually
for photon, Z and W pairs using data collected at the LHC
from 2011 to 2013 at center-of-mass energies of /s =7
and 8 TeV[4-9]. A few years later, the combination of CMS
data sets collected at 8 and 13 TeV was used to report the
observation of Higgs boson decay to a pair of = leptons[10],
followed by the observation of the associated production of
a Higgs boson with a top quark—antiquark pair (tf)[11, 12].

Higgs boson decay to a b quark—antiquark pair (bb) was
only recently announced by the CMS[13] and ATLAS[14]
collaborations, despite it being the dominant decay mode.
This is because of the challenges associated with separating
the signal from the large background of bb produced by quan-
tum chromodynamics (QCD) processes. Good resolution of
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the reconstructed invariant mass of Higgs boson candidates
is necessary to have a more favorable signal-to-background
ratio. This is achieved in CMS by the method described in
this paper, based on a deep neural network (DNN) that esti-
mates the energy of jets originating from b quarks (b jets).
Similar algorithms, using neural networks, were previously
used by the CDF Collaboration at the Tevatron [15, 16], and
BDT-based energy regressions were used earlier by the CMS
Collaboration to estimate the energy of b jets[17].

The approach described in this paper is to use a regres-
sion algorithm that is implemented in a feed-forward neural
network with six hidden layers trained on a very large data
set, consisting of Monte Carlo (MC) simulated b jets. The
algorithm has a considerably larger modeling capability than
those used previously. This approach was made possible by
leveraging recent advances in hardware accelerators, such
as graphics processing units (GPU), and in modern pack-
ages for automatic differentiation to handle the otherwise
expensive computations involved in this task. A minimi-
zation of a loss function that combines a Huber [18] and
two quantile [19] loss terms enables simultaneous training
of point and dispersion estimators of the regression target
without making any assumptions about the functional form
of its distribution. The point estimator is used as a correc-
tion of the measured b jet energy, while dispersion estima-
tors are used to build a jet-by-jet resolution estimate. The
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CMS collaboration had previously developed a BDT-based
approach to estimate the energy and per-object resolution
[20-22]. This can be achieved by training separate regres-
sions to obtain energy and per-object resolution estimators,
or by means of a semiparametric regression [20, 21]. For a
semiparametric regression, the training relies on the knowl-
edge of the analytical shape of the target distribution. The
novel characteristic of the algorithm described in this paper
is the simultaneous training of the point and dispersion esti-
mators without reference to an ansatz distribution for the
regression target. This method is validated on data collected
by the CMS detector in 2017.

In the following, Sect. 2 and Sect. 3 describe the CMS
detector and the data sets used for this work. The regression
problem and the inputs are described in Sect. 4. In Sect. 5,
the loss function is introduced, while the DNN architecture
and its training are summarized in Sect. 6. Finally, the results
are presented in Sect. 7, followed by the summary in Sect. 8.

The CMS Detector

The central feature of the CMS detector is a superconducting
solenoid of 6 m internal diameter, providing a magnetic field
of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calo-
rimeter (ECAL), and a brass and scintillator hadron calo-
rimeter (HCAL), each composed of a barrel and two endcap
sections. Forward calorimeters extend the pseudorapidity
(n) coverage provided by the barrel and endcap detectors.
Muons are detected in gas-ionization chambers embedded
in the steel flux-return yoke outside the solenoid. A detailed
description of the apparatus, together with a definition of the
coordinate system used and the relevant kinematic variables,
can be found in Ref.[23].

The particle-flow (PF) algorithm [24] used by CMS aims
to reconstruct and identify each individual particle in an
event, with an optimized combination of information from
the various elements of the CMS detector. Photon energies
are obtained from ECAL data. The candidate vertex with
the largest value of summed physics-object p% is taken to
be the primary proton—proton (pp) interaction vertex. The
energy of each electron in the event is determined from a
combination of the electron momentum at the primary inter-
action vertex, as determined by the tracker, the energy of
the corresponding ECAL cluster, and the energy sum of all
bremsstrahlung photons spatially compatible with having
originated from the electron. The momentum of each muon
is obtained via the curvature of the corresponding track.
The energy of each charged hadron is determined from a
combination of momentum measured in the tracker and the
matching ECAL and HCAL energy deposits, corrected for
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zero-suppression effects and for the response function of the
calorimeters to hadronic showers. Finally, for a neutral had-
ron, the energy is obtained from the corresponding HCAL
corrected energies. The anti-k; algorithm [25, 26] with a
distance parameter of 0.4 is applied offline to the full set of
PF candidates to cluster them into jets. The jet momentum
is determined by the vectorial sum of all particle momenta
in the jet. The jet energy resolution typically amounts to
15-20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV[27].

Additional pp interactions within the same or nearby bunch
crossings (pileup) can contribute unrelated particles to the
jet. To mitigate the effects of pileup, charged particles with
tracks originating from pileup vertices are discarded before jet
reconstruction. Then, the residual contamination from neutral
particles and charged particles without reconstructed tracks is
estimated for each event and subtracted from the jet energy. Jet
energy corrections are derived from simulation to bring the
measured average response for jets in line with particle-level
jets. Neutrinos are not included in the clustering of particle-
level jets. In situ measurements of the transverse momentum
balance in dijet, photon+jet, Z+jet, and multijet events are
used to account for residual differences between the jet energy
scales in data and simulation[28]. We refer to this correction
algorithm as the baseline algorithm.

Data Sets

The DNN was trained on 100 million b jets from a sim-
ulated sample of tt events produced in pp collisions at
\/E = 13TeV, generated at next-to-leading-order (NLO)
accuracy in perturbative QCD (pQCD) with the POWHEG V2
program[29]. Predictions of the model were then tested
on simulated events with b jets coming from a variety of
physical processes to validate performance in all relevant
kinematic regions. To this end, b jets from the decay of
Higgs bosons produced in association with a Z boson,
Z(— £*¢7)H(— bb), where # is an electron or a muon, were
generated with the MADGRrAPH 5_amc @NLoO generator[30] at
NLO pQCD accuracy. Additionally, b jets from the decay of
Higgs boson pairs produced either from gluon fusion or in
the decay of a new, spin-0 resonance, with one Higgs boson
decaying to a b quark-antiquark pair and the other to a pair of
photons, H(— bb)H(— 7yy), were generated with MADGRAPH
5_amc@nLo at leading-order accuracy in pQCD.

Two definitions of jets are used in this study: “genera-
tor-level jets”, clustered from stable particles produced
by the MC generator that include the contribution from
the neutrino’s momentum, and “reconstructed jets”, clus-
tered from reconstructed particle-flow candidates. The
reconstructed b jets were matched to generated b jets to
avoid contamination by light flavored jets. For each recon-
structed jet, the corresponding generator-level jet is found
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by spatial matching in the # — ¢ plane by requiring the dis-
tance AR = V (4n)* + (A¢)? (where ¢ is the azimuthal angle
in radians) to be AR < 0.4. The reconstructed b jets were
then selected by applying a minimum threshold for trans-
verse momentum (pi®° > 15 GeV, p5" > 15GeV) and by
requiring the pseudorapidity of the central axis of the recon-
structed jet to be within the tracker acceptance (|| < 2.4).

Finally, to validate the regression model on data, the output
of the DNN for simulated b jets was compared to that obtained
for b jets recorded by the CMS detector. The events used for
this validation were recorded in 2017 with triggers[31] that
require the presence of at least one lepton. This data set, cor-
responding to an integrated luminosity of 41 fb~!, was fur-
ther enriched in Z bosons produced in association with b jets.
The corresponding simulated events come from a sample of
Z bosons and up to two additional partons generated with
MabpGRrapPH 5_amc@nLo at NLO accuracy in pQCD.

For all simulated events, pyTHiA 8.2[32] with the CP5
tune[33] is used for parton showering and hadronization.
The CMS detector response is simulated by the GEANT4[34]
package, and simulated pileup interactions are added to the
hard-scattering process to match the distribution of pileup
interactions observed in data, for which the observed mean
number of interactions per bunch crossing is 32.

Energy Regression and Input Features

In comparison to jets arising from light-flavor quarks or
gluons, jets arising from b quarks have special characteristics
that call for dedicated energy corrections. In particular, b jets
contain b hadrons that can often decay to a final state with a
charged lepton and a neutrino. The neutrinos, which only inter-
act via the weak force, escape detection, leading to an under-
estimate of the b jet energy, with a corresponding degradation
of energy resolution. As described in Sect. 2, the jet energy is
reconstructed by clustering its constituents within a given dis-
tance parameter. Compared to jets originating from light-flavor
quarks and gluons, b jets, because of their higher mass, tend to
spread radially over a wider area in the #-¢ plane. This often
leads to leakage of energy outside of the jet clustering region,
further impacting the jet energy response and resolution.

The b jets used for the DNN training come from a sample of
simulated top quark events. The top quark decays before had-
ronising with a branching fraction close to unity into a b jet and
a W boson. At LHC energies, it provides a source of b jets that
spans a large transverse momentum (py) spectrum and covers
the full  acceptance of the detector. The pi7®° value is corrected
with the baseline algorithm as described in Sect. 2. Figure 1
(upper) shows the distribution of pi°°, for the selected b jets.

The regression target, y, used in this study is defined as
the ratio of the transverse momentum of the generator-level

jet, p¥™, to that of the reconstructed jet, p*°°, applying the
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Fig. 1 (upper) The p7* distribution for reconstructed b jets in an MC
ttsample. (lower) Distribution of the regression target for the MC tt
training sample

baseline jet energy corrections. Using this definition rather
than using p5" directly has the effect of greatly reducing the
variance of the target while producing a numerical value of
order 1. The distribution of the target for b jets from an MC
simulated tt sample is shown in Fig. 1 (lower). To improve
the convergence of the training of the DNN, the target is
further standardized by subtracting its median value and
dividing it by its standard deviation.

The DNN training inputs provide information about the
kinematics, shape, and composition of reconstructed jets.
The inputs consist of the following features:
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Fig.2 The 25, 40, 50, and 75% quantiles are shown for the b jet
energy scale p,gren /PE° distribution before (blue dashdot) and after
(red solid) applying the regression correction as a function of jet pr

jet kinematics: jet pr, #, mass, and transverse mass,
defined as V E? — p%;

Z
information about pileup interactions: the median energy

density in the event, p, corresponding to the amount of
transverse momentum per unit area that is due to overlap-
ping collisions[35];

information about semileptonic decays of b hadrons when
an electron or muon candidate is clustered within a jet:
the transverse component of lepton momentum perpen-
dicular to the jet axis, the distance AR = V/ (4n)* + (4¢)?,
and a categorical variable that encodes information about
the lepton candidate’s flavor;

information about the secondary vertex, selected as the
highest pr displaced vertex linked to the jet: number of
tracks associated to the vertex, transverse momentum,

(left), 1 (center), and p (right). The n and p distributions are shown for
jets with pp € [70, 100] GeV

distance between the collision vertex and the second-
ary vertex computed in three-dimensional space with its
associated uncertainty[36, 37];

jet composition: largest py value of any charged hadron
candidates, fractions of energy carried by jet constituents;
namely charged hadrons, neutral hadrons, muons, and an
electromagnetic component coming from electrons and
photons. These fractions are computed for the whole
jet, and separately in five rings of AR around the jet axis
(4R =0-0.05, 0.05-0.1, 0.1-0.2, 0.2-0.3, 0.3-0.4);
multiplicity of PF candidates clustered to form the jet;
information about jet energy sharing among the jet con-
stituents computed as

\V Zip%,i

and mass (computed assigning the pion mass to all —Z P M
reconstructed tracks forming the secondary vertex); the 1P
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Fig.3 Relative jet energy resolution, s, as a function of generator-
level jet p3" (left), # (center), and p (right) for b jets from tt MC
events. The average p of these b jets is 80 GeV. The » and p distribu-

tions are shown for jets with p; € [70, 100] GeV. The blue stars and
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red squares represent s before and after the DNN correction, respec-
tively. The relative difference 4s/S,.in. between the s values before
and after DNN corrections is shown in the lower panels
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where i runs over all jet constituents.
This results in a total of 41 input features. No additional
preprocessing is performed, apart from the input normaliza-
tion provided by batch normalization[38] at the input layer
of the DNN.

Loss Function

A possible approach to such a regression problem is to
develop separate dedicated regressions to obtain energy and
per-object resolution estimators. If the target distribution can
be parametrized analytically, one can use a semiparametric
regression to obtain estimates of the function parameters.
This method has been used by the CMS collaboration to
estimate the energy and resolution of electron and photon
candidates[20, 21]. Whereas for the photon and electron
candidates, the energy response can be parametrized by an
analytically integrable function, this is less straightforward
for b jets, making such an approach to the problem more
expensive computationally. An alternative approach is to
simultaneously obtain point and dispersion estimates of the
b jet energy by defining a loss function that is completely
agnostic to the target distribution. The correction to be
applied to the reconstructed b jet energy can be obtained as
the estimated mean, while the per-jet b jet energy resolution
can be estimated as half the difference of the 75 and 25%
quantiles. Therefore, the regression loss function should pro-
vide the mean estimator (¥), and the 25 and 75% quantiles
of the target distribution.

The Huber loss function is employed to learn the mean of
the target distribution via a minimization process. It is pref-
erable to the mean squared error because of its reduced sen-
sitivity to the tails of the target distribution. It is defined as:

1.2 : .
-z%, if |z] < 6;
H = 2
5(2) { é|z| — %62, otherwise, @

where z =y — J, and § is set to 1 in our case. To estimate the
25 and 75% quantiles of the target distribution, the quantile
loss function is used:

p.(2) = { e 2> 0; 3)

7 — 1)z, otherwise,

where 7 = 0.25 (0.75) corresponds to the 25 (75)% quantile.
The complete loss function can then be written as:
108S(9, 9259, $7590) = E(x,y)Np(x,y) [H,(y —I(x)
+ £025(V = F259, (%))
+ 0075y = 97591, 4)

where E, ) denotes the expectation value when sam-
pling (x, y) on the distribution p(x, y), x denotes the set of

input features, and p(x, y) is the joint distribution of the input
features and the target variables y in the training sample. The
symbols J(x), y,5¢(x), and 54 (x) denote the DNN outputs:
¥(x) is the mean estimator, and ¥,s,(x) and y,54 (x) are the 25
and 75% quantile estimators, respectively.

Neural Network Architecture

The model used for this study is a feed-forward, fully con-
nected DNN with 6 hidden layers, 41 input features, and 3
outputs: the energy correction and the 25 and 75% quantiles.
As mentioned above, a batch normalization layer is applied
at the DNN input.

Each hidden layer of the DNN is built from the following
components:

— Dense layer: defined as a linear combination of all out-
puts from the previous layer.

— Batch normalization layer: to transform the inputs to
zero-mean and unit-variance.

— Dropout unit: an operation that zeroes a fixed fraction
of randomly chosen nodes during the training, used as
a regularization handle. The dropout rate is one of the
optimized hyperparameters of the DNN.

— Activation unit: we chose the “Leaky” Rectified Linear
Unit (LReLU)[39]:

x, ifx>0;

LreLuw = { 5 20 )

with f# = 0.2.
A small slope f = 0.2 was chosen for the LReLU to allow
for a nonvanishing gradient over the domain of the function
[39]. The output layer has a linear activation function. The
DNN is implemented using the Keras package [40] with
TensorFLow backend [41]. Back-propagation is done using
stochastic gradient descent with the Adam optimizer [42].

Hyperparameter Optimization

To optimize the performance of the DNN, three hyperparam-
eters are considered: the depth of the network architecture, the
dropout rate, and the gradient descent learning rate. They were
tuned using the cross-validation algorithm [43]. The mean vali-
dation loss was used as the figure of merit for the optimization
over a five-fold splitting of the training sample. The network has
been trained on a single NVIDIA GeForce GTX 1080 Ti GPU.

Random sampling was used to select 50 of 120 grid
points in hyperparameter space, where the grid is defined
by the following:

— dropout rate: do € [0.1,0.2,0.3,0.4].
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— learning rate: Ir € [1072,1073,1074,1073,107°].
— number of hidden layers: varied between 3 and 8.

The number of nodes in the last three hidden layers of the
DNN was set to [512, 256, 128], respectively, while the
number of nodes of the remaining layers was set to 1024. A
number of configurations were found to provide comparable
performance. Of these, the network with the smallest num-
ber of trainable parameters was chosen. The parameters and
their values are: do = 0.1, Ir = 0.001, and 6 hidden layers
with [1024, 1024, 1024, 512, 256, 128] nodes. This archi-
tecture has a total of about 2.8 million trainable parameters.

Training Set p; Composition

The number of events as a function of the b jet p spectrum
in the training sample spans six orders of magnitude, as
shown in Fig. 1 (upper). This means that, during the train-
ing, the DNN is exposed to many more jets with low p.
In situations like this, one might expect worse performance
for high-p jets. To check if this is an issue, emphasis was
given to the high p part of the sample. About 95% of the
jets with pp below 400 GeV were removed to reproduce the
same exponential shape observed above 400 GeV. We found
that the DNN trained on this subsample of events showed
no improvement for high py jets, but did have up to 0.5%
degradation of the relative jet energy resolution. For this
reason, the final DNN is trained on the full sample.

Results

The performance of the b jet regression was evaluated by
comparing the b jet energy resolution and scale (defined
as the most probable value of the p%™ /pie° distribution),
before and after the energy correction, on a test sample that
is statistically independent from those used for training and
validation. Different physics processes were included in the
test set to evaluate the performance of the algorithm on b
jets with different kinematics. The processes employed in

the test sample are:

Table 1 Relative differences A4S/ .., between the s values obtained
before and after applying the DNN energy correction for b jets pro-
duced in the different physics processes indicated

MC sample Improvement
tt 12.2%
Z(— ¢*¢7)H(- bb) 12.8%
H(— bb)H(— yy) SM 13.1%
H(— bb)H(— yy) resonant 500 GeV 14.5%
H(— bb)H(— yy) resonant 700 GeV 13.1%
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Fig.4 Correlation between jet energy resolution s and the average jet
energy resolution estimator (8) for b jets from tt MC events. The blue
circles correspond to the inclusive p; spectrum, while the blue band
represents 20% up and down variations of the fitted (§) trend for the
inclusive p spectrum. The red stars correspond to jets with p; € [30,
50] GeV, orange diamonds to p; € [50, 70] GeV, and green crosses to
pr€[110,120] GeV

— tt: top quark—antiquark pair production (independent of
the training data set),

— Z(— ¢*¢7)H(- bb): associated production of a Higgs
boson with a Z boson, where the Z boson decays to a pair
of same flavor, opposite-charge electrons or muons, and
the Higgs boson decays to bb,

— H(— bb)H(= yy): double Higgs boson produced via
gluon fusion with one Higgs boson decaying to bb, and
the other to a pair of photons, assuming both standard
model (SM) and beyond SM kinematics. In the latter
case, the double Higgs signal originates from the decay
of a spin-0 resonance with a mass of 500 or 700 GeV.

Figure 2 shows the 25, 40, 50, and 75% quantiles of the target
distribution before and after applying the DNN b jet energy
corrections, as a function of jet pr, #, and p. The results are
obtained for b jets from the tttest sample. The 40% quantile has
been found to be a good approximation of the most probable
value of the target distribution. In addition, the 40% quantile
validates the performance on a quantile not used in the train-
ing. It can be seen that after DNN corrections, the distribution
becomes narrower, and its median and 40% quantile exhibit
smaller dependence on jet p, 7, and the median event energy
density p.
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The jet energy resolution, s, is estimated as half the dif-
ference between the 75% (g5) and 25% (q,s) quantiles of the
target distribution. To quantify the resolution improvement,
we compared the relative jet energy resolution, s, defined as:

S 975 —4os 1

S
440 2 440

g (6)

where the resolution s is divided by g, the most probable
value estimated as the 40% quantile of the target distribu-
tion. The relative improvement on s for b jets for various
physics processes is between 12 and 15%, as can be seen
from Table 1. Figure 3 shows the value of s obtained for b
jets from the tt test sample as a function of the generator-
level p,g}en (left), n (center), and p (right). The lower panels
in Fig. 3 show the relative improvements resulting from the
DNN energy correction. The observed behavior agrees with
the expectation that the regression correction should opti-
mize the jet energy resolution, while the baseline corrections
aim for a flat response as a function of the jet generator level
p5" and #. For all physics processes considered, the per-
jet relative resolution improvement is around 12-18% for
pr < 100GeV, falling to around 5-9% for p; > 200 GeV.
This improvement translates into an improvement in sensi-
tivity of the analyses that make use of b jets in the final state.
The improvement in the b jet energy resolution brought by
the regression is similar for b jets with and without associ-
ated leptons. This demonstrates that the algorithm is able to
correct not only for the undetected neutrinos in semileptonic
decays of b hadrons, but also for effects that may only be
present in hadronic decays. In addition, the regression was
shown to improve the response of light jets by about 3%.

Knowledge of jet energy resolution on a jet-by-jet basis
can be exploited in analyses searching for resonant pro-
duction of b jet pairs to increase their sensitivity. We have
checked the correlation between the jet resolution s and the
value of the per-jet resolution estimator, §, provided by the
DNN:

§=

759 — $a5%)- @)

N | —

To do this, the sample of b jets was split into several equally
populated bins in S. In each bin, the value of s is computed
as half the difference between the g5 and g,5 quantiles of the
target distribution, and compared to the average resolution
estimator (§). Figure 4 shows the correlation between s and
the (8) values for the inclusive p; spectrum and for several
bins in py. A linear dependence with slope near unity con-
firms that the per-jet energy resolution estimator § correctly
represents the jet resolution. We observe that deviations of
the slope from unity from the linear behavior are roughly
compatible within 20% of the § value.

While the improvements described above are quoted at
the single jet level, many physics analyses use the invariant
mass of the two b jet system as a discriminating variable for
signal extraction. The improvement in the resolution of the
dijet invariant mass is generally bigger than that for a single
jet, because the energy corrections effectively equalize the
energy scale of the two jets, while also improving the jet
resolution. To estimate the dijet resolution, improvement,
events with two leptons and two jets were selected from the
Z(— ¢*¢7)H(— bb) sample: jets were required to have py
larger than 20 GeV, absolute value of n below 2.4, and be
compatible with the hadronisation of b quarks, referred to
as “b-tagged”[37] jets in the following. The selection crite-
ria for the b-tagged jets correspond to a 70% b jet tagging
efficiency with a 1% misidentification rate for light-flavor
or gluon jets. Leptons were required to have a py larger than
20 GeV, while the lepton pairs were required to be compat-
ible with the decay of a Z boson, requiring their invariant
mass to be within 20 GeV of the mass of the Z boson. The
Z boson was required to have a transverse momentum larger
than 150 GeV. An improvement of about 20% in the dijet
invariant mass resolution in the Z(— #+#~)H(— bb) sam-
ple can be observed in Fig. 5. A Bukin function [44] was
used to fit the core of the distribution in Fig. 5. The fit is
performed in the range [75, 165] GeV for the baseline and
[81,160] GeV for the DNN corrected distribution.

In addition, a dedicated study was performed to test how
well the algorithm performance can be transferred from
Monte Carlo simulations to the domain of pp collision data.
A set of Z boson candidates decaying to a pair of charged
leptons was extracted from pp collisions recorded by the
CMS experiment in 2017. A standard set of requirements
[28, 45] was applied to select events with electron or muon
pairs compatible with having originated from the decay of
a Z boson. Events were further required to have at least one
b-tagged jet. The jet with the largest p was required to have
|n| < 2, while the py of the dilepton system was required to
be larger than 100 GeV. The p balance between the Z boson
and the b-tagged jet candidate was enforced by requiring that
extra jets have a py less than 30% of the Z p; to suppress
events with additional hadronic activity. Events satisfying
these requirements were used to evaluate the agreement
between data and MC simulations. In addition, the resolution
of the jets was measured by extrapolating to zero additional
hadronic activity following the methodology described in
Ref. [28].

Figure 6 shows the ratio between the p; of the leading
jet and that of the dilepton system for events in which the
pr of the subleading jet is less than 15 GeV. The upper and
lower panels show the distributions obtained before and after
applying the DNN-based corrections, respectively. It can be
seen that the effect of the corrections is to reduce the width
of the distribution. Using the method detailed in Ref. [28],

@ Springer
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data and in simulated events was found to be 1.1 + 0.1 before 400l §=0.119 s
and after applying the DNN-based corrections. This vali- r ]
dates that the resolution improvement achieved in simulated B ~Data ]
events is successfully transferred to the data domain. 3001~ §=0.127
200~ —
Summary C ]
100 — -
We have described an algorithm that makes it possible to r ]
obtain point and dispersion estimates of the energy of jets 0 [lzere= P IR —a 1
arising from b quarks in proton—proton collisions. We trained 0 ! 1'|5ea ding jet |*?
a deep, feed-forward neural network, with inputs based on pT / pT

jet composition and shape information, and on properties of
the associated reconstructed secondary vertex for a sample
of simulated b jets arising from the decays of top quark—anti-
quark pairs. The neural network simultaneously finds robust
mean, 25 and 75% quantile estimators for the energy of a b jet.
The mean estimator is based on the Huber loss function and is
used as an energy correction, while the 25 and 75% quantile
estimators are used to build a jet-by-jet resolution estimator,
defined as half the difference between these quantiles.

The DNN-based algorithm leverages the information
contained in a large training data set consisting of nearly
100 million simulated b jets, and improves the resolution of

@ Springer

Fig.6 Distribution of the ratio between the transverse momentum
of the leading b-tagged jet and that of the dilepton system from the
decay of the Z boson. Distributions are shown before (upper) and
after (lower) applying the b jet energy corrections. The s values of
the core distributions are included in the figures. The black points
and histogram show the distributions for data and simulated events,
respectively.

the b jet energy by 12—-15% relative to that which is found
after baseline corrections. An improvement of about 20% is
observed in the resolution of the invariant mass of b jet pairs
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resulting from the decay of a Higgs boson produced in asso-
ciation with a Z boson. The resolution estimator is further
shown to predict the resolution of b jets with an accuracy
of 20% over a p; range between 30 and 350 GeV. Events
containing a dilepton decay of a Z boson produced in asso-
ciation with a b jet are used to validate the performance of
the algorithm on proton—proton collision data recorded with
the CMS detector. The jet energy resolution improvement
observed in data is consistent with that found in simulation.

The results described here are being used by the CMS
Collaboration in several physics analyses targeting the final
states containing b jets, including the observation of the
Higgs boson decay to bb[13].
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F. Ptochos?*® . P. A. Razis?* - H. Rykaczewski?* - D. Tsiakkouri?* - M. Finger? - M. Finger? - A. Kveton?* - J. Tomsa?® -
E. Ayala?® . E. Carrera Jarrin?’ - H. Abdalla?®® . S. Elgammal?® . S. Bhowmik?® - A. Carvalho Antunes De Oliveira®® -

R. K. Dewanjee?*® . K. Ehataht®® - M. Kadastik?® - M. Raidal?*® . C. Veelken? - P. Eerola®°® - L. Forthomme3°

H. Kirschenmann3°® . K. Osterberg3’ - M. Voutilainen3°® . F. Garcia' - J. Havukainen3' . J. K. Heikkila3' -

V. Kariméaki®' - M. S. Kim3' - R. Kinnunen®' - T. Lampén3' . K. Lassila-Perini3! - S. Laurila3! - S. Lehti®' - T. Lindén3' .

P. Luukka3'® . T. Maenpaa3! . H. Siikonen®' - E. Tuominen®'® . J. Tuominiemi®' - T. Tuuva3? - M. Besancon®3 .

F. Couderc®3® . M. Dejardin33 . D. Denegri? - B. Fabbro®3 . J. L. Faure? . F. Ferri33® . S. Ganjour®3 . A. Givernaud®3 -
P. Gras®3 - G. Hamel de Monchenault®3 - P. Jarry33 . C. Leloup33 - B. Lenzi3? - E. Locci®3 - J. Malcles3 - J. Rander®3 -
A.Rosowsky>3 - M.0. Sahin33® . A, Savoy-Navarro? - M. Titov*3*® . G. B. Yu33 . S. Ahuja®*® . C. Amendola3*

F. Beaudette3*® . P. Busson®* - C. Charlot®* - B. Diab®* - G. Falmagne3* - R. Granier de Cassagnac®* - I. Kucher3*
A.Lobanov**® . C. Martin Perez** - M. Nguyen* . C. Ochando3* - P. Paganini**® . J. Rembser3* . R. Salerno3*
J.B.Sauvan*® .Y, Sirois>**® . A. Zabi3* - A. Zghiche3*® . J.-L. Agram*>© . J. Andrea® - D. Bloch?’ - G. Bourgatte®’ -
J.-M. Brom3® . E. C. Chabert®* - C. Collard®® . E. Conte®® . J.-C. Fontaine3’ - D. Gelé3’ . U. Goerlach® - M. Jansova® -
A.-C.Le Bihan®* - N.Tonon*® . P.Van Hove®* . S. Gadrat®® - S. Beauceron®’® . C. Bernet*’ - G. Boudoul*’ -
C.Camen® . A. Carle®” - N. Chanon3’® . R. Chierici*’ - D. Contardo®” - P. Depasse3’® . H. El Mamouni*’ - J. Fay*’ .

S. Gascon®’ - M. Gouzevitch®” - B. llle3’ . Sa. Jain®’® . F. Lagarde®’® . |. B. Laktineh®’ . H. Lattaud®” - A. Lesauvage®’ -
M. Lethuillier’”® . L. Mirabito” - S. Perries®” - V. Sordini3’ @ - L. Torterotot®’ - G. Touquet®” - M. Vander Donckt?” -
S.Viret’” . A. Khvedelidze3®® . Z. Tsamalaidze3® - C. Autermann®®® . L. Feld*® . K. Klein*® - M. Lipinski*® -

D. Meuser® . A. Pauls®® - M. Preuten® - M. P. Rauch®’ - J. Schulz*® - M. Teroerde**® . B. Wittmer*® - M. Erdmann*' .

B. Fischer®' - S. Ghosh*' . T. Hebbeker*' © . K. Hoepfner®' - H. Keller*' . L. Mastrolorenzo*' - M. Merschmeyer*!

A. Meyer®' . P. Millet*' . G. Mocellin®' - S. Mondal*' - S. Mukherjee*' ® . D. Noll*' - A. Novak*' - T. Pook*' -
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A.Pozdnyakov?*' - T. Quast*' - M. Radziej*' - Y. Rath*' . H. Reithler*' - J. Roemer*' - A. Schmidt*'® . S. C. Schuler*' .
A.Sharma*' . S. Wiedenbeck?®' - S. Zaleski*' - G. Fliigge*? - W. Haj Ahmad*? - O. Hlushchenko? - T. Kress*? . T. Miiller®? -
A.Nowack*® . C. Pistone*? - O. Pooth*? . D. Roy*? - H. Sert*? . A. Stahl*?® . M. Aldaya Martin*® . P. Asmuss*3 -

. Babounikau**® . H. Bakhshiansohi*® - K. Beernaert*® - 0. Behnke*? - A. Bermudez Martinez*® - D. Bertsche*?

A. A.Bin Anuar® . K. Borras*® . V. Botta®® - A. Campbell** - A. Cardini** - P. Connor*® . S. Consuegra Rodriguez*? -

C. Contreras-Campana*® - V. Danilov* - A. De Wit*3 - M. M. Defranchis*® - C. Diez Pardos*® - D. Dominguez Damiani*? -
G. Eckerlin®® . D. Eckstein®® - T. Eichhorn*® . A. Elwood**® . E. Eren** . E. Gallo®® - A. Geiser** - A. Grohsjean*

M. Guthoff*® . M. Haranko®*® - A, Harb®©® . A. Jafari**® . N. Z. Jomhari**® . H. Jung*® - A. Kasem®® .

M. Kasemann**® . H. Kaveh®? . J. Keaveney**® . C. Kleinwort**© . J. Knolle**® . D. Kriicker** - W. Lange** - T. Lenz*? -
J. Lidrych*® . K. Lipka®® - W. Lohmann*? . R. Mankel*? - I.-A. Melzer-Pellmann®? . A. B. Meyer** . M. Meyer*? .

M. Missiroli®*® . J. Mnich**® . A. Mussgiller® - V. Myronenko®*® . D. Pérez Adan*® - S. K. Pflitsch*® - D. PitzI*® -
A.Raspereza® - A. Saibel*® . M. Savitskyi*® - V. Scheurer® . P. Schiitze*® - C. Schwanenberger®

R. Shevchenko®® . A. Singh®3 - H. Tholen**® . O. Turkot®*® . A, Vagnerini*® - M. Van De Klundert*? - R. Walsh*? .

Y. Wen*®*® . K. Wichmann*? . C. Wissing® - 0. Zenaiev*® . R. Zlebcik®*® . R. Aggleton** - S. Bein** . L. Benato**
A.Benecke* - V. Blobel* - T. Dreyer** . A. Ebrahimi**® . F. Feindt** . A. Frohlich* - C. Garbers**® . E. Garutti**

D. Gonzalez** - P. Gunnellini** - J. Haller**® . A. Hinzmann**® . A. Karavdina** - G. Kasieczka** - R. Klanner**

R. Kogler** . N. Kovalchuk** - S. Kurz**® . V. Kutzner** . J. Lange** - T. Lange** - A. Malara** - J. Multhaup®* -

C.E.N. Niemeyer** . A. Perieanu* - A. Reimers** . O. Rieger** - C. Scharf**® . P. Schleper** - S. Schumann** .

J. Schwandt**® . J. Sonneveld** - H. Stadie** - G. Steinbriick** - F. M. Stober**® . B. Vormwald**® . I. Zoi** -

M. Akbiyik*® - C. Barth® - M. Baselga® - S. Baur* - T. Berger®® - E. Butz**© . R. Caspart*® - T. Chwalek*® - W. De Boer*’ -
A. Dierlamm® . K. El Morabit*® - N. Faltermann*® . M. Giffels*® - P. Goldenzweig® - A. Gottmann® -

M. A. Harrendorf*® . F. Hartmann**® . U. Husemann*® . S, Kudella®® - S. Mitra**® . M. U. Mozer®® - D. Miiller* .
Th. Miiller® - M. Musich* - A. Niirnberg® - G. Quast**® . K. Rabbertz**® . M. Schroder® - I. Shvetsov*® -

H. J. Simonis* - R. Ulrich**® . M. Wassmer®® - M. Weber** . C. W6hrmann*’ . R. Wolf** . G. Anagnostou®® - P. Asenov?® -
G. Daskalakis® - T. Geralis*® - A. Kyriakis*® - D. Loukas*® - G. Paspalaki*® - M. Diamantopoulou®’ - G. Karathanasis*’ -
P. Kontaxakis*” - A. Manousakis-katsikakis*” - A. Panagiotou® - I. Papavergou®” - N. Saoulidou?” - A. Stakia*’ -

K. Theofilatos* - K. Vellidis*’ - E. Vourliotis*” - G. Bakas*® - K. Kousouris*®® . |. Papakrivopoulos*® - G. Tsipolitis*® -

. Evangelou®® - C. Foudas® - P. Gianneios® - P. Katsoulis* - P. Kokkas*® - S. Mallios* - K. Manitara® - N. Manthos* -
I. Papadopoulos* - J. Strologas**® - F. A. Triantis*® - D. Tsitsonis*® - M. Bart6k>® - R. Chudasama>® - M. Csanad>®

P. Major>® . K. Mandal®® - A. Mehta®°® - M. I. Nagy®° - G. Pasztor’°® - O. Suranyi*® - G. . Veres*°® . G. Bencze”' -

C. Hajdu®'® . D. Horvath®' . F. Sikler>'® . T.A. Vami°' - V. Veszpremi®' - G. Vesztergombi®' - N. Beni®? . S. Czellar®? -

J. Karancsi®? - ). Molnar2 - Z. Szillasi>3 - P. Raics>3 - D. Teyssier® - Z. L. Trocsanyi>>® . B. Ujvari®3 - T. Csorgo>* -

W. J. Metzger®* - F. Nemes®* - T. Novak®* - S. Choudhury>? - J. R. Komaragiri>>© - P. C. Tiwari>® - S. Bahinipati®® -
C.Kar*®. G. Kole®**® . P. Mal’® - V. K. Muraleedharan Nair Bindhu®® - A. Nayak®® - D. K. Sahoo®® - S. K. Swain> -
S.Bansal’’® . S. B. Beri®’ - V. Bhatnagar®” - S. Chauhan®’® . R. Chawla®’ - N. Dhingra®’ - R. Gupta®’ - A. Kaur*” .

M. Kaur®” - S. Kaur®’ - P. Kumari®’ - M. Lohan®’ - M. Meena®’ - K. Sandeep®’ - S. Sharma®’ - J. B. Singh®” - A. K. Virdi®” -
A.Bhardwaj>® - B. C. Choudhary®®® . R. B. Garg®® - M. Gola®® - S. Keshri*®® . Ashok Kumar>8 - M. Naimuddin>8

P. Priyanka®® . K. Ranjan>® - Aashaq Shah>® - R. Sharma>3® . R. Bhardwaj*° - M. Bharti*® - R. Bhattacharya®® -

S. Bhattacharya®® - U. Bhawandeep®® - D. Bhowmik® - S. Dutta®® - S. Ghosh>® - B. Gomber>® - M. Maity*° -

K. Mondal®® - S. Nandan®® - A. Purohit®® - P. K. Rout>® - G. Saha®® - S. Sarkar>? - T. Sarkar>*® . M. Sharan®° - B. Singh*° -
S.Thakur®® . P. K. Behera®®® . P. Kalbhor®® - A. Muhammad® - P. R. Pujahari®® - A. Sharma®® - A. K. Sikdar®° -

D. Dutta®' - V. Jha®' - V. Kumar®' - D. K. Mishra®' - P. K. Netrakanti®' - L. M. Pant®' - P. Shukla®'® - T. Aziz% .

M. A. Bhat® . S. Dugad®? - G. B. Mohanty®2® - N. Sur52® . RavindraKumar Verma®? - S. Banerjee%? . S. Bhattacharya® -
S. Chatterjee® - P. Das®® - M. Guchait®® - S. Karmakar®? - S. Kumar®® - G. Majumder®® - K. Mazumdar®3 - N. Sahoo® -
S.Sawant® . S. Dube®® . B. Kansal®* - A. Kapoor®*® . K. Kothekar®*® - S. Pandey®* - A. Rane® - A. Rastogi® -
S.Sharma®® . S. Chenarani®® - E. Eskandari Tadavani® - S. M. Etesami®® - M. Khakzad®® -

M. Mohammadi Najafabadi®® - M. Naseri®” - F. Rezaei Hosseinabadi®® - M. Felcini®®® - M. Grunewald®®

M. Abbrescia®’ @ - R. Aly?° . C. Calabria® © . A. Colaleo® © . D. Creanza® @ - L. Cristella®” © - N. De Filippis®’ -

M. De Palma®’ - A. Di Florio®” - W. Elmetenawee®” @ . L. FioreS’® . A. Gelmi®’ - G. laselli®’ © . M. Ince®’® - S. Lezki®”

G. Maggi®” - M. Maggi®’® - J. A. Merlin® - G. Miniello® ® . S, My’ ® . S, Nuzzo%’® - A. Pompili®’ ® - G. Pugliese®’
R.Radogna® @ . A. Ranieri®’ © . G. Selvaggi® - L. Silvestris®”® . F. M. Simone® - R. Venditti®’ © . P. Verwilligen®’

G. Abbiendi®®® . C. Battilana®®® . D. Bonacorsi®®® . L. Borgonovi®® - S. Braibant-Giacomelli®®® . R, Campanini®®
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P. Capiluppi®®® - A. Castro®® . F. R. Cavallo®®® . C. Ciocca®®® - G. Codispoti®®® - M. Cuffiani®

G. M. Dallavalle®®® . F. Fabbri®®® . A, Fanfani®®® . E. Fontanesi® - P. Giacomelli®®*® . C. Grandi®®® . L. Guiducci®® -
F.lemmi®®.S. Lo Meo®® - S. Marcellini®®® . G. Masetti%®® . F. L. Navarria®®® . A. Perrotta®®® . F. Primavera®

A. M. Rossi®®® . T. Rovelli%®® . G. P. Siroli®®® . N. Tosi®®® . S. Albergo®® - S. Costa®®® - A. Di Mattia®®

R. Potenza® - A. Tricomi®®® . C. Tuve°® . G. Barbagli’®® - A. Cassese’°® . R. Ceccarelli’® - V. Ciulli’®

C. Civinini’®® . R. D'Alessandro’°® . F. Fiori’® - E. Focardi’’® - G. Latino’®® . P. Lenzi’®® - M. Meschini”®

S. Paoletti’®® . G. Sguazzoni’®® - L. Viliani’’® . L. Benussi’'® - S. Bianco’'® - D. Piccolo’'® . M. Bozzo”?

F. Ferro’2® . R. Mulargia’? - E. Robutti’?® - S. Tosi’?® - A. Benaglia’>® . A. Beschi’ - F. Brivio’® - V. Ciriolo”3 -

M. E. Dinardo’3® . P. Dini’3® . S. Gennai’*® . A. Ghezzi”*® . P. Govoni’3® . L. Guzzi’® - M. Malberti’3 -

S. Malvezzi’3® . D. Menasce’3® . F. Monti’ - L. Moroni’3® - M. Paganoni’3® . D. Pedrini’*® . S. Ragazzi’?

T. Tabarelli de Fatis”3 - D. Zuolo”3® - S. Buontempo’*® - N. Cavallo’*® - A. De lorio’* - A. Di Crescenzo’* -

F. Fabozzi’*® - F. Fienga’* - G. Galati’*® - A. O. M. lorio”*® . L. Lista’*® - S. Meola’*® - P. Paolucci’*® - B. Rossi’*
C.Sciacca’® - E.Voevodina’ - P. Azzi”>© - N. Bacchetta’>® - D. Bisello”>® - A. Boletti’>® - A. Bragagnolo’ -

R. Carlin”® . P. Checchia’>® . P. De Castro Manzano’ - T. Dorigo’>® - U. Dosselli’>® . F. Gasparini’®

U. Gasparini’>® . A. Gozzelino’>® . S. Y. Hoh”>® . P. Lujan’>® . M. Margoni’>® - A.T. Meneguzzo’>® . J. Pazzini’®
M. Presilla’” - P. Ronchese’>® - R. Rossin’” - F. Simonetto”>© - A. Tiko”>® - M. Tosi’>® - M. Zanetti’>® - P. Zotto’®
G. Zumerle”>® . A, Braghieri’®® . D. Fiorina’® - P. Montagna’® - S. P. Ratti’® - V. Re’®® . M. Ressegotti’® -

C. Riccardi’®® . P. Salvini’®® - 1. Vai’®® . P. Vitulo’®® . M. Biasini’’© . G. M. Bilei”’® - D. Ciangottini’’® . L. Fano’’ -
P. Lariccia’’ - R. Leonardi’’ - E. Manoni’’© . G. Mantovani’’ - V. Mariani’” - M. Menichelli’’© - A. Rossi’’

A. Santocchia’’® - D. Spiga’’® - K. Androsov’8® . P. Azzurri’®® . G. Bagliesi’®® - V. Bertacchi’® - L. Bianchini’®

T. Boccali’®® . R. Castaldi’®® . M. A. Ciocci’®® - R. Dell’'Orso’®® - S. Donato’®® - G. Fedi’®® - L. Giannini’® -

A. Giassi’®® . M. T. Grippo’®® . F. Ligabue’®® . E. Manca’® - G. Mandorli’® - A. Messineo’®® . F. Palla’®

A.Rizzi’®® . G. Rolandi’®® . S. Roy Chowdhury’® - A. Scribano’® - P. Spagnolo’®® - R. Tenchini’®® . G. Tonelli’®

N. Turini’®- A. Venturi’®® . P. G. Verdini’®® - F. Cavallari’© - M. Cipriani’°® . D. Del Re”*® . E. Di Marco”® -

M. Diemoz’°® . E. Longo”°® - P. Meridiani’°® . G. Organtini’’® . F. Pandolfi’® - R. Paramatti’?® - C. Quaranta’® .
S.Rahatlou”®® . C. Rovelli’”*® . F. Santanastasio’’® - L. Soffi’°® - N. Amapane®°® . R. Arcidiacono®®

S. Argiro®°® . M. Arneodo®® . N. Bartosik®® - R. Bellan®*® . A, Bellora®® - C. Biino®® . A. Cappati® - N. Cartiglia®°
S. Cometti®®® . M. Costa®’® . R. Covarelli®®® . N. Demaria®*® . B. Kiani®® - F. Legger®’ - C. Mariotti®

S. Maselli®® . E. Migliore®°® . V. Monaco®*® . E. Monteil®®® . M. Monteno®’® . M. M. Obertino®® . G. Ortona®®
L. Pacher®®® . N. Pastrone®’® . M. Pelliccioni®®® . G. L. Pinna Angioni®° - A. Romero®’ - M. Ruspa®’® - R. Salvatico®® -
V. Sola®® . A. Solano® - D. Soldi®®® . A. Staiano®® . D. Trocino®® . S, Belforte®'® . V. Candelise®'

M. Casarsa®'© - F. Cossutti®’@ - A. Da Rold®' - G. Della Ricca®' - F. Vazzoler®' © . A. Zanetti®'© . B. Kim?3 . D. H. Kim®2.
G.N.Kim®2. ). Lee®?.S.W. Lee®?® . C.S. Moon32® . Y. D. Oh82.S.I. Pak®? - S. Sekmen®® . D. C. Son82® . Y. C. Yang®? -
H. Kim33 . D. H. Moon®® . G. Oh® . B. Francois®* - T. J. Kim3* . J. Park®* . S. Cho® - S. Choi® - Y. Go® - S. Ha% .
B.Hong®® . K. Lee®® - K.S. Lee® . J. Lim®® . J. Park®® - S. K. Park®® - Y. Roh®® - J. Yo0® - J. Goh3® . H. S. Kim® .

J. Almond®® . J. H. Bhyun®®. J. Choi® - S. Jeon®®. J. Kim®8. ). S. Kim®® . H. Lee®¥® . K. Lee%® . S. Lee®® . K. Nam®2 .

M. Oh®.S.B.Oh®8. B. C. Radburn-Smith®®. U. K. Yang®® . H. D. Yoo0®%8 - I. Yoon88® . D. Jeon® . J. H. Kim®° .
J.S.H.Lee®® .1.C. Park® 1. J. Watson®*® . Y. Choi® - C. Hwang®® - Y. Jeong”® - J. Lee®° - Y. Lee®° - I. Yu*° .
V.Veckalns®'© . V. Dudenas®? - A. Juodagalvis®>® . A. Rinkevicius*?® - G. Tamulaitis®? - J. Vaitkus®? - Z. A. Ibrahim®3 .
F. Mohamad Idris®® - W. A. T. Wan Abdullah®® - M. N. Yusli®® - Z. Zolkapli®* - J. F. Benitez®*

A. Castaneda Hernandez®*® . J. A. Murillo Quijada®® - L. Valencia Palomo® - H. Castilla-Valdez®” -

E. De La Cruz-Burelo®® - I. Heredia-De La Cruz®>® - R. Lopez-Fernandez®® - A. Sanchez-Hernandez®® -

S. Carrillo Moreno® - C. Oropeza Barrera®® - M. Ramirez-Garcia®® - F. Vazquez Valencia®® - J. Eysermans®’ -

I. Pedraza®” - H. A. Salazar Ibarguen®’ - C. Uribe Estrada® - A. Morelos Pineda”® - J. Mijuskovic® - N. Raicevic® -

D. Krofcheck'®® . S. Bheesette'®' - P. H. Butler'®' . A. Ahmad'?2- M. Ahmad'%2 - Q. Hassan'%? . H. R. Hoorani'%2 .
W. A.Khan'%2. M. A. Shah'%2. M. Shoaib'%2® . M. Waqas'%? . V. Avati'®. L. Grzanka'®® . M. Malawski'® .

H. Bialkowska'®* - M. Bluj'%*® . B. Boimska'® - M. Gérski'® - M. Kazana'®* - M. Szleper'* . P. Zalewski'%* -

K. Bunkowski'? - A. Byszuk'®® - K. Doroba'% - A. Kalinowski'%® - M. Konecki'*® . J. Krolikowski'* -

M. Olszewski'®® - M. Walczak'% - M. Araujo'% . P. Bargassa'?® - D. Bastos'? . A. Di Francesco'% - P. Faccioli'®®

B. Galinhas'%® - M. Gallinaro'® . J. Hollar'% - N. Leonardo'%®® . T. Niknejad'% - J. Seixas'%®® . K. Shchelina'® .
G. Strong'% . 0. Toldaiev'%® . J, Varela'%® . S, Afanasiev'?” - P. Bunin'%’ - M. Gavrilenko'?” - I. Golutvin'?’ .

I. Gorbunov'? . A. Kamenev'? . V. Karjavine'?” - A. Lanev'%” . A. Malakhov'% . V. Matveev'%” . P. Moisenz'%” -
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V. Palichik® - V. Perelygin'®’ . M. Savina'? - S. Shmatov'?’ . S. Shulha'? . N. Skatchkov'?” - V. Smirnov'®’ .

N. Voytishin'?” . A. Zarubin'%” . L. Chtchipounov'% . V. Golovtcov'®® . Y. Ivanov'® . V. Kim'% . E. Kuznetsova'®® .

P. Levchenko'%®® . V. Murzin'% . V. Oreshkin'% . I. Smirnov'% . D. Sosnov'® . V. Sulimov'®® . L. Uvarov'% .
A.Vorobyev'%.Yu, Andreev'® . A. Dermenev'?” . S. Gninenko'?® . N. Golubev'% - A. Karneyeu'® - M. Kirsanov'%? .
N. Krasnikov'% - A. Pashenkov'% . D. Tlisov'? . A. Toropin'® . V. Epshteyn''? . V. Gavrilov''? - N. Lychkovskaya''® -
A. Nikitenko''? - V. Popov''° . I. Pozdnyakov''? - G. Safronov''° - A. Spiridonov''? . A. Stepennov''?- M. Toms'°.
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