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Abstract
We study through simulations a layout mixing RF and THz technologies for a compact ultrafast X-ray pulse source based on Inverse Compton Scattering (ICS), aiming to deliver few femtoseconds to sub-femtosecond pulses. The layout consists of an S-band gun as electron source and a dielectric-loaded circular waveguide driven by a multicycle THz pulse to accelerate and longitudinally compress the bunch, before X-ray generation via ICS with a laser pulse. We detail several schemes allowing optimizing the electron bunch properties. This optimization leads to a preliminary layout and various working points able to deliver 0.1 to 5 pC bunches, ranging from 15 to 18 MeV average kinetic energy, 0.4 to 5 fs rms length, 0.1 to 2.6% rms energy spread and 5 to 13 μm rms transverse size. Simultaneously, the beamline is kept compact (~1.3 m up to the ICS point), which has not yet been achieved using only conventional RF technologies. The properties of the X-ray pulse are investigated with simulations, showing the possibility to tune its energy between 2.9 and 11.5 keV. For 400 mJ of laser energy, 1.5*10⁴ to 7.7*10⁴ photons/pulse in 1.5% rms bandwidth or 6.2*10³ to 3.5*10⁴ photons/pulse with lower bandwidths (0.56 to 1.5% rms along the energy range) can be expected. The properties of the dielectric-loaded waveguide and of the THz pulse driving it, the state-of-the-art of the THz pulse generation schemes and the influence of various jitters and the limits that they should not exceed for a reasonably stable operation are finally given.

1. Introduction

A concept for a compact X-ray source aiming to deliver fs to sub-fs X-ray pulses through Inverse Compton Scattering (ICS) has been recently presented by the authors in Ref. 1. This concept is based on the use of a conventional S-band RF gun as electron bunch source and injector for a THz linac consisting in a cylindrical partially dielectric-loaded waveguide (DLW), as depicted in Fig. 1. The latter is driven by a multi-cycle THz pulse which is used to simultaneously accelerate the electron bunch up to 15-20 MeV and compress it to an rms length on the single femtosecond order or below. The S-band gun assumed in our study is a 1.6 cells gun operating at 2.9985 GHz with its peak field amplitude fixed to 140 MV/m, which corresponds to the maximal gradient experimentally achieved with a BNL/SLAC/UCLA gun²³. A schematic layout of the concept is displayed in Fig. 2. This hybrid concept is studied within the context of the AXSIS project⁵ at DESY, where AXSIS stands for Attosecond X-ray Science: Imaging and Spectroscopy. The AXSIS project is funded by an ERC grant and aims to develop a compact ultrafast X-ray pulse source based on the use of THz accelerating fields. The reasons leading to study this hybrid concept in parallel with the fully THz-driven one intended as a baseline design for the AXSIS project have been exposed in details in our previous article. The main one is that the THz guns are still in the early phase of their development⁶⁷ and that several technical and beam dynamics challenges have to be overcome before the delivered electron bunch properties can approach the ones delivered by the current state-of-the-art S-band guns, which are nowadays still the best sources to provide ultrashort and high-brightness electron bunches. Furthermore, when dealing with developing technologies, it is always preferable to introduce only one part at a time (the THz linac for the concept we are developing) and to keep the other components conservative and well-established.

The study performed in Ref. 1 was based on start-to-end beam dynamics simulations from the photocathode up to the ICS point (excluding the interaction with the laser), used to explain the relevant physical phenomena involved in each part of the layout shown in Fig. 2 and the choices made to fix the values of some parameters. A first set of simulated bunch properties at the ICS point was also presented, revealing the excellent potential of the proposed concept to be a compact source delivering fs to sub-fs X-ray pulses. The present article aims to continue this work by presenting various schemes enabling the optimization of the concept and the generation of significantly better transverse and longitudinal bunch properties at the ICS point, simulating the ICS interaction to evaluate the properties of the generated X-ray pulse for various working points and defining some of the technical requirements of the concept.

Fig. 1. Schematic of a cylindrical partially dielectric-loaded waveguide.

Fig. 2. Schematic layout of the ultrafast X-ray pulse source concept introduced in Ref. 1 and further developed in this paper.

Section 2 introduces the basic concepts and formulas for the cylindrical DLW used as accelerating structure. Section 3 presents several schemes to optimize the concept of compact ultrafast X-ray pulse source defined in Ref. 1. Especially in
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subsection 3.1, it is shown that an appropriate choice of the positioning of the transverse and longitudinal focal points after the quadrupole triplet (see Fig. 2) leads to a significant space-charge induced decrease of the electron bunch energy spread previously induced in the THz linac to generate longitudinal compression. In subsection 3.2, the improvement of the transverse and longitudinal bunch properties resulting from a simple transverse shaping of the UV laser pulse driving the S-band RF-gun is presented. Finally in subsection 3.3, the importance of the fine-tuning of the electron bunch properties obtained after ICS interaction with a laser. Ways for extending the tunability range of the proposed X-ray pulse source: required properties with some of the technical requirements for the proposed source are also introduced. The fifth and last section deals with some of the technical requirements for the proposed concept of ultrafast X-ray pulse source: required properties for the cylindrical DLW and for the THz pulse driving it (including power); generation of the required THz power; impact of various jitters on the bunch properties simulated at the ICS point.

2. Basic concepts and formulas for cylindrical dielectric-loaded waveguides

The mode used for electron bunch acceleration and impact of various jitters on the bunch properties simulated at

The physical electromagnetic field in the DLW is simply given by the real part of Eqs. (1), (2) and (3). The constant $A$ and the functions $F_{00}(k_2 r)$ and $F_{00}(k_2 r)$ in Eqs. (1), (2) and (3) are real as long as $k_2$ is real (namely when $\psi_{gh} \geq c / \sqrt{\varepsilon}$) and become complex when $k_2$ becomes imaginary (namely when $\psi_{gh} < c / \sqrt{\varepsilon}$). In this paper, we consider only relativistic electron bunches ($\geq 5$ MeV) implying that for efficient acceleration $\psi_{gh}$ has to be always very close to $c$ (namely less than 0.5% different from $c$). $A$, $F_{00}(k_2 r)$ and $F_{00}(k_2 r)$ are therefore always real in our study, since we assume $\varepsilon_r = 4.41$ (quartz), and we will consider only this case afterwards in the paper.

The first parameter to be fixed when designing a cylindrical DLW is the radius of the central vacuum channel $a$ (see Fig. 1). It is first limited by the fact that $a$ has to be big enough such that the TM$_{01}$ mode can propagate in the DLW. Namely, $f$ has to remain above the cut-off frequency of the TM$_{01}$ mode in the DLW. The value of $a$ is then also dictated by considerations on beam dynamics (the beam charge has to be transmitted through the DLW and the effects of the off-axis electromagnetic fields must not significantly affect the beam quality), on the required THz power (which for a given desired peak field $E_{ml}$ scales as $a^2$) and on the coupling efficiency of the THz pulse into the DLW (which decreases when $a$ decreases).

Then, for a given frequency $f$ and a given dielectric material with the relative dielectric permittivity $\varepsilon_r$, the thickness $b - a$ of the dielectric material is solely a function of the desired $\psi_{gh}$, which is fixed by beam dynamics considerations (limitation of the phase slippage between the electron bunch and the accelerating field). The required value of $b$ is determined by solving the dispersion relation, arising from the boundary conditions in the DLW, for which the TM$_{01}$ mode is given by Eq. (4) (see for example Ref. 11). In Eq. (4) the only unknown is $b$, appearing in the term $f_{00}(k_2 a)/F_{00}(k_2 a)$, all the other parameters being fixed as previously described:

$$
\frac{\varepsilon_r F_{00}(k_2 a)}{k_1 j_0(k_1 a) j_0(k_2 a)} - \frac{\varepsilon_r F_{00}(k_2 a)}{k_2 a F_{00}(k_2 a)} = 0.
$$

The dispersion curve $\omega(k_2)$ (where $\omega = 2\pi f$) of the TM$_{01}$ mode around the desired frequency $f$ can also be computed from Eq. (4). For $b$ being fixed to the previously determined value, this is numerically done by solving Eq. (4) for $k_2 (\equiv \psi_{gh})$ for several frequencies surrounding the desired central frequency $f$ of the THz pulse. The group velocity $v_g$ of the THz pulse in the DLW is then obtained by computing the derivative of the dispersion curve $\omega(k_2)$ of the TM$_{01}$ mode at the central frequency $f$ of the THz pulse. From this, the minimal duration $T$ of the THz pulse driving the DLW required for an acceleration length (THz linac length) $L$ can be computed. It is simply equal to the difference of travel time between the electron bunch and the THz pulse over the length $L$. Assuming relativistic electrons for which the velocity remains always very close to $c$, which is the case in this paper, it can be approximated by:

$$
T = \frac{L(c - v_g)}{c v_g}.
$$
The most important formula is the one to compute the required THz power in the DLW to obtain the desired peak field \( E_{ml} \). This can be derived using the complex Poynting vector \( \vec{S} \):

\[
\vec{S} = \frac{1}{2} \vec{E} \times \vec{H}^*,
\]

with \( \vec{E} \) being the electric field and \( \vec{H}^* \) the complex conjugate of the magnetic induction \( \vec{H} \). The average power over one period, which is in our case equal to the average power, flowing through a surface is given by the real part of the integral of \( \vec{S} \) over this surface. For the TM\(_{01}\) mode and in our case where \( k_2 \) is real, one has \( S_y = 0 \), \( S_r \) purely imaginary and \( S_z \) purely real. The average power in the DLW \( <P>_{\text{THz}} \) is therefore given by the integral of \( S_z (= E_H H^*_r) \) over a transverse cross-section of the DLW perpendicular to its revolution axis (including both vacuum and dielectric parts).

Considering that the TM\(_{01}\) mode is cylindrically symmetric, one finally obtains:

\[
<P>_{\text{THz}} = \pi \int_{r=0}^{b} E_H^r H_z^* r dr.
\]

The minimal energy to be contained in the THz pulse driving the TM\(_{01}\) mode in the DLW to reach both the required peak accelerating field \( E_{ml} \) and acceleration length \( L \) is trivially given by:

\[
E_{\text{THz}} = \frac{<P>_{\text{THz}}}{T}.
\]

Note that \( E_{\text{THz}} \) is the energy of the THz pulse required inside the DLW and therefore does not include the losses due to the fact that the coupling efficiency into the DLW is lower than 100%. The THz energy required for the concept is therefore effectively higher than \( E_{\text{THz}} \).

### 3. Optimization schemes of the compact ultrafast X-ray pulse source concept

The bunch properties at the ICS point presented in Ref. 1 lead us to the conclusion that several aspects have to be deeply studied in order to optimize the concept of compact ultrafast X-ray pulse source shown in Fig. 2. Especially, the bunch transverse emittance and energy spread obtained in Ref. 1 were still rather high for an X-ray source based on ICS. In this section, we detail several schemes we use to improve the bunch properties at the ICS point in Astra simulations and optimize our X-ray pulse source concept.

In the rest of the paper, the following notations will be used:

- \( Z \) will be the longitudinal position along the beamline (zero corresponding to the photocathode).
- Parameters related to the S-band gun section: \( E_{\text{m}} \) (S-band gun peak field), \( B_0 \) (solenoid peak field), \( \sigma_{r,UV} \) and \( \sigma_{l,UV} \) (rms transverse size and length of the UV laser pulse driving the S-band gun).
- Parameters related to the THz linac section: \( Z_1 \) (distance between the photocathode and the THz linac entrance), \( E_{\text{ml}} \) (THz linac peak field), \( \nu_{\text{ph}} \) (central frequency and phase velocity of the THz pulse driving the THz linac).
- \( G_1, G_2 \) and \( G_3 \) will denote the gradients of the three quadrupoles used for the final transverse focusing (a positive gradient is chosen as being a quadrupole focusing in the horizontal plane and defocusing in the vertical plane).

Electron bunch properties: \( Q \) (charge), \( <E> \) (mean kinetic energy), \( \sigma_E \) (rms energy spread), \( \sigma_t \) (rms duration/length), \( \sigma_y \) and \( \sigma_x \) (horizontal and vertical rms sizes) and \( \varepsilon_y \) and \( \varepsilon_x \) (horizontal and vertical rms normalized emittances).

#### 3.1. Space-charge induced reduction of the correlated energy spread induced in the THz linac

One of the key features of the ICS process is that all the electrons constituting the bunch contribute equally to the emitted radiation, while for a free electron laser (FEL) only a slice of the electron bunch is involved. The consequence is that the projected values of \( \varepsilon_x, \varepsilon_y \) and \( \sigma_E \) have to be minimized to maximize the quality of the emitted radiation, and not just only the slice values of these quantities. This is a challenging objective for the hybrid concept presented in this paper. First, as explained in Ref. 1, \( \varepsilon_y \) and \( \varepsilon_x \) are limited by the fact that \( \sigma_{r,UV} \) has to be set to a rather large value to minimize the bunch length at the THz linac entrance, implying a proportionally large value of the thermal emittance at the cathode\(^{13}\). Second, the electron bunch has to be injected off-crest in the THz linac in order to produce the correct chirp to compress it by velocity bunching\(^{14}\). Due to the high-frequencies simulated in the THz linac (\( f \geq 150 \text{ GHz} \)), it results in a large increase of the correlated energy spread of the bunch \( \sigma_E,\text{corr} \).

#### 3.1.1. Introduction to the phenomenon

Fortunately, the correlated energy spread induced by the compression in the THz linac and the transverse emittances can be reduced significantly during the final transverse focusing of the electron bunch by the quadrupole, but \( \varepsilon_y \) and \( \varepsilon_x \) still remain ultimately limited by the thermal emittance. These effects are illustrated in Fig. 3, where the evolutions of \( \sigma_x, \sigma_y, \varepsilon_x, \varepsilon_y \) and \( \sigma_E \) from the THz linac exit up to the ICS point are displayed for a typical example case and compared with the quadrupole triplet for the final transverse focusing switched off and on.

Fig. 3 (right plots) clearly shows that the final focusing helps to significantly reduce \( \sigma_E \). This decrease of \( \sigma_E \) is generated by the space-charge forces, which are the forces generated on any electron of the bunch by the bunch electromagnetic field. Indeed, at the THz linac exit the electron bunch exhibits a negative chirp of its longitudinal phase-space, namely with the fastest electrons in the tail and the slowest in the head, implying a ballistic compression (left
During this compression phase the space-charge forces which imply a gain of energy for the electrons in the head and a loss of energy for those in the tail, naturally reduce the energy spread. This reduction is already visible without final transverse focusing by the quadrupole triplet (top right plot), but is strongly amplified by the final transverse focusing (bottom right plot) because the electron bunch becomes much denser and therefore the space-charge forces become much stronger. Note that this reduction of $\sigma_t$ reduces the velocity differences between the electrons of the bunch and therefore weakens the strength of the compression. This effect is visible by comparing the top left and bottom left plots of Fig. 3. However, since the chirp induced by the THz linac is very strong and the decrease of $\sigma_t$ mainly happens very close from the ICS point, this effect remains limited ($\sigma_t$ at the ICS point increases from 0.9 fs to 1.2 fs in the example case of Fig. 3 when the quadrupole triplet is switched on). More explanations on how the trade-off between $\sigma_E$ and $\sigma_t$ is defined are given in Secs. 3.1.2 and 3.1.3.

![Fig. 3. Evolution of $\sigma_x$, $\sigma_y$ and $\sigma_t$ (left plots) and of $E_x$, $E_y$ and $\varepsilon_x$ (right plots) from the THz linac exit up to the ICS point. Quadrupole triplet for final transverse focusing switched off (top plots) and on (bottom plots). Conditions: $Q = 1$ pC; $E_{mg} = 140$ MV/m; $E_m = 115$ MV/m; $f = 300$ GHz; $\nu_{ph} = c$; $L = 12.8$ cm; $B_0 = 0.258$ T; $\sigma_{UV} = 0.5$ mm; $\sigma_{LUV} = 75$ fs; $Z_l = 85$ cm; $G_{Q1} = +9$ T/m; $G_{Q2} = -19.5$ T/m; $G_{Q3} = +20.5$ T/m; Final mean kinetic energy: 17.7 MeV.](image)

By appropriate settings of the gradients and position of the triplet, the position of the transverse focal point (bottom left) has been adjusted to be the same as the position of the longitudinal focal point when the quadrupole triplet is switched off (top left). The vertical line at $Z = 1.295$ m marks this position which is the one of the ICS point.

Fig. 3 (right plots) also shows that the final transverse focusing causes a reduction of the transverse emittances, but that it is not symmetric between $\varepsilon_x$ and $\varepsilon_y$. It is indeed stronger in the plane where the bunch is defocused by the first quadrupole and then undergoes a strong focusing (bottom right plot), which is the $y$ plane in our example.

The effect of the final transverse focusing on $\varepsilon_x$ and $\varepsilon_y$ remains almost unchanged if the conditions other than the gradients of the quadrupoles are changed. This is not the case for $\sigma_t$ which are especially sensitive to two conditions: the position of the ICS point (≡ of the electron bunch transverse focal point) and the electron bunch transverse size at the THz linac exit (≡ at the entrance of the quadrupole triplet).

### 3.1.2. Influence of the position of the ICS point

To quantify a change of the position of the ICS point along the beamline, noted $Z_{ICS}$, the position of the longitudinal focal point (≡ of the longitudinal focal point on the bunch) along the beamline when the quadrupole triplet is switched off, noted $Z_{long}$ thereafter. A change of the position of the ICS point is then quantified by the parameter $\Delta Z_B = Z_{ICS} - Z_{long}$.

Practically, we studied the influence of the position of the ICS point on the achieved bunch properties by changing the position of the quadrupole triplet compared to the case shown in Fig. 3, for which $Z_{long} = 1.295$ m, which results in a change of $Z_{ICS}$ and thus $\Delta Z_B$. Namely, a global longitudinal translation of the quadrupole triplet has been applied and $G_{Q3}$ has been in some cases slightly modified (at maximum by 0.15 T/m compared to the case of Fig. 3) to keep the minima of $\sigma_x$ and $\sigma_y$ at the same $Z$ position along the beamline ($Z_{ICS}$). Fig. 4 displays the impact of the position of the ICS point, quantified by $\Delta Z_B$, on the bunch properties at the ICS point. $\Delta Z_B = 24$ mm corresponds in this example to the case where the field of the first quadrupole starts right at the THz linac exit, which is the lowest possible value of $\Delta Z_B$. Fig. 5 displays the evolution of $\sigma_x$ and $\sigma_t$ from the THz linac exit up to the ICS point and around the ICS point for three cases extracted from Fig. 4: $\Delta Z_B = 24$ mm, -10 mm and +10 mm.

Fig. 4 (top) shows that $\sigma_E$ and $\sigma_t$ at the ICS point evolve differently with $\Delta Z_B$, namely $\sigma_t$ exhibits a minimum around $\Delta Z_B = +10$ mm while $\sigma_E$ decreases with $\Delta Z_B$ and is still not minimized for the lowest possible value of -24 mm. A trade-off has therefore to be made between $\sigma_E$ and $\sigma_t$ at the ICS point. Fig. 5 (left plots) illustrates the reason explaining these different behaviors. Namely, an increase of $\Delta Z_B$ implies that the final transverse focusing with the quadrupole triplet, and therefore the decrease of $\sigma_t$ shown in Fig. 3 (right), will start farther from the THz linac exit, which is to say at a point where the bunch compression is more advanced and a larger part of the correlated $\sigma_t$ has already been transferred to uncorrelated $\sigma_E$ (which cannot be removed by space-charge forces). As a result, the reduction of $\sigma_t$ by the space-charge forces becomes less efficient (see Fig. 5 top left). On the other hand, the less efficient reduction of $\sigma_t$ with the increase of $\Delta Z_B$ implies that the bunch compression is less affected and is therefore more efficient (see Fig. 5 bottom left). However, if $\Delta Z_B$ becomes too high $\sigma_t$ will start to increase again simply because the ICS point (≡ transverse focal point) is located too far after the position of the longitudinal focal point when the quadrupole triplet is switched off. Note that in principle, there is a value of $\Delta Z_B$ below which $\sigma_E$ at the ICS point should start to increase again because $\sigma_t$ in the final focusing region would become too big, implying that the bunch density and therefore the space-charge forces decrease too much and reduce the
efficiency of the reduction of $\sigma_E$. This value of $\Delta Z_{lt}$ is unattainable for the example presented in this section.

Fig. 4 (middle) shows that the choice of the position of the ICS point is a good trade-off between $\sigma_t$ and $\sigma_x$, with $\sigma_x$ close to zero at the ICS point (see Fig. 4 bottom plot). As visible in Fig. 4 (top) this point is a good trade-off between $\sigma_E$ and $\sigma_t$, and Fig. 4 (middle) also indicates that $\sigma_t$ and $\sigma$ are close to each other (almost transversely symmetric bunch) and not significantly bigger than at $\Delta Z_{lt} = -24 \text{ mm}$. Furthermore, Fig. 5 (right plots) shows that this value of $\Delta Z_{lt}$ allows obtaining first order derivatives of $\sigma_E$ and $\sigma_t$, with respect to $Z$ which are close to zero at the ICS point. This implies that $\sigma_E$ and $\sigma_t$ exhibit small variations in the $Z$ interval where the electron bunch interacts with the laser around the ICS point, which is a desired property. Note that the variations would be higher for a different choice of $\Delta Z_{lt}$ (see Fig. 5 right plots).

Fig. 5. Evolution of $\sigma_E$ (top left) and $\sigma_t$ (bottom left) from the THz linac exit to the ICS point for three cases extracted from Fig. 3: $\Delta Z_{lt} = -24 \text{ mm}, -10 \text{ mm}$ and $+10 \text{ mm}$. The plots on the right are zooms around the ICS point. The black lines mark the position of the ICS point ($\equiv$ transverse focal point). Conditions: see caption of Fig. 3.

3.1.3. Influence of the bunch transverse size at the THz linac exit

Fig. 6 displays the impact of the bunch transverse size at the THz linac exit on the bunch properties at the ICS point for $\Delta Z_{lt}$ fixed to -10 mm (see Fig. 5). The transverse bunch size at the THz linac exit has been artificially varied in ASTRA and does not come from a change in the simulation conditions.

Fig. 6 (top) shows that $\sigma_E$ and $\sigma_t$ at the ICS point evolve differently as a function of the bunch transverse size at the THz linac exit, namely $\sigma_t$ exhibits a minimum (around 155 $\mu$m in this case) while $\sigma_E$ decreases with this size. A trade-off has therefore once again to be made between $\sigma_E$ and $\sigma_t$ at the ICS point. The reason for the decrease of $\sigma_E$ at the ICS point is simply that when the transverse bunch size at the THz linac exit is reduced, the bunch density and therefore the space-charge forces increases, making the reduction of $\sigma_E$ presented in Fig. 3 (right) more efficient. This more efficient reduction of $\sigma_E$ intrinsically comes with an increase of $\sigma_t$ at the ICS point (see Fig. 6 top). Fig. 6 (top) also shows that if the transverse size at the THz linac exit is too large, $\sigma_t$ at the ICS
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*In the case of a head-on collision, the interaction distance with the laser $Z_{int}$ is estimated to two times the duration $T$ of the laser pulse (multiplied by $c$) if this value is shorter than two Rayleigh lengths, otherwise it is estimated to two Rayleigh lengths: $Z_{int} = 2cT/c$ or $Z_{int} = 8\pi\sigma^2/c^2$.\*
point will start to increase again. This is due to a simple geometrical effect, namely that the larger the beam the more difference in the path length, and therefore travel time, of the transversely innermost and outermost electrons of the bunch in the focusing region up to the ICS point. This effect leads to an increase of \( \sigma_z \) which is more than linear with the transverse bunch size at the THz linac exit. If the transverse bunch size at the THz linac exit becomes too large, this geometrical increase of \( \sigma_z \) overcomes the gain due to the decrease of space-charge forces and \( \sigma_z \) at the ICS point starts to increase again.

Finally, Fig. 6 (bottom) illustrates an additional reason not to use too small transverse bunch size at the THz linac exit. Namely, \( \sigma_x \) and \( \sigma_y \) increase which reduces the number of X-ray photons generated via ICS. Furthermore, \( \sigma_x \) and \( \sigma_y \) significantly differ from each other meaning that the bunch has a strong transverse asymmetry at the ICS point. This makes the transverse matching with the laser driving the ICS more difficult and is therefore not desired. For the example presented in this section a good trade-off between \( \sigma_x \), \( \sigma_y \), \( \sigma_z \) and \( \sigma_t \) is to have a transverse bunch size between 110 and 130 \( \mu \text{m} \) at the THz linac exit. Note that the optimal value of this transverse size depends strongly on the case considered and is also a function of the first derivative of \( \sigma_x \) respective to \( Z \) at the THz linac exit and typically increases if this derivative decreases.

![Fig. 6. \( \sigma_x \) and \( \sigma_z \) at the ICS point as a function of the bunch transverse size at the THz linac exit (top). \( \sigma_x \) and \( \sigma_z \) at the ICS point as a function of the bunch transverse size at the THz linac exit (bottom). \( \Delta Z \) is fixed to -10 mm (see Fig. 5). Conditions: see caption of Fig. 3. Note: the transverse bunch size at the THz linac exit has been varied artificially in ASTRA and does not come from a change in the simulation conditions.](image)

### 3.2. Transverse shaping of the UV laser pulse driving the S-band RF-gun

In Ref. 1, we used in our simulations a 3D Gaussian laser pulse to drive the S-band RF-gun, which is not optimal for our concept. The laser pulse rms length \( \sigma_{UV} \) we use in our simulations is 75 fs, which is too short to perform any longitudinal shaping. We therefore fixed it to be purely Gaussian and restrain ourselves to study the influence of a transverse shaping of the laser driving the RF-gun on the achievable bunch properties.

We compared four different transverse profiles for the UV laser driving the S-band RF-gun, having all the same rms transverse size \( \sigma_{UV} = 0.5 \text{ mm} \). They are shown in Fig. 7 and their projections along a radial direction are depicted in Fig. 8. The first one is the Gaussian transverse profile, which is simple to generate experimentally but is known to lead to highly non-linear space-charge forces. The second one is the radial transverse profile, which is a transversely uniformly filled cylinder, for which the projection is a half-ellipse and the non-linear effects of the space-charge forces are limited to the transverse edges of the electron bunch. The third one is a transversely uniformly filled ellipsoid, for which the projection is an inverted parabola and the space-charge forces are purely linear. The last one is a Gaussian cut at \( \sigma_t \) and has been studied based on the fact that the second order Taylor expansion of a Gaussian is an inverted parabola. This profile is therefore close to the uniform ellipsoid, as visible in Fig. 8, and shows deviation to it, and therefore non-linear effects of the space-charge forces, mainly in the transverse edges of the electron bunch.

We simulated the electron bunch properties obtained at the ICS point with these four transverse profiles in almost identical conditions on a typical reference case. \( G_{Q3} \) has been slightly modified between the cases in order to keep the minima of \( \sigma_z \) and \( \sigma_t \) coincident at the ICS point. The position of the first quadrupole respective to the linac exit has also been modified in order to ensure that the contribution of the space-charge induced reduction of the correlated energy spread (see Sec. 3.1) remains the same for the four cases, which means having the same ratio between \( \sigma_{E,corr} \) and \( \sigma_E \). The results of this comparison are gathered in Table 1.

Table 1 shows that the radial, ellipsoid and Gaussian cut at 1\( \sigma \) transverse profiles all lead to a significant improvement of all the electron bunch properties (including \( \sigma_E \) and \( \sigma_t \)) compared to the purely Gaussian transverse profile. Between these three profiles only marginal differences appear in the bunch properties. We therefore choose to use in the following the Gaussian cut at 1\( \sigma \) transverse profile for three reasons. First, it is technically feasible since in our simulations we use only rather large values of \( \sigma_{UV} \geq 0.3 \text{ mm} \) to establish the various potential working points. Second, it is technically much simpler to generate than the uniformly filled ellipsoid. Finally, it will require less energy in the UV laser pulse than the radial profile, which is often generated by cutting a Gaussian profile much tighter than 1\( \sigma \). Other less destructive techniques, like the use of diffractive optical elements (see for example Ref. 15), are currently used to generate a radial
profile while more preserving the initial laser pulse energy. But they are also technically more complicated to implement than a cut at 1\(\sigma\) of a Gaussian transverse profile.

Concerning the transverse properties, Fig. 9 shows that the electron bunch properties for the Gaussian and Gaussian profiles can be significantly improved by choosing an appropriate set of initial transverse profile. This significant improvement of the bunch properties with an appropriate choice of the initial transverse profile can be explained by comparing the evolution along the beamline of the electron bunch properties for the Gaussian and Gaussian cut at 1\(\sigma\) transverse profiles of the UV laser driving the gun.

Concerning the transverse properties, Fig. 9 shows that the transverse emittance improvement is located between the photocathode and the THz linac entrance, the relative difference remaining almost constant thereafter. This improvement is explained by the linearization of the space-charge forces induced by the Gaussian cut at 1\(\sigma\) profile compared to the Gaussian one. This leads to an almost constant transverse emittance before the THz linac, while it is almost doubled for the Gaussian transverse profile.

Table 1. Bunch properties simulated at the ICS point with the four transverse profiles at the cathode introduced in Figs. 7 and 8. Conditions: \(Q = 1\) pC; \(E_m = 140\) MV/m; \(E_{nl} = 115\) MV/m; \(f = 300\) GHz; \(v_{ph} = c_l = 12.8\) cm; \(B_0 = 0.258\) T; \(\sigma_{xl,yl} = 0.5\) mm; \(\sigma_{x,yl} = 75\) fs; \(Z_l = 85\) cm; \(G_{Q1} = +9\) T/m; \(G_{Q2} = -20.2\) T/m; \(G_{Q3} = 24.5\) T/m (Gaussian), 24.2 T/m (ellipsoid), 24.1 T/m (radial) and 24.3 T/m (Gaussian cut at 1\(\sigma\)).

<table>
<thead>
<tr>
<th>Profile</th>
<th>Gaussian</th>
<th>Radial</th>
<th>Ellipsoid</th>
<th>Gaussian cut at 1(\sigma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt;E&gt;) (MeV)</td>
<td>17.7</td>
<td>17.7</td>
<td>17.7</td>
<td>17.7</td>
</tr>
<tr>
<td>(\sigma_e) (keV)</td>
<td>212.8</td>
<td>113.5</td>
<td>118.4</td>
<td>118.2</td>
</tr>
<tr>
<td>(\sigma_t) (fs)</td>
<td>1.6</td>
<td>1.4</td>
<td>1.5</td>
<td>1.4</td>
</tr>
<tr>
<td>(\sigma_{xl,yl}) ((\mu m))</td>
<td>12.7/15.9</td>
<td>8.8/10.5</td>
<td>8.5/10.1</td>
<td>8.4/10.2</td>
</tr>
<tr>
<td>(\varepsilon_x/\varepsilon_y)</td>
<td>0.396/</td>
<td>0.236/</td>
<td>0.228/</td>
<td>0.226/</td>
</tr>
<tr>
<td>((\pi.\mu m.\mu rad))</td>
<td>0.329</td>
<td>0.205</td>
<td>0.195</td>
<td>0.196</td>
</tr>
</tbody>
</table>

Fig. 7. The four transverse profiles compared for the UV laser pulse driving the S-band RF-gun. (1): Gaussian; (2): radial; (3): uniformly filled ellipsoid; (4): Gaussian cut at 1\(\sigma\). All profiles have the same rms transverse size \(\sigma_{xl,yl} = 0.5\) mm. Note that (4) is therefore not a cut of (1).

Fig. 8. Projections on a radial direction of the four transverse profiles depicted in Fig. 7. (1): Gaussian; (2): radial; (3): uniformly filled ellipsoid; (4): Gaussian cut at 1\(\sigma\). All profiles have the same rms transverse size \(\sigma_{xl,yl} = 0.5\) mm. Note that (4) is therefore not a cut of (1).

This significant improvement of the bunch properties with an appropriate choice of the initial transverse profile can be explained by comparing the evolution along the beamline of the electron bunch properties for the Gaussian and Gaussian cut at 1\(\sigma\) transverse profiles of the UV laser driving the gun.

Concerning the transverse properties, Fig. 9 shows that the transverse emittance improvement is located between the photocathode and the THz linac entrance, the relative difference remaining almost constant thereafter. This improvement is explained by the linearization of the space-charge forces induced by the Gaussian cut at 1\(\sigma\) profile compared to the Gaussian one. This leads to an almost constant transverse emittance before the THz linac, while it is almost doubled for the Gaussian transverse profile.

Fig. 10 shows that the transverse size improvement happens at the end of the final focusing by the quadrupole triplet. It is a direct consequence of the reduction of the transverse emittance, which naturally allows for a tighter transverse focusing of the electron bunch.

For the longitudinal properties, Fig. 11 shows that the reduction of \(\sigma_t\) mainly happens in the gun and especially close from the photocathode, namely in the first two centimeters that is to say the first half-cell of the gun. This decrease is explained by the fact that the travel time of an electron in the gun quadratically depends on, and actually quadratically increases with, its transverse offset. This is due to the facts that the longitudinal electric field, and therefore the energy gain, decreases with the transverse offset and also that the path length becomes longer because of the force imprinted by the RF magnetic field in the gun. The Gaussian cut at 1\(\sigma\)
Fig. 10. Evolution of $\sigma_x$ (top left) and $\sigma_y$ (bottom left) from the cathode to the ICS point for the cases presented in Table 1 with Gaussian and Gaussian cut at $1\sigma$ transverse profiles for the UV laser driving the gun. Top (bottom) right: zoom on the final focusing region for $\sigma_x$ ($\sigma_y$). Variation refers to the relative difference between the value for the Gaussian profile cut at $1\sigma$ and the value for the Gaussian profile. Conditions: see caption of Table 1.

transverse profile exhibits less electrons with large transverse offsets than the purely Gaussian one (see Fig. 7). As previously explained, these outer electrons exhibit much larger travel times than the inner ones. This results in a smaller spread of the travel times of the electrons in the gun and therefore a shorter bunch length. After the gun, the variation of $\sigma_t$ is slightly reduced in the drift up to the THz linac entrance and is almost constant in the region of longitudinal compression between the THz linac entrance and the ICS point.

Fig. 12 shows that the reduction of $\sigma_E$ for the Gaussian cut at $1\sigma$ transverse profile compared to the Gaussian transverse profile takes place at 3 different points of the beamline: in the gun, in the THz linac (especially right after the entrance) and at the end of the final focusing by the quadrupole triplet. In the gun, this reduction comes from the fact that $\sigma_t$ is shorter for the Gaussian cut at $1\sigma$ transverse profile and therefore the RF-induced energy spread is lower. At the linac entrance, $\sigma_t$ is still shorter for the Gaussian cut at $1\sigma$ transverse profile (see Fig. 11). As a result, the energy spread induced by the off-crest injection in the THz linac, necessary for bunch compression, is smaller which explains that the variation of $\sigma_E$ compared to the Gaussian transverse profile becomes greater in the first centimeters of the THz linac. At the end of the final focusing region, the electron bunch is shorter (see Fig. 11) and transversely tighter focused (see Fig. 10) for the Gaussian cut at $1\sigma$ transverse profile. The space-charge forces are therefore stronger, by a factor around 2.7, and the space-charge induced reduction of the correlated energy spread presented in Sec. 3.1 is much more efficient, explaining that $\sigma_E$ decreases much more than for the Gaussian transverse profile at the end of the final focusing by the quadrupole triplet.

Fig. 11. Evolution of $\sigma_z$ from the cathode to the ICS point (top) for the cases presented in Table 1 with Gaussian and Gaussian cut at $1\sigma$ transverse profiles for the UV laser driving the gun. Middle plot: zoom on the gun region. Bottom plot: zoom on the cathode region. Variation refers to the relative difference between the value for the Gaussian profile cut at $1\sigma$ and the value for the Gaussian profile. Conditions: see caption of Table 1.
3.3. Fine-tuning of the phase velocity of the THz pulse driving the THz linac

In Ref. 1 and up to now in this paper, we considered that the phase velocity of the TM01 mode in the DLW is equal to \( c \). However, it can be seen in Fig. 13 that this value is not optimal for \( f < 300 \) GHz. Indeed, for \( f = 150 \) GHz, it is visible that after the off-crest injection, necessary for bunch compression, the phase slippage is too slow and the bunch exits the THz linac still being far from the crest of the accelerating field (88.5 MV/m compared to 115 MV/m peak field). On the other hand, for \( f = 300 \) GHz, the phase slippage is faster and the bunch exits the THz linac close to the crest of the accelerating field (111.3 MV/m compared to 115 MV/m peak field).

![Fig. 12. Evolution of \( \sigma_t \) from the cathode to the ICS point (top left) for the cases presented in Table 1 with Gaussian and Gaussian cut at 1\( \sigma \) transverse profiles for the UV laser driving the gun. Top center: zoom on the gun region. Top right: zoom on the cathode region. Bottom left: zoom on the linac entrance region. Bottom right: zoom on the final focusing region. Variation refers to the relative difference between the value for the Gaussian profile cut at 1\( \sigma \) and the one for the Gaussian profile. Conditions: see caption of Table 1.](image)

In this sub-section, we will optimize \( \nu_{ph} \) for \( f = 150 \) GHz such that the bunch exits the THz linac very close from the crest of the accelerating field and look at the impact on the simulated bunch properties at the ICS point. We will not try to perform this optimization for \( f = 300 \) GHz, since the bunch already exits the linac very close from the crest of the accelerating field for \( \nu_{ph} = c \) (see Fig. 13).

Fig. 14 shows the evolution of the bunch energy gain gradient along the THz linac for \( f = 150 \) GHz at \( \nu_{ph} = c \) and \( \nu_{ph} = 1.002c \). It clearly shows that \( \nu_{ph} = 1.002c \), thanks to the faster phase slippage, allows the bunch exiting the linac very close to the crest of the accelerating field (113.5 MV/m compared to 115 MV/m peak field), thus optimizing the use of the accelerating field. The optimal value of \( \nu_{ph} \) is a function of \( f, E_{mf}, L \) and the energy of the electron bunch at the THz linac entrance. Note that the increase of \( \nu_{ph} \), resulting in a faster phase slippage, requires to significantly change the injection phase into the THz linac, namely to go more off-crest as visible in Fig. 14.

![Fig. 13. Evolution of the bunch energy gain gradient along the THz linac for two different accelerating frequencies \( f \). Conditions: \( Q = 1 \) pC; \( E_{mg} = 140 \) MV/m; \( E_{mf} = 115 \) MV/m; \( \nu_{ph} = c \); \( L = 12.8 \) cm; \( B_0 = 0.258 \) T (\( f = 300 \) GHz) & 0.249 T (\( f = 150 \) GHz); \( \sigma_{t,UV} = 0.5 \) mm; \( \sigma_{r,UV} = 75 \) fs; \( Z_i = 85 \) cm.](image)

![Fig. 14. Evolution of the bunch energy gain gradient along the THz linac for two different phase velocities \( \nu_{ph} \) of the accelerating field. Conditions: \( Q = 3.75 \) pC; \( E_{mg} = 140 \) MV/m; \( E_{mf} = 115 \) MV/m; \( f = 150 \) GHz; \( L = 12.8 \) cm; \( B_0 = 0.246 \) T (\( \nu_{ph} = c \)) & 0.238 T (\( \nu_{ph} = 1.002c \)); \( \sigma_{t,UV} = 0.7 \) mm; \( \sigma_{r,UV} = 75 \) fs; \( Z_i = 91 \) cm.](image)

Table 2 presents the electron bunch properties at the ICS point for the two \( \nu_{ph} \) simulated in Fig. 14 in the THz linac. It is visible that \( \sigma_{t} \) is significantly affected by a change of \( \nu_{ph} \), since it is decreased by a factor of 2 when increasing \( \nu_{ph} \) from \( c \) to 1.002c. The other electron bunch properties are much less affected since they vary by 5% at maximum. To understand
the explanation of this reduction of \( \sigma_E \) it is interesting to look into the evolution along the beamline for the two \( v_{ph} \) simulated in this section, which is shown in Fig. 15.

Table 2. Electron bunch properties at the ICS point for the two \( v_{ph} \) simulated in Fig. 14 in the THz linac. Conditions: see caption of Fig. 14; \( G_{Q2} = +7.1 \) T/m \( (v_{ph} = c) \) & \(+5.75 \) T/m \( (v_{ph} = 1.002c) \); \( G_{Q2} = -16 \) T/m \( (v_{ph} = c) \) & \(-14.25 \) T/m \( (v_{ph} = 1.002c) \); \( G_{Q2} = +16.25 \) T/m \( (v_{ph} = c) \) & \(+15.2 \) T/m \( (v_{ph} = 1.002c) \).

<table>
<thead>
<tr>
<th>( v_{ph} )</th>
<th>(&lt;E&gt;) (MeV)</th>
<th>( \sigma_E ) (keV)</th>
<th>( \sigma_t ) (fs)</th>
<th>( \sigma_{d/\sigma y} ) (( \mu m ))</th>
<th>( \frac{E_{x/y}}{E_{y}} ) (( \pi mm.mrad ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.24</td>
<td>200.6</td>
<td>3.31</td>
<td>11.3/11.9</td>
<td>0.393/0.293</td>
</tr>
<tr>
<td>1.002</td>
<td>15.33</td>
<td>100.7</td>
<td>3.38</td>
<td>10.7/11.4</td>
<td>0.375/0.300</td>
</tr>
</tbody>
</table>

Fig. 15. Evolution of \( \sigma_E \) from the cathode up to the ICS point for the two \( v_{ph} \) simulated in Fig. 14 in the THz linac (top). Middle: Zoom on the THz linac region. Bottom: Zoom on the final focusing region. Conditions: see captions of Fig. 14 and Table 2.

Fig. 15 (top) shows that the difference on \( \sigma_E \) between the two \( v_{ph} \) happens mainly in the THz linac. Indeed, at the end of the THz linac the difference between \( v_{ph} = 1.002c \) and \( v_{ph} = c \) is around 85 keV (see Fig. 15 middle plot), which is close to the final difference of 100 keV (see Table 2). No significant difference is introduced by the space-charge induced reduction of the energy spread during the final transverse focusing (see Fig. 15 bottom). As visible in Fig. 15 (middle plot), the gain on \( \sigma_E \) for \( v_{ph} = 1.002c \) compared to \( v_{ph} = c \) happens in the second half of the THz linac. This is due to the fact that after around 5.5 cm in the THz linac, the bunch becomes closer to the crest of the accelerating field, where the induced energy spread is minimal, than in the case for \( v_{ph} = c \) and continues to slip faster towards the crest of the accelerating field than for \( v_{ph} = c \) (see Fig. 14). As a result, the increase rate of \( \sigma_E \) starts to slow down and becomes almost zero at the THz linac exit for \( v_{ph} = 1.002c \), while it decreases only a little for \( v_{ph} = c \) (see Fig. 15 middle plot) implying a higher final value of \( \sigma_E \).

We demonstrated in this sub-section that a fine-tuning of the phase velocity of the THz pulse driving the THz linac is of primary importance regarding the value of the energy spread achievable at the ICS point, since \( \sigma_E \) is a fast varying function of \( v_{ph} \). According to Sec. 2, this fine-tuning of \( v_{ph} \) translates into a fine-tuning of the dielectric thickness \( b – a \) in the DLW. This means that the margins for production errors of the DLW are very tight and that it must be produced with a high mechanical precision. As an example, in the vicinity of \( v_{ph} = c \), the change of \( v_{ph} \) reaches 1% if the error of \( b – a \) is 1.45 \( \mu m \) at \( f = 300 \) GHz and 2.91 \( \mu m \) at \( f = 150 \) GHz. In particular, this means that the two cases presented in this sub-section (\( v_{ph} = c \) and \( v_{ph} = 1.002c \) at \( f = 150 \) GHz) differ only by around 600 nm in the value of \( b – a \) required for the DLW.

Fortunately, \( v_{ph} \) is also dependent on \( f \). As a result, a production error for the value of \( b – a \) could be compensated by adjusting the frequency of the THz pulse driving the linac as it has been reported in Refs. 16 and 17. Furthermore, thanks to their small dimensions (width in the millimeter range and length in the range of ten cm), the DLW are fast to be produced and much easier to be replaced in a beamline than a conventional RF accelerating structure. This allows the possibility to quickly exchange a DLW in case of a production error which cannot be overcome by an adjustment of the THz pulse frequency. Finally, the small dimensions of a DLW could also be used to place several DLW with different properties (\( f, L, v_{ph}, \text{etc.} \)) in the beamline with the possibility to switch between them. This will enable achieving different electron bunch properties (\( <E> \) in particular) which could then be used for different applications (different X-ray energies for the case of the ICS source developed in this paper).

4. Simulated properties of the X-ray pulse generated via ICS

Following the steps and optimization schemes introduced in Ref. 1 and in Sec. 3 of this paper, we simulated several potential working points using the ASTRA code\(^{12}\) for the beam dynamics up to the ICS point. More details on how the THz linac is modeled into ASTRA can be found in Ref. 18. The distribution obtained with ASTRA is then exported into the CAIN Monte-Carlo code\(^{19}\), which is then used to simulate...
the interaction of the electron bunch with the laser, leading to the destruction of the X-ray pulse via ICS.

4.1. Electron bunch properties simulated at the ICS point

We simulated the beam dynamics up to the ICS point for bunch charges varying from \( Q = 100 \) fC to \( Q = 5 \) pC and for two frequencies of the THz pulse driving the THz linac, namely \( f = 300 \) GHz and \( f = 150 \) GHz. The relevant electron bunch properties at the ICS point are gathered in Table 3 (\( f = 300 \) GHz) and Table 4 (\( f = 150 \) GHz).

Table 3. Electron bunch properties at the ICS point for the selected potential working points of the hybrid concept of ultrafast X-ray pulse source. Conditions: \( E_{\text{el}} = 140 \) MV/m; \( E_{\text{el}} = 115 \) MV/m; \( f = 300 \) GHz; \( v_{\text{ph}} = c; L = 12.8 \) cm; \( \sigma_{t,\text{UV}} = 75 \) fs.

<table>
<thead>
<tr>
<th>( Q ) (pC)</th>
<th>(&lt;E&gt;) (MeV)</th>
<th>( \sigma_E ) (keV)</th>
<th>( \sigma_t ) (fs)</th>
<th>( \sigma_x/\sigma_y ) (μm)</th>
<th>( \varepsilon_{c}/\varepsilon_{y} ) (π.mm.mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>17.7</td>
<td>41.7</td>
<td>0.41</td>
<td>4.5/5.9</td>
<td>0.114/0.112</td>
</tr>
<tr>
<td>0.5</td>
<td>17.6</td>
<td>77.0</td>
<td>0.81</td>
<td>6.4/8.3</td>
<td>0.187/0.171</td>
</tr>
<tr>
<td>1.0</td>
<td>17.5</td>
<td>132.5</td>
<td>1.34</td>
<td>6.8/7.9</td>
<td>0.226/0.189</td>
</tr>
<tr>
<td>1.75</td>
<td>17.6</td>
<td>188.8</td>
<td>1.93</td>
<td>8.9/9.7</td>
<td>0.318/0.244</td>
</tr>
<tr>
<td>2.5</td>
<td>17.8</td>
<td>245.6</td>
<td>2.61</td>
<td>10.7/10.4</td>
<td>0.384/0.274</td>
</tr>
<tr>
<td>3.75</td>
<td>17.7</td>
<td>357.5</td>
<td>3.72</td>
<td>12.2/12.1</td>
<td>0.452/0.307</td>
</tr>
<tr>
<td>5.0</td>
<td>17.8</td>
<td>462.3</td>
<td>5.02</td>
<td>13.2/13.6</td>
<td>0.527/0.348</td>
</tr>
</tbody>
</table>

Table 4. Electron bunch properties at the ICS point for the selected potential working points of the hybrid concept of ultrafast X-ray pulse source. Conditions: \( E_{\text{el}} = 140 \) MV/m; \( E_{\text{el}} = 115 \) MV/m; \( f = 150 \) GHz; \( v_{\text{ph}} = 1.002c; L = 12.8 \) cm; \( \sigma_{t,\text{UV}} = 75 \) fs.

<table>
<thead>
<tr>
<th>( Q ) (pC)</th>
<th>(&lt;E&gt;) (MeV)</th>
<th>( \sigma_E ) (keV)</th>
<th>( \sigma_t ) (fs)</th>
<th>( \sigma_x/\sigma_y ) (μm)</th>
<th>( \varepsilon_{c}/\varepsilon_{y} ) (π.mm.mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>15.6</td>
<td>19.9</td>
<td>0.65</td>
<td>5.8/4.5</td>
<td>0.113/0.112</td>
</tr>
<tr>
<td>0.5</td>
<td>15.0</td>
<td>32.3</td>
<td>1.22</td>
<td>5.7/6.7</td>
<td>0.177/0.170</td>
</tr>
<tr>
<td>1.0</td>
<td>15.0</td>
<td>45.1</td>
<td>1.81</td>
<td>6.0/6.2</td>
<td>0.206/0.191</td>
</tr>
<tr>
<td>1.75</td>
<td>15.0</td>
<td>55.1</td>
<td>2.18</td>
<td>7.4/8.7</td>
<td>0.272/0.238</td>
</tr>
<tr>
<td>2.5</td>
<td>15.1</td>
<td>69.1</td>
<td>2.49</td>
<td>8.5/9.4</td>
<td>0.317/0.267</td>
</tr>
<tr>
<td>3.75</td>
<td>15.1</td>
<td>120.6</td>
<td>3.12</td>
<td>8.7/8.6</td>
<td>0.376/0.287</td>
</tr>
<tr>
<td>5.0</td>
<td>15.1</td>
<td>197.0</td>
<td>3.81</td>
<td>8.6/8.4</td>
<td>0.430/0.340</td>
</tr>
</tbody>
</table>

Then, the higher \( \sigma_t \) at the THz linac entrance results in the generation of stronger non-linearities in the bunch longitudinal phase-space during its compression in the THz linac, which limit the achievable \( \sigma_t \) at the ICS point. Besides, the increase with \( Q \) of the space-charge forces close to the ICS point also limits the achievable \( \sigma_t \).

Not only the statistical bunch properties, as shown in Tables 3 and 4, are of interest. The transverse profile of the electron bunch and its longitudinal phase-space at the ICS point also have to be investigated. They are shown in Fig. 16 for one representative case, the case with \( Q = 1 \) pC in Table 3.

Fig. 16 shows that the electron bunch transverse profile is close from being Gaussian. This is a desired property, since the best overlap possible with the transverse profile of the laser pulse driving the ICS, which will typically be Gaussian, has to be achieved. It is also visible in Fig. 16 that the time profile of the electron bunch exhibits no spikes and that all the electrons are contained in a few fs and not only a fraction of them. Finally, Fig. 16 highlights that a significant part of the bunch energy spread is due to a long tail of low energy electrons, meaning that the bunch core has a much lower \( \sigma_E \) than what is shown in Tables 3 and 4.

One last important point is that the working points presented in Tables 3 and 4 are not fixed but offer a certain amount of tunability concerning \( \sigma_t, \sigma_{x,y} \) and \( \sigma_{x,y} \) by modifying the parameters of the quadrupole triplet and the phase of the THz linac used for the final focusing of the bunch, respectively in the transverse and longitudinal planes. This tunability is illustrated by Table 5.

One can observe that \( \sigma_t \) is significantly higher at \( f = 300 \) GHz than at \( f = 150 \) GHz (around 17% increase). As explained in Ref. [1] and visible in Fig. 13 in the present paper, this is due to the fact that after the off-crest injection in the THz linac, the bunch experiences a higher phase slippage at \( f = 300 \) GHz and therefore moves faster towards the crest of the accelerating field, implying a higher energy gain.

The behaviors of the electron bunch longitudinal properties (\( \sigma_E \) and \( \sigma_t \)) are the same for both \( f = 300 \) GHz and \( f = 150 \) GHz, namely they increase with \( Q \). The increase of \( \sigma_E \) and \( \sigma_t \) with \( Q \) are correlated together and explained by the increase of the space-charge forces. First, the increase of \( Q \) leads to a higher \( \sigma_t \) at the THz linac entrance which, due to the off-crest injection, implies a higher \( \sigma_E \) at the ICS point.
mechanism used to reduce $\sigma_2$ (see Sec. 3.1) becomes less effective because the distance between the linac exit and the ICS point, therefore the integrated effect of the space-charge forces along this path, decreases. On the other hand, a weaker focusing will result on a smaller value of $\sigma_x$, but larger values of $\sigma_y$ and $\sigma_t$. A trade-off has therefore to be found on the strength of the final focusing of the bunch. This is illustrated in Table 5, where the strength of the final focusing has been varied for the case at $Q = 1$ pC presented in Table 4, going from the stronger to the weaker focusing if one reads the rows from top to bottom. The injection phase $\phi_0$ in the THz linac implies a change in the strength of the bunch compression ($\equiv$ longitudinal focusing), a lower $\phi_0$ meaning a stronger longitudinal focusing. The quadrupole gradients $G_{Q1}$, $G_{Q2}$ and $G_{Q3}$ imply a change in the strength of the transverse focusing. In addition to the aforementioned evolution of $\sigma_x$, $\sigma_t$ and $\sigma_y$ with the strength of the final focusing, one can note that $\langle E \rangle$ slightly increases when this strength decreases. This is simply explained by the fact that the bunch is injected closer to the crest of the accelerating field when $\phi_0$ increases. One can also note that $\varepsilon$: and $\varepsilon_y$ remain almost unchanged for the different strengths of the final focusing tested in Table 5.

Table 5. Electron bunch properties at the ICS point for different strengths of the final focusing of the bunch (this strength decreases from the top to the bottom row). Conditions: $E_{\text{rms}} = 140$ MV/m; $\alpha_{uv} = 0.5$ mm; $\alpha_{uv} = 75$ fs; $Q = 1$ pC; $B_0 = 0.24$ T; $Z = 85.1$ cm; $E_{\text{lin}} = 115$ MV/m; $f = 150$ GHz; $l = 12.8$ cm; $\nu_{ph} = 1.002$. Note that the ICS point is not at the same $Z$ for each case. The underlined case is the same as for $Q = 1$ pC in Table 4.

<table>
<thead>
<tr>
<th>$\phi_0$ ($^\circ$)</th>
<th>$G_{Q1}$ (T/m)</th>
<th>$\langle E \rangle$ (MeV)</th>
<th>$\sigma_x$ (fs)</th>
<th>$\sigma_t$ (pm)</th>
<th>$\sigma_y$ (μm)</th>
<th>$\sigma_2$ (π m mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.3</td>
<td>+7.25</td>
<td>14.83</td>
<td>56.7</td>
<td>1.79</td>
<td>0.53</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>+17.58</td>
<td>15.00</td>
<td>45.1</td>
<td>1.81</td>
<td>0.60</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>+20.85</td>
<td>15.13</td>
<td>36.3</td>
<td>1.93</td>
<td>0.69</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>+19.93</td>
<td>15.15</td>
<td>36.3</td>
<td>1.93</td>
<td>0.69</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>+16.2</td>
<td>15.31</td>
<td>32.7</td>
<td>1.98</td>
<td>0.73</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>+12.8</td>
<td>15.47</td>
<td>30.5</td>
<td>2.20</td>
<td>0.88</td>
<td>0.206</td>
</tr>
</tbody>
</table>

4.2. Simulated properties of the X-ray pulse generated via ICS

We simulated the generation of the X-ray pulse via the ICS process occurring during the interaction of the electron bunch simulated in Sec. 4.1 for various potential working points (see Tables 3 and 4) with a laser with the Monte-Carlo code CAIN, which is already validated against experimental measurements and used to validate analytical model. We also compared the simulation results with the prediction of the analytical model generally used to describe the photon generation by Compton Scattering.

In this analytical model, the energy of the photons scattered by interaction with the electron bunch, in the case where the recoil of the involved electron is negligible, is given by:

$$h\nu = \frac{1}{2} + \frac{(1 - \cos(\theta))}{\nu \nu_L} \left[ \frac{1}{\sqrt{1 + \frac{\nu^2}{2 \nu_L^2}}} \right]$$

where $h$ being the Planck constant, $\nu$ the frequency of the photons after scattering, $\nu_L$ the frequency of the laser photons, $\gamma$ the relativistic factor of the electrons, $\theta$ the collision angle ($\theta = 180^\circ$ denoting a head-on collision), $\nu$ the observation angle relative to the electron bunch trajectory ($0^\circ$ denotes a photon having the same trajectory as the electron bunch), $\nu_0$ the waist of the laser pulse at the interaction point (equal to 2 times its rms transverse size), $U_L$ the laser pulse energy and $\sigma_{\text{rms}}$ a typical length. Under the assumption of a transversely round electron bunch, the number of photons generated per pulse, $N_\gamma$, is derived using the Thomson cross-section $\sigma_{th} = 0.67/10^{-28}$ m$^2$ as:

$$N_\gamma = \frac{N_L \nu \sigma_{th}}{2 \pi (\sigma_{\text{rms}}^2 + w_0^2)^2}$$

where $N_L$ is the number of photons in the laser pulse driving the ICS process, $N$ the number of electrons in the bunch and $\sigma_{\text{rms}}$ the rms transverse size of the electron bunch at the interaction point. This quantity alone is however insufficient to characterize the generated radiation, since as visible from Eq. (8) the photon energy depends on the observation angle $\theta$. As a consequence, the bandwidth of the entire pulse is very large and it is usually collimated to an angle $\theta_{\text{coll}}$ in order to reduce it, such that it becomes only dominated by the electron bunch and the laser properties. The relevant quantities are therefore the number of photons into $\theta_{\text{coll}}$ given by:

$$N_\gamma = \frac{4 \pi \nu L \sigma_{th} Q \nu_{ph}^2}{h \nu_L} \left( \frac{1}{\nu_{ph}} + \left( \frac{2 \gamma \nu_{ph}}{\gamma - 1} \right)^2 \right)$$

and the rms relative bandwidth of the generated photon pulse within $\theta_{\text{coll}}$ given by:

$$\frac{\sigma_{\nu}}{\nu} = \sqrt{\left( \frac{\nu_{th}}{\nu} \right)^2 + \left( \frac{\gamma - 1}{\gamma - 1} \right)^2 + \left( \frac{\gamma - 1}{\gamma - 1} \right)^2 + \left( \frac{\gamma - 1}{\gamma - 1} \right)^2 + \left( \frac{\gamma - 1}{\gamma - 1} \right)^2}$$

The six contributions to the bandwidth of the pulse are respectively: the collimation angle, the electron bunch energy spread, the electron bunch transverse emittance, the laser bandwidth, the diffraction term and the temporal profile broadening contribution. Note that Eqs. (9), (10) and (11) are established for a head-on collision ($\alpha = 180^\circ$) and under the assumption of an optimal space-time overlap of the electron
However the ICS process with CAIN. For working points from Tables 3 and 4 for which we simulated, we used the figure of merit given by Eq. (13) to select the electron bunch, which has to be maximized in order to optimize the X-ray source:

\[
\beta = \sqrt{\frac{q}{2\sigma_x^2 + 5\sigma_y^4}}.
\]  

(13)

Maximizing \(\beta\) results in maximizing the spectral density \(SPD\) of the X-ray source (in photons/eV) given by:

\[
SPD = \frac{N \rho \sigma_{\text{coll}}}{\sqrt{2\pi \hbar c v_\gamma}}.
\]

We used the figure of merit given by Eq. (13) to select the working points from Tables 3 and 4 for which we simulated the ICS process with CAIN\(^6\). For \(f = 300\) GHz this is the case for \(Q = 1\) pC, and for \(f = 150\) GHz the case for \(Q = 1\) pC. However \(\beta\) does not include \(\sigma_y\), which we also aim to minimize for the proposed concept. We therefore also simulate the ICS process for the cases with the shortest electron bunch, namely \(Q = 100\) fC for \(f = 300\) GHz and \(f = 150\) GHz. Finally, we also simulated one case at higher charge for each frequency, namely \(Q = 2.5\) pC for \(f = 300\) GHz and \(Q = 5\) pC for \(f = 150\) GHz.

For the abovementioned cases, we choose to fix the collimation angle \(\theta_{\text{coll}}\) to a value of 2 mrad. The observation angle has been fixed to \(\theta = 0.5\), meaning that the collimator is centered on the electron bunch trajectory. We then compared the simulation results with the analytical estimations given by Eqs. (8), (9), (10) and (11). For that, we assumed a head-on collision (\(\alpha = 180^\circ\)) and that the laser driving the ICS process is at the diffraction limit (\(M^2 = 1\)), transversely round with an rms transverse size equal to the average of \(\sigma_x\) and \(\sigma_y\) for the electron bunch at the transverse focal point (see Tables 3 and 4), with a wavelength \(\lambda_{\text{L}} = 1.048\) µm, an energy \(U_{\text{L}} = 0.1\) J and an rms length \(\sigma_\text{L} = 1\) ps. For the simulations with CAIN we assume that the focal point of the laser and the electron bunch are coincident in space and time, and for the analytical estimations we in addition assume an optimal space-time overlap (see Eq. (12)). The results are presented in Table 6, where \(E_X\) denotes the average photon energies for the collimated pulse (CAIN) or the on-axis X-ray energy for \(<E>_\gamma\) (analytical model). \(\sigma_\text{Ax}\) is the rms duration predicted by CAIN for the collimated X-ray pulse. Fig. 17 presents the normalized energy spectra of the collimated photon pulses simulated with CAIN for the 6 cases displayed in Table 6. Note that in Fig. 17 the different peak X-ray energies for the different values of \(Q\) simply come from the fact that \(<E>_\gamma\) is different for these different cases (see Tables 3 and 4).

<table>
<thead>
<tr>
<th>(f) (GHz)</th>
<th>(Q) (pC)</th>
<th>(E_X) (keV)</th>
<th>(N_{\gamma}) (10^5)</th>
<th>(N_{\gamma,\text{col}}) (10^5)</th>
<th>(\sigma_{\gamma,\text{col}}/v_\gamma) (%)</th>
<th>(\sigma_{\text{Ax}}) (fs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.1</td>
<td>5.90</td>
<td>0.58</td>
<td>1.6</td>
<td>0.90</td>
<td>0.46</td>
</tr>
<tr>
<td>150</td>
<td>0.2</td>
<td>4.61</td>
<td>0.59</td>
<td>1.3</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>5.76</td>
<td>3.2</td>
<td>8.9</td>
<td>1.64</td>
<td>1.30</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>4.30</td>
<td>4.3</td>
<td>9.1</td>
<td>0.93</td>
<td>1.81</td>
</tr>
<tr>
<td>300</td>
<td>2.5</td>
<td>5.97</td>
<td>3.8</td>
<td>11</td>
<td>2.54</td>
<td>2.35</td>
</tr>
<tr>
<td>150</td>
<td>5</td>
<td>4.34</td>
<td>12</td>
<td>24</td>
<td>2.44</td>
<td>3.62</td>
</tr>
</tbody>
</table>

Fig. 17. Normalized energy spectra of the collimated photon pulses simulated with CAIN for the 6 cases displayed in Table 6. \(f = 300\) GHz (top plot) and \(f = 150\) GHz (bottom plot).
Table 6 shows that $E_x$ is consistent between CAIN and the analytical model, since the difference is at maximum 1.7% and can be attributed to the difference in the definition of $E_x$. $N_\gamma$ is also in a good agreement with a difference varying between 0% and 12% according to the case, but it is to note that CAIN always predicts a smaller number of photons than the analytical model. The most likely explanation for this is that the space-time overlap between the electron bunch and the laser pulse driving the ICS process is not perfect, which is taken into account with CAIN but not by the analytical model. $N_{\gamma,\text{coll}}$ shows higher differences ranging from 18.8% to 28%. The agreement is however still fair enough so that the analytical model can be used to obtain a good first estimation of $N_{\gamma,\text{coll}}$. It is noteworthy that in this case CAIN always predicts a higher number of collimated photons than the analytical model. The rms relative bandwidth $\sigma_{\nu\gamma}/\nu_{\gamma}$ shows much stronger differences, with CAIN always predicting a smaller value than the analytical model, and a clear evolution with the value of the bandwidth. For the cases with $Q=5$ pC and $Q=2.5$ pC (higher bandwidth), the agreement is still acceptable since the difference is of the order of 20% to 30%. But for the cases with $Q\leq1$ pC, the analytical model does not give an estimation of $\sigma_{\nu\gamma}/\nu_{\gamma}$ close to be in agreement with CAIN. Indeed, the difference reaches 50% to 80% at $Q=1$ pC (intermediate bandwidth) and around 140% at $Q=100$ fC (lower bandwidth).

Table 6 also shows an important feature in the evolution of $N_{\gamma,\text{coll}}$ when $Q$ increases. Namely between the cases at $Q=100$ fC and $Q=1$ pC, it increases by a factor close to the increase of $Q$ (6 for $f=300$ GHz and 7 for $f=150$ GHz), while between the cases at $Q=1$ pC and the ones at higher $Q$ it increases by a smaller factor (1.2 for $f=300$ GHz and 2.5 for $f=150$ GHz). This is due to the fact that the level of transverse focusing cannot be maintained when $Q$ increases too much (see Tables 3 and 4) leading to a slower increase of the factor $Q/\sigma_{\nu\gamma}^2$ involved in Eq. (16). On the other hand, Table 6 shows that $\sigma_{\nu\gamma}/\nu_{\gamma}$ increases more than linearly with $Q$. This is due to the fact that $\sigma_{\nu\gamma}$ and $\nu_{\gamma}$ present this behavior (see Tables 3 and 4) leading to such an increase of the corresponding terms involved in Eq. (11). Table 6 therefore demonstrates that the parameter $\beta$ defined in Eq. (13) is an excellent indicator to determine which working point is the best compromise between the number of photons and the relative bandwidth of these photons.

Fig. 17 clearly shows that when $Q$ increases, a tail of low energy photons is developing itself in the energy spectrum, which greatly penalizes the achievable rms bandwidth. This is especially visible for the higher charges in the two plots. This tail is directly coming from a similar tail in the electron bunch energy spectrum (see Fig. 16), developing when $Q$ increases. As a result, the achievable $\sigma_{\nu\gamma}/\nu_{\gamma}$ could greatly be improved if a system to filter the emitted X-rays would be used after the ICS point and collimation. To illustrate this fact, Fig. 18 displays the evolution of $N_{\gamma,\text{coll}}$ and $\sigma_{\nu\gamma}/\nu_{\gamma}$ as a function of a lower energy cut (meaning that all the photons below this energy are removed from the spectrum) for the cases at $f=300$ GHz/\(Q=2.5\) pC and $f=150$ GHz/\(Q=5\) pC shown in Table 6 and Fig. 17. As a numerical example, if all the photons with an energy lower than 5.8 keV are removed for the case with $Q=2.5$ pC and $f=300$ GHz (Fig. 17 top plot), $N_{\gamma,\text{coll}}=9.8\times10^4$ (reduction of only 11%) and $\sigma_{\nu\gamma}/\nu_{\gamma}=1.43\%$ (reduction of 44%). For the case with $Q=5$ pC and $f=150$ GHz (Fig. 17 bottom plot), if all the photons with an energy lower than 4.25 keV are removed $N_{\gamma,\text{coll}}=2.0\times10^4$ (reduction of only 17%) and $\sigma_{\nu\gamma}/\nu_{\gamma}=1.43\%$ (reduction of 42%).
the possibility to generate 4 different values of cases with (see for example Ref. 25), would double the achievable range in this sub-section, we will describe how $E_X$ could be tuned and in which range it could be tuned for the concept proposed in this paper. First, as explained in Sec. 4.1, one has to remember that changing the accelerating frequency from $f = 150$ GHz to $f = 300$ GHz comes with a significant change of $<E>$ at the ICS point (see Tables 3 and 4). This naturally translates into significantly different values of $E_X$ for the simulated X-ray pulses (see Table 6). One can therefore think to tune $E_X$ by switching between different DLW operating at different frequencies for the TM$_{01}$ mode. This would be possible with DLW since, thanks to their small dimensions (diameter in the millimeter range and length in the range of ten cm), they are fast to be produced and easy to be exchanged in a beamline contrary to the conventional RF accelerating structures. Note that the THz source powering the DLW will have to be tunable in this case.

Then, it is straightforward from Eq. (8) that using the second harmonic of an IR laser, therefore at $\lambda_L = 524$ nm in our case, will double $E_X$. Therefore, using an IR laser able to produce hundreds of mJ when converted to its second harmonic, which is possible with a Joule-class IR laser according to the already demonstrated conversion efficiency (see for example Ref. 25), would double the achievable range for the X-ray pulse proposed in this paper.

Combining the two aforementioned tuning options, for the cases with $Q = 1$ pC shown in Tables 3 and 4, would result in the possibility to generate 4 different values of $E_X$: $E_X \approx 4.3$ keV ($f = 150$ GHz with $\lambda_L = 1048$ nm), $E_X \approx 5.7$ keV ($f = 300$ GHz with $\lambda_L = 1048$ nm), $E_X \approx 8.6$ keV ($f = 150$ GHz with $\lambda_L = 524$ nm) and $E_X \approx 11.5$ keV ($f = 300$ GHz with $\lambda_L = 524$ nm).

We then investigate the possibilities to establish a continuum between these 4 energies. Looking at Eq. (8), it appears that three ways remain to vary $E_X$. The first one would be to vary the observation angle $\theta$, which was equal to 0° in Sec. 4.2, namely to collimate the photon pulse with a collimator movable in the plane perpendicular to the electron bunch trajectory. However, with an increase of $\theta$, $\sigma_{\nu}/\nu$ has been found to strongly increase compared to the case $\theta = 0^\circ$ and this option was therefore not retained. The second option would be to vary the collision angle $\alpha$ between the electron bunch and the laser. In this case, $N_{E,\text{coll}}$ has been found to decrease too fast compared to $\alpha \approx 180^\circ$ (head-on collision) before the desired variation of $E_X$ can be achieved and the option was also not retained. The third and last option, which has been retained, is to vary $\gamma^2$ (namely $<E>$). We choose to do that by starting from the four cases aforementioned and then reducing the field amplitude $E_{\text{inj}}$ in the THz linac. For each simulated value of $E_{\text{inj}}$, the injection phase into the THz linac and the quadrupole triplet settings have been optimized again. Fig. 20 shows $N_{E,\text{coll}}$ and $\sigma_{\nu}/\nu$ as a function of $E_X$ for $\theta_{\text{coll}} = 4$ mrad and $U_L = 400$ mJ (top plot). It also shows (bottom plot) $N_{E,\text{coll}}$ and $\theta_{\text{coll}}$ as a function of $E_X$ for $U_L = 400$ mJ and $\sigma_{\nu}/\nu$ fixed to 1.5% (except for the two cases pointed by black arrows where $\sigma_{\nu}/\nu$ exceeds 1.5% and $\theta_{\text{coll}}$ remains 4 mrad).

4.3. Tunability potential of the X-ray pulse

Fig. 19. Evolution of $N_{E,\text{coll}}$ and $\sigma_{\nu}/\nu$, as a function of $U_L$ for the case with $Q = 1$ pC and $f = 150$ GHz in Table 6.
that the lower value of $\nu \gamma L/\sigma \nu \gamma$ comes with stronger space-charge forces, despite the increase of $\sigma_t$ and $\sigma_e$ at the ICS point, which makes the scheme of reduction of $\sigma_t$ presented in Sec. 3.1 more efficient and therefore reduce it. As explained in Sec. 3.1.1, this reduction of $\sigma_t$, and subsequently of $\sigma_{\nu t}/\nu t$, comes with the drawback that $\sigma_e$ and consequently $\sigma_{\nu t}$ increases: from 1.5 fs to 1.8 fs for $f = 300$ GHz between $E_{\text{ml}} = 115$ MV/m and $E_{\text{ml}} = 92$ MV/m, and from 1.8 fs to 3.3 fs for $f = 150$ GHz between $E_{\text{ml}} = 115$ MV/m and $E_{\text{ml}} = 77$ MV/m.

The decrease of $\sigma_{\nu t}/\nu t$ with $E_{\text{ml}}$ allows significantly increasing $N_{\text{coll}}$, by increasing $\theta_{\text{coll}}$, for the cases with $E_{\text{ml}} < 115$ MV/m without that $\sigma_{\nu t}/\nu t$ exceeds the ones obtained for the cases with $E_{\text{ml}} = 115$ MV/m. Fig. 20 (bottom) shows as an example that increasing $\theta_{\text{coll}}$ such that $\sigma_{\nu t}/\nu t$ becomes equal to 1.5% for all the cases (except the two cases pointed by black arrows where it exceeds 1.5% at $\theta_{\text{coll}} = 4$ mrad and which are left identical to the top plot) would allow obtaining $N_{\text{coll}}$ ranging from $1.5 \times 10^7$ at $E_{\nu t} = 8.9$ keV ($f = 300$ GHz, $E_{\text{ml}} = 92$ MV/m, $\lambda_{\nu t} = 524$ nm and $\theta_{\text{coll}} = 6.4$ mrad) up to $7.7 \times 10^8$ at $E_{\nu t} = 4.2$ keV ($f = 150$ GHz, $E_{\text{ml}} = 115$ MV/m, $\lambda_{\nu t} = 1.048$ nm and $\theta_{\text{coll}} = 6.0$ mrad). However, this increase of $\theta_{\text{coll}}$ comes with the drawback that the length of the X-ray pulse also increases. This is due to the simple geometrical effect that photons with a higher divergence take a longer time to reach a given Z position along the beamline than photons with lower divergence. This effect superimposes with the increase of $\sigma_t$ when $E_{\text{ml}}$ decreases previously described and leads to a significant increase of $\sigma_{\nu t}$: from 1.5 fs to 2.6 fs for $f = 300$ GHz between $E_{\text{ml}} = 115$ MV/m ($\theta_{\text{coll}} = 4$ mrad) and $E_{\text{ml}} = 92$ MV/m ($\theta_{\text{coll}} = 6.4$ mrad), and from 1.8 fs to 4.7 fs for $f = 150$ GHz between $E_{\text{ml}} = 115$ MV/m ($\theta_{\text{coll}} = 4$ mrad) and $E_{\text{ml}} = 77$ MV/m ($\theta_{\text{coll}} = 8.5$ mrad).

5. Some technical requirements for the proposed concept

5.1. Properties of the DLW and of the THz pulse driving it

The procedure and the formulas used to determine the properties of the DLW used as accelerating structure and of the THz pulse driving it have been exposed in Sec. 2. In this section, we will introduce the requirements for the DLW and the THz pulse needed to achieve the potential working points presented in Sec. 4. We consider two cases for this purpose. The first one is the standard case, where we assume $2a$ equal to the THz pulse wavelength. The second one is an aggressive option where we reduce $a$ by 20%. Table 7 shows that the aggressive option brings the benefit to reduce $E_{\text{THz}}$ by around 24% whatever $f$. This is explained by the fact that the decrease of $<P>_{\text{THz}}$ (due to the decrease of the DLW cross-section) overcomes the increase of $T$ (due to the decrease of $\nu t$). One can also see that the decrease of $a$ leads to an increase of the dielectric thickness $b - a$ required to have the desired $\nu ph$. This means that the tolerances for the DLW production are slightly relaxed. However, one must not forget that this aggressive option comes with two major drawbacks. First, the margins for beam dynamics, concerning the bunch injection and the charge transmission throughout the linac, are reduced. Then, the coupling efficiency of the THz pulse into the linac is also reduced. A compromise has therefore to be found between all the aforementioned aspects in order to set the value of $a$.

Table 7. Properties of the DLW and of the THz pulse driving it required to generate the electron bunch properties at the ICS point presented in Tables 3 and 4. Quartz ($\varepsilon_r = 4.41$) is considered as a dielectric-loading. The cases in normal font are the standard cases with $2a$ equal to the THz wavelength. The cases in italic are aggressive options with $2a$ 20% smaller than the THz wavelength. The underlined case is an intermediate frequency, not yet tested in beam dynamics simulations.

<table>
<thead>
<tr>
<th>$f$ (GHz)</th>
<th>$a$ (\mu m)</th>
<th>$b - a$ (\mu m)</th>
<th>$\nu ph$ (c)</th>
<th>$\nu t$ (c)</th>
<th>$T$ (ps)</th>
<th>$&lt;P&gt;_{\text{THz}}$ (MW)</th>
<th>$E_{\text{THz}}$ (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>500</td>
<td>90.35</td>
<td>1</td>
<td>0.513</td>
<td>407</td>
<td>23.3</td>
<td>9.5</td>
</tr>
<tr>
<td>300</td>
<td>400</td>
<td>100.77</td>
<td>1</td>
<td>0.414</td>
<td>607</td>
<td>11.8</td>
<td>7.2</td>
</tr>
<tr>
<td>150</td>
<td>100</td>
<td>180.13</td>
<td>1002.5</td>
<td>0.514</td>
<td>407</td>
<td>92.7</td>
<td>37.7</td>
</tr>
<tr>
<td>150</td>
<td>800</td>
<td>201.12</td>
<td>1002</td>
<td>0.415</td>
<td>607</td>
<td>47.0</td>
<td>28.5</td>
</tr>
<tr>
<td>230</td>
<td>650</td>
<td>118.06</td>
<td>1</td>
<td>0.511</td>
<td>409</td>
<td>39.4</td>
<td>16.1</td>
</tr>
</tbody>
</table>

Table 7 also shows that $E_{\text{THz}}$ required at $f = 150$ GHz is around four times higher than the one required at $f = 300$ GHz. It directly follows from the fact that $a$ has to typically be two times bigger, implying that the DLW cross-section and therefore $<P>_{\text{THz}}$ required to have the same $E_{\text{ml}}$ is multiplied by a factor around 4. Regarding the current performances in THz generation (see Sec. 5.2), the level of $<P>_{\text{THz}}$ required at $f = 150$ GHz is too high to be reached in a predictable future. However, it is visible by comparing Table 4 to Table 3 that it would lead to a significant improvement of the achievable electron bunch properties at the ICS point, which should be a motivation to develop powerful THz sources at $f \approx 150$ GHz. Finally, the last line of Table 7 indicates that an intermediate frequency ($f = 230$ GHz), not yet tested in ASTRA beam dynamics simulations, could be an interesting trade-off between the lower THz power required at $f = 300$ GHz and the better bunch quality achievable at $f = 150$ GHz.

5.2. THz generation

As shown in Sec. 5.1 the amount of energy required in the THz pulse driving the THz linac is quite large since it is still close to 10 mJ for $f = 300$ GHz (power between 10 and 20 MW) and to 30-40 mJ at $f = 150$ GHz (power between 50 and 100 MW). It is therefore essential to compare the different methods currently used to generate multi-cycle THz pulses in order to have a first insight in their present and future
A first type of THz pulse generation technique is based on optical rectification of an infrared laser pulse in non-linear optical crystals, like lithium-niobate for example. This kind of approach has already been used to perform the first demonstration experiment of electron acceleration in a THz-driven DLW. However, this kind of technique is currently limited by a low IR/THz conversion efficiency, due to the fact that it is quite young and still in a phase of development. The current record of energy in a single multicyle THz pulse generated via this type of technique is slightly above 0.4 mJ at $f = 361$ GHz with a maximal conversion efficiency of 0.15%. Several schemes have been proposed and simulated to increase the IR/THz conversion efficiency up to 5% and even 10%, but they have not been experimentally demonstrated by now. This option of THz generation is the one chosen for the AXSIS project.

A second type of THz pulse generation technique is the one used in the gyrotron devices, based on electron cyclotron resonance in a circular cavity. The current state-of-the-art gyrotrons are able to deliver $<P>_{THz}$ of 1 to 2 MW in the vicinity of $f = 150$ GHz and a strong research is ongoing to reach the 1 MW level in the vicinity of $f = 300$ GHz. This is significantly below the requirements shown in Table 7. However, it is noteworthy that the pulse lengths delivered by the gyrotrons are much longer than the requirements in Table 7, the shortest we found in the literature being of 3 μs in Ref. 32. Consequently, $E_{THz}$ delivered by the gyrotrons is much higher than the requirements shown in Table 7. It means that if a way is found to compress the THz pulse coming from a gyrotron, the requirements on $<P>_{THz}$ in Table 7 could be met. This has to our knowledge however not yet been studied. Furthermore, other aspects than the pulse power are relevant and would have to be studied before considering using a gyrotron as power source for the THz linac in our concept. For example, the shot-to-shot phase stability which is of primary importance for our concept (see Sec. 5.3.3) would have to be taken into account.

A third type of THz pulse generation technique is the accelerator-based emission of radiation in dipole or undulator magnets (coherent synchrotron radiation and free electron laser (FEL)), like this is for example done in a tunable way at the TELBE facility. Calculations for a THz-FEL based on the PITZ facility at DESY/Zeuthen are currently ongoing, and suggest that around 2 mJ THz pulses with $<P>_{THz}$ significantly in excess of the requirements shown in Table 7 (for $f = 300$ GHz) could be generated in this way. However, these pulses would remain significantly shorter than the requirements for $T$ shown in Table 7.

A fourth and last type of generation of accelerating field with a frequency in the THz range is to generate wakefields in a structure (a DLW for example) and with a driver electron bunch having properties such that the generated wakefields are in the THz range of frequency. A demonstration experiment has recently been performed with 20 GeV driver and witness bunches at SLAC, with a 10 cm long quartz DLW having a 400 μm vacuum diameter. In this experiment, the TM01 mode was excited at 422 GHz by the 1.6 nC drive beam and a 320 MV/m accelerating field has been experienced by the 1 nC witness bunch with 80% energy extraction efficiency. A scheme has been proposed to optimize the intensity and tune the frequency of the wakefield generated on a moderate energy (50-100 MeV) conventional accelerator, and also to efficiently extract this power from the structure in which it has been generated. These kinds of THz accelerating field generation techniques via wakefields, based on conventional RF accelerators, are at the time of writing the most promising candidates to fulfill the THz pulse requirements shown in Table 7. Despite the fact that they are to date not compatible with the goal of a compact layout as intended for the concept presented in our paper, they could be of great interest to produce enough THz power for performing demonstration experiments.

Finally, it has to be mentioned that a scheme based on Inverse Free Electron Laser (IFEL) has been recently experimentally demonstrated to significantly increase the interaction length between an electron bunch and a THz pulse, which is normally limited in a DLW by the significantly lower than c group velocity of the THz pulse. This scheme could be of great interest to reduce $T$ and subsequently $E_{THz}$ required in Table 7, allowing even using single-cycle THz pulses instead of multi-cycle ones. Indeed, as previously mentioned, the required value of $T$ is a limiting factor for the technique of THz pulse generation based on FEL radiation. Furthermore, by bringing down the requirements on $E_{THz}$ in Table 7 below 100 μJ at $f = 300$ GHz, this possibility to use single-cycle THz pulses would make the use of laser-based THz sources possible since this level is achievable mainly by only scaling up the current setups used for single-cycle THz pulse generation according to Ref. 47.

### 5.3. Influence of various jitters

In this subsection, we will give a first evaluation of the influence of various jitters on the electron bunch properties simulated at the ICS point and on the arrival time of the electron bunch at the ICS point, which is important because the electron bunch has to be synchronized with the laser driving the ICS process to maximize its efficiency. We will consider only the case $f = 300$ GHz, since it is the most demanding on the jitter point of view. For the case $f = 150$ GHz, all the fluctuations of the electron bunch properties at the ICS point presented in this section would be less important.

To evaluate the influence on the electron bunch properties at the ICS point of a single jitter, we choose to use ASTRA in combination with a simple self-written Matlab code. We start from a bunch distribution simulated at the THz linac entrance, corresponding to the case described in details in Sec. 3.1, and we use it to run jitter simulations up to the ICS point. We first run a scan with ASTRA where the parameter involved for the considered jitter is varied step-by-step in a certain range (for example $E_{srf}$ is varied between 100 MV/m and 130 MV/m by step of 1 MV/m). Then, the obtained points are fitted with Matlab to obtain continuous curves over the desired range. Finally, a jitter following a Gaussian distribution with a standard deviation $\sigma_{jitter}$ respective to the
nominal value is simulated with Matlab. Namely, a large number of \( N_{err} \) values of the jittering parameter is randomly generated according to the aforementioned distribution (with a cutoff at \( \pm 3 \sigma_{nit} \)) and for each of these values the electron bunch properties at the ICS point are determined using the curves previously obtained with Matlab.

Such a simulation delivers histograms of the electron bunch properties at the ICS point. Normalizing these histograms, such that their integrals become equal to 1, give access to the distribution functions of the electron bunch properties at the ICS point. A local value of these distribution functions represents the probability density to have the associated electron bunch properties at the ICS point under the assumed jitter. More information are then given by the partition functions, which are the integrals of the distribution functions, since the probability to obtain electron bunch properties in a certain range can be deduced from them.

5.3.1. Pointing jitter

The first studied jitter is the pointing jitter of the electron bunch at the entrance of the THz linac, which typically comes from an initial pointing jitter of the UV laser pulse driving the RF-gun. This jitter affects the electron bunch properties and arrival time at the ICS point because the transverse component of the field experienced by the bunch is varying, it is zero for an on-axis bunch, leading to a varying path and travel time of the bunch in the THz linac.

The varying parameter in Astra for this jitter is the bunch transverse offset at the THz linac entrance, along the horizontal direction \( x \) in our case, later referred to as \( \Delta X \). Fig. 21 shows the results of the parameter scan performed with Astra for \( \Delta X = 0 \) to 450 \( \mu m \). The two Gaussian distributions later considered for the jitter in the present subsection are superimposed on Fig. 21.

Fig. 21 displays the distribution and partition functions of the electron bunch properties at the ICS point for \( \sigma_{nit} = 100 \mu m \) around the on-axis injection (\( N_{err} = 1220000 \)).

Fig. 22 first shows that 87% of the cases simulated present no charge losses despite the assumed vacuum radius for the THz linac is of only 500 \( \mu m \). This is explained by the fact that in our concept the electron bunch is still focusing itself when injected into the THz linac (see for example Fig. 10 (left plots)), practically meaning that the charge losses only happens right at the THz linac entrance which then acts as a collimator. As a consequence charge losses happen only when the initial transverse offset becomes significantly larger than 100 \( \mu m \), which is a low probability event in our simulation. This results in the long tail of low probability events observed in Fig. 22 for \( Q \).

Fig. 22 also demonstrates that \( <E> \) and the transverse electron bunch properties (\( \sigma_x, \sigma_y, \sigma_\epsilon, \tau_x \) and \( \tau_y \)) at the ICS point are almost not affected by a pointing jitter of 100 \( \mu m \) rms at the THz linac entrance. Indeed, the distribution functions of these properties present sharp peaks around the nominal values (obtained with a zero jitter), and long tails of low probability events directly resulting from the low probability events where some charge is lost.

Fig. 22 finally shows that the longitudinal electron bunch properties (\( \sigma_z \) and \( \sigma_\epsilon \)) are more affected by the simulated jitter. While this is anecdotic for \( \sigma_\epsilon \), which remains in the single femtosecond order for all the simulated events, this is relevant for \( \sigma_z \) (which can increase by up to 45%) since the bandwidth of a photon pulse generated through ICS is strongly dependent on it (see Eq. (11)). This strong increase of \( \sigma_z \) concerns only a minority of cases, since 90% of the simulated events present a value of \( \sigma_z \) less than 10% larger than the nominal value. However, a smaller pointing jitter than 100 \( \mu m \) rms at the THz linac entrance would be preferable for the stability of the source bandwidth.

---

\( ^4 \) Given a distribution function \( f(x) \) \( \neq 0 \) for \( x \) in a finite real interval \([A,B]\) with \( B > A \), the partition function \( F(x) \) is defined for \( x > A \) as \( F(x) = \int_{A}^{x} f(u) \, du \). Considering \( x_1 \) and \( x_2 \) included in \([A,B]\) with \( x_2 > x_1 \), then \( F(x_2) - F(x_1) \) is the probability to obtain \( x \) in the interval \([x_1,x_2]\).
Fig. 23 displays simulation results for $\sigma_E$ and $\sigma_t$ at the ICS point for $\sigma_{jit} = 50 \, \mu m$ ($N_{err} = 122\,000$) around the on-axis injection. It shows that $\sigma_{jit} = 50 \, \mu m$ would be much better since the increase of $\sigma_E$ would be only of 10% at maximum, and 90% of the cases will present $\sigma_E$ less than 3% greater than the nominal value.  

5.3.2. Jitter of the THz linac field amplitude

The second studied jitter is the jitter of the amplitude of the accelerating field in the THz linac $E_{thz}$, which typically comes from a jitter of the power delivered by the THz source. For example, for a THz pulse generated by optical rectification of an infrared laser (see Sec. 5.2) it will come from a jitter of the amplitude of this laser. This jitter affects the electron bunch properties at the ICS point because the injection phase $\phi_0$ of the bunch into the THz linac becomes not optimal, since the optimal injection phase varies with the amplitude of the accelerating field.

The varying parameter in ASTRA for this jitter is the amplitude of the accelerating field in the THz linac. Fig. 24 shows the results of the parameter scan performed with ASTRA for $E_{thz} = 100$ to 130 MV/m. The two Gaussian distributions later considered for the jitter in the present subsection are superimposed on Fig. 24. The bunch charge is not displayed since no charge losses happened in any cases. Fig. 25 displays the distribution and partition functions of the electron bunch properties at the ICS point for $\sigma_{jit} = 3\%$ (3.45 MV/m) around $E_{thz} = 115$ MV/m ($N_{err} = 200\,000$). The bunch charge is here also not displayed since no charge losses happened in any cases.

Fig. 25 demonstrates that all the electron bunch properties at the ICS point are affected by a jitter of the accelerating field amplitude in the THz linac, but not all with the same importance.

First, the jitter of the accelerating field amplitude in the THz linac trivially comes with significant variations of $<E>$ at the ICS point, since the injection phase into the THz linac remains the same for all the simulated events. This results in a variation of the energy $E_x$ of the generated X-ray and would therefore be penalizing for the applications requiring a specific X-ray energy. On the other hand, this would not have any effect on the applications only requiring having $E_x$ above a certain threshold, and also the applications only requiring knowing $E_x$ if it (or $<E>$) can be measured on a shot-to-shot basis.

Second, the variations of the transverse emittances at the ICS point are acceptable. Indeed, $\epsilon_x$ remains within +/- 2% of the nominal value and $\epsilon_y$ is at maximum 4% higher than the nominal value. Note that about 50% of the simulated events have lower transverse emittances than the nominal value.

Then the variations of the bunch length at the ICS point, while being up to +35%, are not the main concern since $\sigma_t$ remains in the single femtosecond order which is one of the main goals of our concept.

On the other hand, the variations of the transverse sizes at the ICS point are much more significant. In fact, $\sigma_x$ can increase by 50% and $\sigma_y$ by 120%. This would decrease drastically the number of photons in the generated X-ray pulse, since it depends quadratically on the transverse size (see Eq. (10)). These variations of $\sigma_x$ and $\sigma_y$ are due to the fact that when $<E>$ is changing the nominal quadrupole triplet settings are not appropriate anymore to symmetrically focus the electron bunch and right at the intended position of the ICS point. Namely, the positions of the focal points for $\sigma_x$ and $\sigma_y$ change.
Fig. 24. Electron bunch properties at the ICS point as a function of the THz linear field amplitude $E_{ml}$ (solid curves). Dotted curves: Distribution function of $E_{ml}$ for $\sigma_{jit} = 3\%$. Dashed curves: Distribution function of $E_{ml}$ for $\sigma_{jit} = 1\%$.

$\sigma_{y}$ become at different $Z$ positions along the beamline and are located before or after the intended position of the ICS point. Note that $\sigma_{y}$ is more affected than $\sigma_{x}$ because this is the plane where the focusing is the sharpest (since it is first defocused) as shown in Fig. 3.

These variations of the positions of the focal points, by up to a few cm, are responsible for a shift from its optimal value of the parameter $\Delta Z_{lt}$ defined in Sec. 3.1.2, and therefore for the variations observed for $\sigma_{E}$ at the ICS point. Indeed, as explained in Secs. 3.1.1 and 3.1.2 the scheme of space-charge induced reduction of the correlated energy spread used in our concept is very sensitive to the position of the transverse focal point of the electron bunch. The variations of $\sigma_{E}$ are almost equally shared between both sides of the nominal value, since 45% of the simulated events exhibit a lower value of $\sigma_{E}$. However, the tail is much longer on the side of the higher values of $\sigma_{E}$ and extends up to $+40\%$ of the nominal value. As previously explained this is highly penalizing for the bandwidth of the generated X-ray pulse (see Eq. (11)).

The strong negative effects of the variations of $<E>$, $\sigma_{x}$, $\sigma_{y}$ and $\sigma_{E}$ observed in Fig. 25 indicates that a jitter of $E_{ml}$ with $\sigma_{jit} = 3\%$ around $E_{ml} = 115$ MV/m is too strong to allow for reasonably stable properties of the electron bunch at the ICS point, and therefore of the generated X-ray pulse.

Fig. 26 shows simulation results for $\sigma_{x}$, $\sigma_{y}$, $\sigma_{E}$ and $<E>$ at the ICS point for the smaller jitter $\sigma_{jit} = 1\%$ ($N_{err} = 2000000$) around $E_{ml} = 115$ MV/m. It shows that this smaller jitter would provide much more stable electron bunch properties at the ICS point and would start to be reasonable for operation. In fact, the variations of $\sigma_{x}$ ($\sigma_{y}$) drop to $+/-10\%$ ($+30\%$) from the nominal value at maximum and the ones of $\sigma_{E}$ ($<E>$) to $+15\%$ ($+/-2\%$) from the nominal value at maximum.

Fig. 25. Distribution and partition functions of the electron bunch properties at the ICS point under the influence of a jitter of $E_{ml}$ with $\sigma_{jit} = 3\%$ around 115 MV/m. The vertical black lines denote the nominal properties obtained with no jitter.
5.3.3. Jitter of the electron bunch injection phase into the THz linac

The third studied jitter is a jitter of the injection phase $\phi_0$ of the electron bunch into the THz linac. This jitter arises from two main sources. The first one is the internal phase jitter of the source of the THz pulse driving the THz linac. The second one is the jitter of the electron bunch arrival time at the THz linac entrance, which will translate into a jitter of $\phi_0$. In this subsection, we will only consider the jitter of $\phi_0$ due to the source of the THz pulse.

The varying parameter in ASTRA for this jitter is the phase of the accelerating field in the THz linac, also referred to as $\phi_0$, with $\phi_0 = 0^\circ$ denoting the optimal value. Fig. 27 shows the results of the parameter scan performed with ASTRA for $\phi_0 = -15^\circ$ to $+15^\circ$. The two Gaussian distributions later considered for the jitter in the present subsection are superimposed on Fig. 27. The bunch charge is not displayed since no charge losses happened in any cases.

Fig. 28 displays the distribution and partition functions of the electron bunch properties at the ICS point for $\sigma_{jit} = 1.08^\circ$ around the nominal value, corresponding to a timing jitter of 10 fs at $f = 300$ GHz ($N_{err} = 2000000$). The bunch charge is not displayed since no charge losses happened in any cases. Fig. 28 demonstrates that all the electron bunch properties at the ICS point are affected by a jitter of $\phi_0$, but not all with the same importance.

First, this jitter trivially comes with variations of $<E>$ at the ICS point, since $E_{ml}$ remains the same for all the simulated events. The consequences of these variations are the same as the ones explained in Sec. 5.3.2 for a jitter on $E_{ml}$.

As for the jitter on $E_{ml}$, the variations of the transverse emittances remain very limited, since $\epsilon_x$ is at maximum 2% higher than the nominal value and $\epsilon_y$ remains within ±2% of the nominal value. Then, contrary to the case of the jitter on $E_{ml}$, $\sigma_x$ and $\sigma_y$ are only slightly affected by the fact that the nominal settings of the quadrupole triplet become inappropriate, since they are never more than 7% away from the nominal values.

These small variations of $\sigma_x$ and $\sigma_y$ at the ICS point unfortunately do not prevent from having strong variations of $\sigma_E$, which are even much stronger than for a jitter on $E_{ml}$ since it can increase up to +120% of the nominal value for the most extreme cases, greatly deteriorating the bandwidth of the generated X-ray pulse. These variations of $\sigma_E$ come from the fact that, as for the case of a jitter on $E_{ml}$, the parameter $\Delta Z_{lt}$

---

**Fig. 26.** Distribution and partition functions of $\sigma_x$, $\sigma_y$, $\sigma_E$ and $<E>$ at the ICS point under the influence of a jitter of $E_{ml}$ with $\sigma_{jit} = 1\%$ around $E_{ml} = 115$ MV/m. The vertical black lines denote the nominal properties obtained with no jitter.

**Fig. 27.** Electron bunch properties at the ICS point as a function of $\phi_0$ (solid curves). $\phi_0 = 0^\circ$ denotes the optimal value. Dotted curves: Distribution function of $\phi_0$ for $\sigma_{jit} = 1.08^\circ$ (≡ 10 fs timing jitter at $f = 300$ GHz). Dashed curves: Distribution function of $\phi_0$ for $\sigma_{jit} = 0.324^\circ$ (≡ 3 fs timing jitter at $f = 300$ GHz).
As explained in Sec. 3.1.2 this shift of $\Delta Z_l$ also comes with variations of the bunch length at the ICS point, which are visible in Fig. 28. These variations of $\sigma_l$ are bigger than for the two other studied jitters, since it can be doubled by the assumed jitter of $\phi_0$. However, they are always of the single femtosecond order.

Secs. 5.3.1 and 5.3.2 have demonstrated that the electron bunch properties can be kept under control under the influence of a pointing jitter or of a jitter of $E_{ml}$, providing that they are not too strong ($\sigma_{jt} < 100 \, \mu m$ for the pointing jitter and $\sigma_{jt} \approx 1\%$ for the jitter of $E_{ml}$). On the opposite, the present subsection show that this is not the case for $\sigma_l$ and especially $\sigma_{E_l}$ under the influence of a jitter of $\phi_0$ with the assumed $\sigma_{jt} = 1.08^\circ$. It would therefore be of great importance to reduce the achievable value of $\sigma_{jt}$ to a few tenths of degrees, thus improving the shot-to-shot stability of the bunch longitudinal properties. Fig. 29 shows simulation results for $\sigma_l$ and $\sigma_{E_l}$ at the ICS point for the smaller jitter $\sigma_{jt} = 0.324^\circ$ around the nominal value, corresponding to a timing jitter of 3 fs ($N_{300} = 2000000$). It shows that the variations of $\sigma_{E_l} (\sigma_l)$ could thus be kept below $+30\%$ ($+25\%$) of the nominal value and would start to be reasonable for operation.

One should not forget that the results presented in this subsection concern only the jitter of $\phi_0$ induced by the internal phase jitter of the source of the THz pulse driving the THz linac. The arrival timing jitter of the electron bunch at the THz linac entrance will also contribute to it and has to be studied in details in future studies. It can arise from several sources. First, a jitter of the amplitude of the accelerating field in the S-band gun implies a change in the bunch energy at the gun exit, which results in a change of the travel time to reach the entrance of the THz linac. Then, a jitter in the transverse position on the cathode of the UV laser pulse driving the gun results, as explained in Ref. 1 and in Sec. 3.2, in a jitter of the bunch travel time from the cathode to the gun exit. Besides, a transverse offset of the bunch implies that the focusing solenoid (see Fig. 2) also has an impact, increasing quadratically with the offset, on the travel time of the bunch up to the THz linac entrance. Eventual jitters of the solenoid magnetic field will in this case also have an impact. Finally a change in the starting time of the bunch, namely a phase jitter between the UV laser pulse driving the gun and the accelerating field in the gun, also generates a bunch arrival time jitter at the THz linac entrance. It is therefore crucial to note that an arrival timing jitter of the electron bunch at the
THz linac entrance will also come with a jitter of all the electron bunch properties at the THz linac entrance. As a result, it cannot be simulated following the simple method exposed at the beginning of Sec. 5.3, but rather with a numerical simulation starting at the photocathode and including simultaneous jitters for the multiple parameters generating the bunch arrival timing jitter at the THz linac entrance. This could for example be done with the ERROR namelist of ASTRA.

This arrival timing jitter of the electron bunch at the THz linac entrance is one of the key and challenging technical requirements for the hybrid concept developed in the present paper, because the frequency of the accelerating field being very high even a small jitter of the bunch arrival time could result in a significant dephasing with respect to the THz accelerating field, and therefore a change of the bunch properties at the ICS point. As an example, at \( f = 300 \text{ GHz} \) (\( f = 150 \text{ GHz} \)) a 9.3 fs (18.6 fs) bunch arrival time jitter corresponds to a dephasing of 1° with respect to the accelerating field in the THz linac. An arrival timing jitter around 10 fs is already very low but not impossible to achieve. For example this is the one aimed at the end of the beamline of the ARES linac (after two traveling wave accelerating structures and a magnetic chicane), which is intended to be a test bench for external injection in several types of high-frequency accelerating structures (plasma wakefield, THz and laser-driven dielectric structures).

However Figs. 28 and 29, while not applicable for a jitter of \( \phi_0 \) due to a bunch arrival timing jitter at the THz linac entrance, give the hint that this may not be sufficient for the shot-to-shot stability of the electron bunch properties at the ICS point, especially for \( \sigma_E \), and that future technical improvements will be of great importance to reduce the achievable arrival timing jitter to a few fs. Considering their inferred importance, the variations of the electron bunch properties at the ICS point under the influence of an arrival timing jitter at the THz linac entrance will be the object of a future detailed study.

### 5.3.4. Arrival time jitter at the ICS point

The three studied jitters in Sec. 5.3, in addition to the presented variations of the electron bunch properties at the ICS point, also induce a jitter of the electron bunch arrival time at the ICS point. This is explained by the fact that \( \langle E \rangle \) and in some case the electron bunch trajectory changes, resulting in a change of the electron bunch travel time up to the ICS point. This results in a not optimal time overlap with the laser driving the ICS, which leads to a decrease of the laser energy effectively interacting with the electron bunch and therefore a decrease of the number of generated X-ray photons. The purpose of this subsection is to give a first estimate of this effect.

To do that, we simulate only the reference particle in ASTRA over the parameter ranges assumed for the three jitters, and we each time record its travel time up to the intended ICS point. Fig. 30 shows the results of these simulations, as the difference compared to the travel time for the nominal cases, and also displays the distribution function assumed for the studied jitters.

![Arrival time jitter at the ICS point for the three jitters studied in Sec. 5.3. Pointing jitter at the THz linac entrance (top): \( \sigma_{jit} = 50 \mu \text{m} \); Jitter of \( E_{ml} \) (middle): \( \sigma_{jit} = 1\% \); Jitter of \( \phi_0 \) (bottom): \( \sigma_{jit} = 1.08^\circ \).](image)

The first observation one can made on Fig. 30 (top) is that the contribution of the pointing jitter at the THz linac entrance to the bunch arrival timing jitter at the ICS point is of the order of a few fs at maximum, making it therefore negligible.

The two significant and comparable contributions to the bunch arrival timing jitter at the ICS point shown in Fig. 30 are therefore the ones of a jitter on \( E_{ml} \) (up to \( \pm 20 \text{ fs} \) if \( \sigma_{jit} = 1\% \)) and of a jitter on \( \phi_0 \) (up to \( \pm 30 \text{ fs} \) if \( \sigma_{jit} = 1.08^\circ \)). However, even if the maximal arrival time jitters of 20 and 30 fs are quadratically added, resulting in an arrival time jitter of 36 fs, this corresponds to only 3.6% of the rms length of 1 ps we assumed for the laser pulse driving the ICS. As a result, the impact on the time overlap of the electron bunch with the
laser pulse, and therefore on the number of generated photons will remain limited.

In conclusion, it can be said that none of the jitters we studied up to now will have a significant impact on the time overlap between the electron bunch and the laser pulse driving the THz linac. Improvements reducing this arrival timing jitter at the THz linac entrance to a few femtoseconds would therefore greatly help stabilizing the operation of a potential future machine based on the concept presented in this paper. Finally, it has been verified that none of the jitters studied up to now will have a significant impact on the time overlap between the electron bunch and the laser at the ICS point (see Fig. 30).

6. Conclusions and prospects

In this paper, we have presented the optimization of a concept of hybrid and compact ultrafast (single fs to sub-fs) X-ray pulse source based on RF and THz technologies (see Figs. 1 and 2).

We first demonstrated through Astra beam dynamics simulations that the electron bunch energy spread at the ICS point $\sigma_E$, and subsequently the bandwidth of the generated X-ray pulse, can be greatly reduced by the strong space-charge forces experienced by the bunch in the vicinity of the ICS point (see Fig. 3). We determined how this reduction of $\sigma_E$ can be optimized through proper choices of the position of the electron bunch transverse focal point (see Figs. 4 and 5) and of the electron bunch transverse size at the THz linac entrance (see Fig. 6).

We then study the influence of the transverse shape of the UV laser pulse driving the gun, using various profiles (see Figs. 7 and 8). We demonstrated that for the low bunch charge regime we are considering, a Gaussian cut at 1$\sigma$ transverse profile delivers much better electron bunch properties than a pure Gaussian (see Figs. 9 to 12) and equivalent properties compared to the radial and uniformly filled ellipsoids transverse profiles (see Table 1). We retained the Gaussian cut at 1$\sigma$ due to its technical simplicity.

Finally, the importance of a fine-tuning of the phase velocity of the THz pulse driving the linac has been highlighted. We demonstrated that at $f = 150$ GHz a value slightly higher than $c$ comes with a significant reduction of $\sigma_E$ (see Table 2 and Fig. 15), due to the optimization of the electron bunch phase slippage in the THz linac (see Fig. 14).

Following these optimization schemes, we derived several working points for the electron bunch properties at the ICS point for the two THz linac frequencies $f = 150$ GHz (see Table 4) and $f = 300$ GHz (see Table 3), with final kinetic energies close to respectively 15 MeV and 18 MeV. From the lowest simulated charge ($Q = 100$ fC) to the highest one ($Q = 5$ pC), the simulated electron bunch properties at the ICS point are in the following ranges: $\sigma_E = 0.1 - 2.6\%$, $\epsilon = 0.4 - 5$ fs, $\sigma_{x,y} = 5 - 13$ μm, $\epsilon_{x,y} = 0.11 - 0.53$ μm/mm.mrad and $\epsilon_t = 0.11 - 0.35$ μm/mm.mrad. We also demonstrated that each individual working point is tunable through the strength of the final transverse and longitudinal focusing experienced by the electron bunch (see Table 5). Namely, a stronger (weaker) focusing will decrease $\sigma_{x,y}$ and $\sigma_t (\sigma_E)$ but increase $\sigma_E (\sigma_{x,y}$ and $\sigma_t)$.

The properties of the X-ray pulse generated via ICS have also been investigated with CAIN simulations (see Table 6). We showed that a tunability of the ultrafast X-ray source could be achieved thanks to the possibility to switch between two different DLW corresponding to $f = 150$ GHz and $f = 300$ GHz, and by the possibility to switch between the first and second harmonics of an IR laser with a wavelength around 1 μm to drive the ICS. The simulations we conducted (see Fig. 20) predict in the range between 2.9 keV and 11.5 keV, for a laser pulse energy of 400 mJ, a number of photons per pulse between $1.5 \times 10^4$ and $7.7 \times 10^4$ in 1.5% rms bandwidth or between $6.2 \times 10^3$ and $3.5 \times 10^4$ with lower bandwidths (between 0.56% and 1.5% rms along the energy range). They also showed that the X-ray photon energy spectra present a long low energy tail (see Fig. 17), meaning that a filtering of the X-ray would allow to significantly reduce the bandwidth of the pulse without reducing too much the number of photons (see Fig. 18).

Finally, several technical requirements for the concept have been investigated, determined and discussed. The properties of the DLW and of the THz pulse driving it required for the cases presented in this paper are given (see Table 7), resulting in the conclusions that further developments and studies are needed to have a source compatible with a compact layout (namely laser or gyrotron based) but that beam-driven wakefields generated in DLW by electron bunches provided by conventional RF accelerators could be of great interest to produce enough THz power for performing demonstration experiments. The influence of several jitters on the stability of the achievable electron bunch properties at the ICS point was also studied. A pointing jitter of the bunch at the entrance of the THz linac has been shown to only strongly affect $\sigma_t$ (see Fig. 22) and a value of 50 μm rms for this jitter ($\approx 10\%$ of the vacuum radius of the DLW at $f = 300$ GHz) has been demonstrated as acceptable (see Fig. 23). A jitter of the amplitude of the accelerating field in the THz linac has been found to be more problematic, since it can strongly affect $<E>$, $\sigma_E$, $\epsilon_t$ and especially $\epsilon_t$ (see Fig. 25). A value of 1% rms for this jitter starts to be reasonable for the shot-to-shot stability of the electron bunch properties, but still not totally satisfactory for $\sigma_t$ (see Fig. 26). The most demanding of the studied jitters is the jitter of the injection phase of the bunch into the THz linac. In fact, it has been demonstrated that a contribution of $1^\circ$ to this jitter coming from the internal phase jitter of the source of the THz pulse driving the linac already leads to strong shot-to-shot variations of $\sigma_t$ and especially $\sigma_E$ at the ICS point (see Fig. 28). We showed that a reduction of this contribution to a few tenths of degrees starts to be reasonable for the shot-to-shot stability of $\sigma_E$ at the ICS point (see Fig. 29). In addition to that, a second contribution to the jitter of the bunch injection phase into the THz linac has been approached but not studied into details in this paper, namely the bunch arrival timing jitter at the THz linac entrance. This contribution is expected to be of major importance because at $f = 300$ GHz a 10 fs arrival timing jitter at the THz linac entrance, which is the value aimed on the SINBAD facility at DESY, already translates into a $1^\circ$ jitter of the bunch injection phase into the THz linac. Improvements reducing this arrival timing jitter at the THz linac entrance to a few femtoseconds would therefore greatly help stabilizing the operation of a potential future machine based on the concept presented in this paper. Finally, it has been verified that none of the jitters studied up to now will have a significant impact on the time overlap between the electron bunch and the laser at the ICS point (see Fig. 30).
In addition to the further optimization of the working points presented in this paper, especially on the ICS point of view, the work will continue on several aspects. The compactness of the hybrid concept presented in this paper (see Fig. 2) represents a challenge for the implementation of the electron beam diagnostics in the beamline, for which the study is just in the preliminary phase and not discussed in this paper. This will therefore be studied in more details and the distances in the layout presented in Fig. 2 might have to be adjusted according to the number and sizes of the required diagnostics. The study on the influence of the jitters susceptible to appear in experiments will be pursued with the aim to more clearly define what the acceptable values are. Especially, the influence of a bunch arrival timing jitter at the THz linac entrance, expected to be significant and just introduced in this paper, will make the object of a future detailed study. The different types of THz sources mentioned introduced in this paper, will make the object of a future detailed study. The study is just in the preliminary phase and not discussed in this paper, especially: direct ultrafast imaging with the electron bunch, use as injector for other advanced acceleration schemes (plasma, Dielectric-laser acceleration, etc.).

Finally, one should note that the study presented in this paper considers only single electron bunches (X-ray pulses) and do not tackle the important point of the repetition rate of the source. This one is of particular importance for an X-ray source based on ICS because the number of photons per shot remains limited due to the low cross-section of the ICS process, in our concept between $10^4$ and $10^5$ photons/pulse. An important future study will therefore be to determine what could be the repetition rate, and therefore the X-ray flux, of the concept we are proposing. This repetition rate will be mainly determined by the one that the S-band gun could deliver and by the one achievable by the THz pulse source.
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